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THE IMPACT ON OPTION PRICING OF SPECIFICATION ERROR IN THE UNDERLYING STOCK PRICE RETURNS*

Robert C. Merton
I. Introduction

In an earlier paper, ${ }^{1 /}$ I briefly discussed the problem of errors in option pricing due to a misspecification of the stochastic process generating the underlying stock's returns. While there are many ways in which a specification error can be introduced, the particular form chosen in that paper was to compare the option prices arrived at by an investor who believes that the distribution of the unanticipated returns of the underlying stock is lognormal and hence that he can use the classic Black-Scholes pricing formula 2 / with the "correct" option prices if the true process for the underlying stock is a mixture of a lognormal process and a jump process. This is a particularly important case because the nature of the error is not just one of magnitude, but indeed the qualitative characteristics of the two processes are fundamentally different. In this paper, I examine the nature and magnitude of the error in a quantitative fashion using simulations. Before discussing the simulations, it is necessary to briefly summarize the option pricing results deduced in the earlier paper.

At the heart of the derivation of the Black-Scholes option pricing formula is the arbitrage technique by which investors can follow a dynamic portfolio strategy using the stock and riskless borrowing to exactly reproduce the return structure of an option. By following this strategy in combination with a short position in an option, the investor can eliminate all risk from the total position, and hence to avoid arbitrage opportunities, the option must be priced such that the return to the total position

must equal the rate of interest. However, for this arbitrage technique to be carried out, investors must be able to revise their portfolios frequently and the underlying stock price returns must follow a stochastic process that generates a continuous sample path. In effect, this requirement implies that over a short interval of time, the stock price cannot change by much.

In my earlier paper I derived an option pricing formula when the sample path of the underlying stock returns does not satisfy the continuity property. In particular, it was assumed that the stock price dynamics can be written as a combination of two types of changes: (1) the "normal" vibrations in price, for examples, due to a temporary imbalance between supply and demand, changes in capitalization rates, changes in the economic outlook, or other new information that causes marginal changes in the stock's value. This component is modeled by a standard geometric Brownian motion with a constant variance per unit time and it has a continuous sample path. In general, any continuous diffusion process would work equally well. (2) The "abnormal" vibrations in price are due to the arrival of important new information about the stock that has more than a marginal effect on price. Typically, such information will be specific to the firm or possibly its industry although occasionally general economic information could be the source. It is assumed that this important information arrives only at discrete points in time, and it is reasonable to expect that (ex-post) there will be "active" periods for the stock when such information arrives and "quiet" periods when it does not although (ex-ante) the "active" and "quiet" periods are random. This component is modeled by a "jump" process with an inherently noncontinuous sample path reflecting the non-marginal impact of information. The prototype for the jump component is a "Poisson-driven" process. 3/

If $S(t)$ denotes the stock price at time $t$, then the posited stock price dynamics can be written as a stochastic differential equation: namely,

$$
\begin{equation*}
\mathrm{dS} / \mathrm{S}=(\alpha-\lambda \mathrm{k}) \mathrm{dt}+\sigma \mathrm{d} Z+\mathrm{dq} \tag{1}
\end{equation*}
$$

where $\alpha$ is the instantaneous expected return on the stock; $\sigma^{2}$ is the instantaneous variance of the return, conditional on no arrivals of important new information; dZ is a standard Gauss-Wiener process; $\mathrm{q}(\mathrm{t})$ is the Poisson process where dq and dZ are assumed to be independent; $\lambda$ is the mean number of arrivals of important new information per unit time; $k \equiv \varepsilon(Y-1)$ where ( Y - 1) is the random variable percentage change in the stock price if the Poisson event occurs; $\varepsilon$ is the expectation operator over the random variable $Y$. Using these assumptions about the stock price dynamics, I derived a formula for the option price which like the Black-Scholes formula does not depend on either investors' preferences or knowledge of the expected return on the stock. ${ }^{4 /}$ However, unlike the Black-Scholes formula, it cannot be derived by using the Black-Scholes arbitrage technique because in this case, the return structure of an option cannot be exactly reproduced by a dynamic portfolio strategy using the stock and riskless borrowing. To derive the formula, it was necessary to make the further strong assumption that the jump component of the underlying stock's return represented nonsystematic or diversifiable risk and therefore all of the stock's systematic or nondiversifiable risk was contained within the continuous component. Because the variations in the oprion's return caused by the continuous component in the underlying stock's return can be replicated by a dynamic portfolio strategy in the stock, it is possible to form a hedge position in the option, stock, and riskless asset whose only source of stochastic variation is the jump component. Therefore, all of the stochastic part of the return to this position would represent nonsystematic or diversifiable risk. Hence, in equilibrium, the option must be priced such that the expected return to this

hedge position equals the interest rate. The resulting formula for the option price can be written as ${ }^{5 /}$

$$
\begin{equation*}
F(S, \tau)=\sum_{n=0}^{\infty} \frac{e^{-\lambda \tau}(\lambda \tau)^{n}}{n!}\left[\varepsilon_{n}\left\{W\left(S X_{n} e^{-\lambda k \tau}, \tau ; E, \sigma^{2}, r\right)\right\}\right] \tag{2}
\end{equation*}
$$

where $W$ is the standard Black-Scholes option pricing formula given by

$$
\begin{equation*}
W\left(S, \tau ; E, \sigma^{2}, r\right) \equiv S \Phi\left(d_{1}\right)-E e^{-r \tau} \Phi\left(d_{2}\right) \tag{3}
\end{equation*}
$$

and $\Phi$ is the cumulative normal distribution function; $d_{1} \equiv\left[\log (S / E)+\left(r+\sigma^{2} / 2\right) \tau\right] /$ $\sigma \sqrt{\tau} ; \mathrm{d}_{2} \equiv \mathrm{~d}_{1}-\sigma \sqrt{\tau} ; \mathrm{E}$ is the exercise price of the option; $\tau$ is the length of time to maturity, and $r$ is the interest rate. $X_{n}$ is a random variable with the same distribution as the product of $n$ independently and identically distributed random variables, each identically distributed to the random variable $Y$, where it is understood that $X_{0} \equiv 1 . \varepsilon_{\mathrm{n}}$ is defined to be the expectation operator over the distribution of $X_{n}$.

The number of shares of stock to be held long to hedge against the continuous component of the risk associated with the sale of one option, $N^{*}$, is equal to $\partial F / \partial S$ which is obtained by differentiating formula (2) with respect to $S$.

Within this framework, I now turn to the substantive problem of this paper; namely: suppose an investor believes that the stock price dynamics follows a continuous sample-path process with a constant variance per unit time, and therefore he uses the standard Black-Scholes formula (3) to appraise the option when the true process for the stock price is described by (1). How will the investor's appraised value, call it $\mathrm{F}_{\mathrm{e}}(\mathrm{S}, \tau)$, based on this misspecified process for the stock, compare with the $F(S, \tau)$ value based on the correct process?


To make the simulations feasible and to make clearer the nature of the misspecification, it is further assumed that $Y$ is lognormally distributed with the variance of $Y$ equal to $\delta^{2}$ and the expected value of $Y$ equal to one. Given the investor's incorrect belief about the stock process, it would be natural for him to estimate the variance by using the past time series of the logarithmic returns on the stock.

Define the random variable $p_{j}(h)$ to be the logarithmic return on the stock taken around its mean over the time interval from $t+(j-1) h$ to $t+j h$ where $j$ takes on positive integer values and $h$ is the length of the time interval. The investor's belief about the process is that the $\left\{p_{j}(h)\right\}$ are independently and identically distributed which is in agreement with the true process. However, the investor believes that for all $j$

$$
\begin{equation*}
p_{j}(h) \sim\left[v^{2} h\right]^{1 / 2} z_{j} \tag{4}
\end{equation*}
$$

where $v^{2}$ is the constant variance per unit time of $p_{j} ; Z_{j}$ is a standard normal random variable; and " $\sim$ " means "has the same distribution as" while the true distribution satisfies

$$
\begin{equation*}
p_{j}(h) \sim\left[q_{j}(h) \delta^{2}+\sigma^{2} h\right]^{1 / 2} z_{j} \tag{5}
\end{equation*}
$$

where $q_{j}(h)$ is a Poisson-distributed random variable with parameter $\lambda h$. It is the difference between (4) and (5) that is responsible for the error in pricing. However, before discussing the nature and magnitude of the pricing error, it will be helpful to briefly examine the impact of the misspecification on the variance estimation problem.


## II. On the Estimation of the Variance Rate

Even when all the assumptions required to use the Black-Scholes option formula are satisfied, it is necessary to know the variance of the logarithmic return on the stock to use the formula. Since the variance rate is not a directly-observable variable, it must be estimated, and indeed option theory has induced a growing interest among both academics and practitioners in variance estimation as a problem area onto itself. While this is well known, it is not always recognized that the appropriate formula is itself affected when the variance rate must be estimated even when the Black-Scholes assumptions are satisfied. While a complete discussion of this point is outside the range of this paper, an examination of the impact of the specification error on the estimation problem will cast some light on this other problem.

If the logarithmic returns on the stock satisfy equation (4) then we have that

$$
\begin{equation*}
\varepsilon\left[P_{j}^{2}(h)\right]=V^{2} h \quad \text { for all } j \tag{6a}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[P_{j}^{2}(h)\right]=2 V^{4} h^{2} \quad \text { for all } j \tag{6b}
\end{equation*}
$$

If, on the other hand, the logarithmic returns on the stock satisfy equation (5), then we have that

$$
\begin{equation*}
\varepsilon\left[P_{j}^{2}(h)\right]=\left(\lambda \delta^{2}+\sigma^{2}\right) h \quad \text { for all } j \tag{7a}
\end{equation*}
$$

and

$$
\begin{array}{r}
\operatorname{Var}\left[P_{j}^{2}(h)\right]=3 \lambda \delta^{4} h+2\left[\lambda \delta^{2}+\sigma^{2}\right]^{2} h^{2} \\
\text { for all } j
\end{array}
$$

(7b).


Let $g$ denote the estimated variance per unit time for the true process using the time series of the stock returns over the past total time period of length $T$ with $n$ observations. If $h$ is the length of time between observations, then $h$ must satisfy $n h \equiv T$, and $g$ will satisfy

$$
\begin{equation*}
g=\left\{\sum_{j=1}^{n} p_{j}^{2}(h)\right\} / T \tag{8}
\end{equation*}
$$

Let $g_{e}$ denote the estimated variance per unit time if the stock returns satisfy equation (4).

From the definition of $g_{e}$ and (6), we have that

$$
\begin{equation*}
\varepsilon\left[g_{e}\right]=v^{2} \tag{9a}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}\left[g_{e}\right]=2 V^{4} h / T \tag{9b}
\end{equation*}
$$

From (8) and (7), we have that

$$
\begin{equation*}
\varepsilon[g]=\left[\lambda \delta^{2}+\sigma^{2}\right] \tag{10a}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Var}[g]=\left\{3 \lambda \delta^{4}+2 \mathrm{~h}\left[\lambda \delta^{2}+\sigma^{2}\right\}^{2}\right\} / T \tag{10b}
\end{equation*}
$$

Although the investor described in the previous section believes that the process satisfies (4) and therefore, that his estimator satisfies (9), he does use the actual time series generated by (5), and hence $v^{2} \equiv \lambda \delta^{2}+\sigma^{2}$. I.e., his estimate of the variance will be an unbiased estimate of the variance per unit time of the true process.


While the expected values of the estimates in both cases are the same, independent of $h$ or $T$, their stochastic properties are not. Consider the following experiment: hold the length of the total time period, $T$, fixed, but increase the number of observations by subdividing the time interval between observations (i.e., let $h$ get smaller). For example, fix the past history to be one year: if we look at quarterly price changes, then $h=1 / 4$ and $n=4$. Now look at the monthly price changes during the past year, then $h=1 / 12$ and $n=12$. Continuing, look at the daily price changes, then $h=1 / 270$ and $n=270$. If the underlying stock process satisfied (4), then the variance of the estimate would satisfy ( 9 b ), and as $h \rightarrow 0$, the sample estimate would approach the true value $V^{2}$ exactly. I.e., by subdividing a fixed time period into small enough subintervals, one can get as accurate an estimate of the true variance rate as one wants. Indeed, if one could continuously monitor price changes such that $p_{j}(h) \rightarrow d p_{j}$ and $h \rightarrow d t$, then from (6a), we have that $\left(d p_{j}\right)^{2}=v^{2} d t$, and from (6b), we have that $\operatorname{Var}\left[\left(d p_{j}\right)^{2}\right]=2 V^{4}(d t)^{2}$. Hence, we have the well known result for Ito Processes, that the instantaneous square of the change is nonstochastic with probability one.

However, if the underlying stock process satisfies (5), then the variance of the estimate will satisfy (10b), and even when $h \rightarrow 0$, this variance will approach $3 \lambda \delta^{4} / \mathrm{T}$, a finite number. Hence, although there will be a reduction in the variance of the estimate as more observations are generated by further subdividing the interval, the magnitude of the estimation error will be of the same order as the estimate unless $\sigma^{2} \gg \lambda \delta^{2}$, i.e., unless most of the variation in returns is due to the continuous component.


What is the significance of this difference in the estimator properties for the two processes? After all, it is easy to see that if we had chosen to increase the number of observations by increasing the total time period, $T$, rather than by subdividing the interval between observations, then from (9b) and (10b), the estimation error in both cases tends to zero like $1 / T$.

The answer comes in two parts: first, if indeed we have a very long past history of price changes (so that large values for $T$ are possible) and if the parameters of the process are truly constant over this long past history, then for a fixed number of observations, it is better to use the whole past history to estimate the parameters for the jump process while it is a matter of indifference for the smooth process. I.e., in the former case, number of observations is not a sufficient statistic for degree of accuracy while in the latter case it is. Note: this difference is solely due to differences in the types of processes and not to lack of independence between observations, since in both cases each observation is independently and identically distributed. In effect, estimating the expected return on a stock generated by (5) to within a specified accuracy requires no longer a past history than to estimate its variance with the same accuracy. On the other hand, to estimate the expected return on a stock generated by (4) will require a substantially longer past history than is necessary to estimate its variance with the same accuracy.

Second, since the assumption that the parameters of either process are constants over long periods of time is not consistent with empirical evidence, the ability to estimate the variance accurately by using only a

limited past history is a very important property. For example, suppose that we knew that the parameters of the processes changed each year, but were constant during the year. Suppose the change takes place on January 1 and it is now July 1 and one wanted to evaluate a six-month option. If the underlying stock process satisfied (4), then one could use the past six months of price changes and by subdividing the time interval between observations obtain a very accurate estimate of the variance to substitute in the option pricing formula. However, if the underlying stock process satisfied (5), then by subdividing the time interval, one cannot improve the estimate for the jump component. While this example is unrealistic, the same principle will apply generally if the parameters are specified to be "slowly-changing" over time. Indeed, many practitioneers who use the BlackScholes option formula estimate the variance by using a relatively short length of past history (e.g., six months) and a short time between observations (e.g., daily) because they believe that the variance parameter does not remain constant over longer periods of time. Along these lines, if is of interest to note that if investors believe that the underlying process for the stock does not have jumps, then they may be led to the inference that the parameters of the process are not constant when indeed they are.

For example, suppose that they observe the price changes over a
fixed time period but with a large number of observations so that they believe that they have a very accurate estimate for each time period's variance. If the true process for the stock is given by (5), then conditional on m jumps having occurred during the observation period, the $\left\{p_{j}(h)\right\}$ will be normally distributed with


$$
\begin{align*}
\varepsilon\left[\mathrm{g} \mid \Sigma_{\mathrm{q}_{j}}=\mathrm{m}\right] & =\left[\sigma^{2}+\mathrm{m} \delta^{2} / \mathrm{T}\right] \\
& =\mathrm{V}^{2}+\delta^{2}(\mathrm{~m}-\lambda \mathrm{T}) / T \tag{11}
\end{align*}
$$

If $h$ is very close to zero, then from (9b), the investor will believe that the observed $g$ is very close to the true value for the variance rate. Hence, if one time period was an (ex post) "active" one for the stock (i.e., m > $\lambda \mathrm{T}$ ) and if a second time period was an (ex post) quiet period (i.e., $m<\lambda T$ ), then the investor would conclude that the variance rate on the "perceived" process is not constant. Moreover, there would appear to be a "regression" effect in the variance from period to period with the regression toward the "longrun" variance, $v^{2}$.

Also depending on the length of each of the time periods, $T$, the degree of "perceived" nonstationarity in the variance rate will be different. Consider the experiment where we keep the number of observations per time period fixed, but vary the length of the time period (i.e., we keep $h / T$ fixed). If the true process for the stock were smooth, then from (9b), the variance of the estimate is always the same. However, if the true process for the stock satisfies (5), then the variance of the estimate is given by (10b) in which case, it is affected by the choice for $T$. In particular, the smaller is $T$, the larger is the variance of the estimate. Therefore, the estimates of the weekly variance rate will be more variable than for the monthly variance rate, and the monthly variance rate estimates will be more variable than for the annual variance rate.

Having at least explored some of the errors in variance estimation induced by a misspecification of the underlying stock price process, we now turn to the main purpose of the paper which is to examine the impact

on option pricing. For this purpose, it will be assumed that the investor has available a long enough past history of stock prices so that his estimate is the true, unconditional variance per unit time of the process: namely, $v^{2} \equiv \lambda \delta^{2}+\sigma^{2}$.

## III. Pattern and Magnitude of the Errors in Option Pricing

In this section, we examine the magnitude of the error in pricing if an investor uses $\mathrm{V}^{2}$ as his estimate of the variance rate in the standard Black-Scholes formula (3) when the "true" solution is given by formula (2). Define the variable, for $n=0,1,2$, . .,

$$
t_{n} \equiv \sigma^{2} \tau+n \delta^{2}
$$

Let $N$ be a Poisson-distributed random variable with parameter $(\lambda \tau)$ and define $t$ to be a random variable that takes on the value $t_{n}$ when the random variable $N$ takes on the value $n$. Let " $\varepsilon$ " denote the expectation operator over the distribution of $t$. The expected value of $t$ can be written as

$$
\begin{align*}
\overline{\mathbf{t}} & \equiv \varepsilon(t) \\
& =\left(\sigma^{2}+\lambda \delta^{2}\right) \tau \\
& =v^{2} \tau \tag{12}
\end{align*}
$$

Define $W^{\prime}(S, \tau) \equiv W(S, \tau ; 1,1,0)$ where $W$ is given by formula (3). I have shown that ${ }^{6 /}$ for the assumed distribution for $Y$, the value of the option given by (2) can be rewritten as

$$
\begin{equation*}
F(S, \tau)=E e^{-r \tau} \sum_{n=0}^{\infty} \frac{e^{-\lambda \dot{\tau}}(\lambda \tau)^{n}}{n!} W^{\prime}\left(X, t_{n}\right) \tag{13}
\end{equation*}
$$

where $X \equiv S / E \exp (-r \tau)$ is the current stock price denominated in units of the present value of the exercise price. Clearly, (13) can be rewritten as

$$
\begin{equation*}
F(S, \tau)=E e^{-r \tau} \varepsilon\left\{W^{\prime}(X, t)\right\} \tag{13'}
\end{equation*}
$$

Similarly, I have also shown that the investor's incorrect appraisal can be written as

$$
\begin{equation*}
\mathrm{F}_{\mathrm{e}}(\mathrm{~S}, \tau) \equiv E e^{-r \tau} W^{\prime}(X, \bar{t}) \tag{14}
\end{equation*}
$$

If $W^{\prime}(X, t)$ were a convex function of $t$, then at least the sign of the difference between the true value and the investor's incorrect appraisal would be determinate. Unfortunately, it is not. Indeed, for some stock price parameter value combinations, the incorrect appraisal is too high and for others, it is too low. Hence, to determine the sign and magnitude of the error, it is necessary to do simulations over an appropriate range of parameter values.

For maximum effectiveness, it is necessary to determine a minimum number of parameters required to specify the error value. This minimum number was found to be four. While the particular four chosen are not unique, I attempted to choose ones with the greatest intuitive appeal. The four parameters are defined as follows:

$$
\begin{align*}
X & \equiv S / E \exp (-r \tau)  \tag{15a}\\
T & \equiv \bar{t}  \tag{15b}\\
\gamma & \equiv \lambda \delta^{2} /\left[\sigma^{2}+\lambda \delta^{2}\right]  \tag{15c}\\
\nu & \equiv \lambda \tau / t \tag{15d}
\end{align*}
$$



As previously discussed, X is simply the current stock price measured in units of the present value of the exercise price rather than current dollars. $T$ is the expected variance of the logarithmic return on the stock over the life of the option, and can be thought of as a kind of maturity measure for the option where time is measured in variability units rather than calendar time. $\gamma$ is the fraction of the total expected variance in the stock's return caused by the jump component of the return, and as such, is one measure of the degree of misspecification of the underlying stock return process. Thus, if $\gamma=0$, then the true process is the continuous process and there is no specification error. If $\gamma=1$, then the true process is a pure jump process with no continuous component, and in this respect the misspecification is maximal. $\nu$ is equal to the ratio of the expected number of jumps over the life of the option to the maturity measure $T$. Hence, it is a measure of the frequency of jumps per unit time where time is scaled in variability units. $V$ is also a measure of the degree of misspecification. To see this, consider the following: hold $\lambda \delta^{2}$ fixed and let $\lambda$, the expected number of jumps per unit time, become large. I.e., the frequency of jumps becomes very large while the variance of the change for each jump becomes very small. The limit of this process is a continuous process with a corresponding normal distribution. I/ Hence, for a fixed value of $\gamma(\neq 0)$, as we increase $v$, the true process approaches a pure continuous process and the misspecification disappears.

From the definitions in (15), we have that

$$
\begin{aligned}
t_{n} & =(1-\gamma) T+n \gamma / \nu \\
\delta^{2} & =\gamma / \nu \\
\lambda \tau & =\nu T
\end{aligned}
$$


and substituting into (13), we can rewrite the option pricing formula as

$$
\begin{align*}
f(X, T ; \gamma, \nu) & \equiv \sum_{n=0}^{\infty} \frac{e^{-\nu T}(\nu T)^{n}}{n!} W^{\prime}(x,(1-\gamma) T+n \gamma / \nu) \\
& =\varepsilon\left\{W^{\prime}(x,(1-\gamma) T+n \gamma / \nu)\right\} \tag{16}
\end{align*}
$$

where $\mathrm{f} \equiv \mathrm{F}(\mathrm{S}, \tau) / \mathrm{Exp}(-\mathrm{r} \tau)$ is the option price denominated in units of the present value of the exercise price and " $\varepsilon$ " is the expectation operator over a Poisson-distributed random variable $n$ with parameter (vT). Similarly, we can rewrite the investor's incorrect appraisal, (14), as

$$
\begin{equation*}
\mathrm{f}_{\mathrm{e}}(\mathrm{X}, \mathrm{~T}) \equiv W^{\prime}(\mathrm{X}, \mathrm{~T}) \tag{17}
\end{equation*}
$$

where $f_{e} \equiv F_{e} / E \exp (-r \tau)$ is the appraisal value denominated in units of the present value of the exercise price rather than dollars.

Figure 1. plots the dollar difference between the correct option value and the incorrect appraisal, $f-f_{e}$, versus the standardized stock price, X. As was suggested in a qualitative discussion of the problem [ 3 ], the incorrect appraisal gives too low a value for deep in-or out-of-themoney options, and it gives too high a value for options whose underlying stock price is around the exercise price. For each set of parameter values, there are two stock prices for which the correct and appraised values coincide. In Tables (la) - (1d), the values of these "crossover" stock prices are given along with the midpoint value between the crossover points plus or minus the range. Thus, for the range of stock prices between these two values, the incorrect option appraisal value will be too high.
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Further inspection of Figure 1 shows that there are three extreme points in the dollar error: two points represent local maxima corresponding to the largest positive discrepancies between the correct and incorrect appraised value; and one local minimum corresponding to the largest negative discrepancy. Tables (2a) - (2d) provide a listing of the stock prices corresponding to these three extreme points. 8 / In general, the largest-inmagnitude dollar error occurs at the middle point which is the negative discrepancy point.

Rather than examine the magnitudes of the dollar discrepancies, I prefer to look at the percentage error. While this choice is somewhat arbitrary, I believe that it is generally a better statistic. Moreover, by looking at the percentage error as measured by $\left[f-f_{e}\right] / f_{e}$, the reader who is probably more familiar with the standard Black-Scholes values, can easily convert back to dollar differences by multiplying the values presented here by the Black-Scholes formula value. Figure 2 plots the percentage error versus stock price. As in Figure 1, positive values correspond to the correct option price being larger than the incorrect appraised value. There are two local extreme points in the percentage error: one is the absolute largest percentage overestimate of option price (i.e., the largest-in-magnitude, negative percentage) and the other is the largest positive percentage error for in-the-money options. Note: there is no local maximum for percentage error in out-of-the money options: the error becomes larger and larger as the option becomes more out-of-the-money. A warning to practitioners who use the Black-Scholes formula and measure "overvaluedness" in percentage terms: deep out-of-the-money options which are greatly "overvalued" in percentage terms may not be overvalued at all if the underlying
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| 111 | 3 | $\square$ | $\rightarrow$ | V | $\checkmark$ | $\eta$ |
| $\succ-$ | 0 | $\bigcirc$ | 7 | , | $\bigcirc$ | ? |
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\begin{aligned}
& 1.00 \\
& 0.724 \\
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& 1.411 \\
& 0.61 y \\
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& 1.674 \\
& 0.54 y \\
& 1.000 \\
& 1.920 \\
& 0.497 \\
& 1.000 \\
& 2.157 \\
& 0.455 \\
& 1.000 \\
& 2.384 \\
& 0.419 \\
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& 2.621
\end{aligned}
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There is a Local Maximum
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\end{aligned}
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 0.434
1.044
2.433
 0.10
 0.519
1.028
1.425 0.432
1.032
2.238
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\begin{aligned}
& 0.520 \\
& 1.026 \\
& 2.005
\end{aligned}
$$

$$
\begin{aligned}
& 0.435 \\
& 1.443 \\
& . .446
\end{aligned}
$$

$$
\begin{aligned}
& 3 n \\
& 0 \Omega \\
& j 00 \\
& 0-i
\end{aligned}
$$ JUMP FREQUENCY $v=20$.

$$
\begin{aligned}
& 0.680 \\
& 1.009 \\
& 1.455
\end{aligned}
$$

Stock Prices at Which
Stock Prices at Which $\begin{array}{lll}-1 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 \\ 0 & -1 & - \\ 0 & -1\end{array}$ 0.584
1.018
1.748

$$
\begin{aligned}
& U .087 \\
& 1.008 \\
& 1.481 \\
& U .590 \\
& 1.016 \\
& 1.753
\end{aligned}
$$ -90

$\pm 00$
$\vdots 0$
$0-1$ 0
0
$n$ 1111
$n$
0
0

U. 15
1
$\vdots$
$\vdots$
$u \cdot<5$
U. 30

$$
u \cdot 25
$$

$$
\begin{aligned}
& 0.584 \\
& 1.017 \\
& 1.767
\end{aligned}
$$

$$
\begin{aligned}
& 0.471 \\
& 1.030 \\
& 2.232
\end{aligned}
$$

$$
\begin{aligned}
& 0.436 \\
& 1.042 \\
& 2.347
\end{aligned}
$$

Table 2c
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\begin{array}{r}
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\end{array}
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| 1010 |  | $\infty \sim \sim$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| に0m | 000 | $\cdots \mathrm{n}$ | $x \sim 3$ | ¢ ¢ j | 二00 |
|  | $\bigcirc 0$ | $\cdots$ | ナ0． | す。す | $\pm 00$ |
|  |  | 0 | $\bigcirc \rightarrow \sim$ | $0-\sim$ | －$\dot{\square}$ |


| $\cdots$ |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bullet$ | $\infty \sim \infty$ | $\cdots \sim \sim$ | のs N | のm0 |  |  |
| － |  | $\cdots \rightarrow m$ | $\cdots 0$ | $\cdots \mathrm{ma}$ | MNさ | $10 \sim$ |
|  | $00 \%$ | ก O | ก0， | $\pm 0 \sim$ | $\pm 0$ d | \＄00 |
|  | $0 \rightarrow-$ | $0 \sim \sim$ | $0 \rightarrow-$ | $0-\dot{1}$ | $\dot{\sim}-\dot{1}$ | $0 \cdot \dot{0}$ |


| $\begin{aligned} & Y= \\ & i= \end{aligned}$ |
| :---: |
| 0.45 |
| $0 \cdot 10$ |
| $v \cdot 15$ |
| $v \cdot<0$ |
| U．c． 5 |
| U． 30 |

0.10
0.682
1.009
1.480
0.585
1.021
1.675
0.520
1.029
1.826
0.471
1.044
1.832
0.432
1.067
1.401
0.399
1.049
2.023 Table 2d
Stock Prices at Which
There is a Local Maximum
of the Dollar Error in Option Price Stock Prices at Which
There is a Local Maximum
of the Dollar Error in Option Price Stock Prices at Which
There is a Local Maximum
of the Dollar Error in Option Price 0.087
1.008
1.480
4.584
1.017
$1.75 c$ RKK•1
$420 \cdot 1$
$42 G \cdot n$

1.434
1.044
2.436

| $v \Omega$ |
| :--- |
| 0 |
| 0 |
| $\lessgtr$ | Table 2d

Stock Prices at Which
JUMP FREUUENCY $V=40$ ．
0.084
1.608
1.480
0.587 $N$
$\square$
$\vdots$

$-i$ 0.522 | 0 |
| :--- |
| $\sim$ |
|  |
| 0 |
|  |
| -1 | 1．リ4y 0.473

1.036
2.217 $n \Omega 0$
$m 0$
$\pm$
$\vdots$
0
0
0 $\begin{array}{lll}0 & 0 & n \\ 0 & 0 \\ 5 & 0 \\ 0 & 0 \\ 0 & -1\end{array}$ 0.40 0.50
 －
,

共

stock process includes jumps.
Tables (3a) - (3d) give the stock price for which the incorrect Black-Scholes formula gives the largest percentage overestimate of the option price and underneath each stock price is the actual percentage error. A dotted line within the table separates those parameter combinations resulting in percentage errors larger than five percent.

As inspection of these tables verify, the magnitude of the percentage error increases as either $\gamma$ increases or $\nu$ decreases which is consistent with earlier discussion of how these parameters measure the degree of misspecification. Moreover, the magnitude of error decreases with increasing T. In effect, the impact of the specification error is less as $T$ increases because for longer periods of time the distributions of the stock price generated by either jump or continuous processes tend to converge to one another.

What I did find rather surprising is the general level of the magnitudes of the errors. For the smallest frequency value examined ( $\nu=5$ ), the percentage of the variation caused by the jump component, $\gamma$, had to exceed forty percent before an error of more than five percent could be generated. Indeed, this magnitude error only occurred at the shortest maturity period $(T=.05)$. Moreover, for higher frequency values, the combination of high $\gamma$ and small $T$ required to violate the five percent level was even more pronounced.

To give the reader some feel for the range of parameter values simulated, consider that $\gamma$ was taken between .10 and 1.00 which is essentially its full range since smaller values than .10 for $\gamma$ will produce even smaller errors. In taking $T$ between .05 and .30 , I have covered nine-month options


## Table 3a

## Maximum Percentage Overestimate <br> of Option Price Using B-S Model: <br> Stock Price and Percentage Error

$$
\left[\left(f-f_{e}\right) / f_{e}\right]
$$

(Dotted Line Denotes > 5\% Error Region)

JUMP FREQUENCY $v=5$.

| $1=$ | $\gamma=$ | 0.10 | 0.25 | 0.40 | 0.50 | 0.75 | 1.00 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.05 | 0.898 | 0.894 | 0.894 | 0.897 | 0.915 | 1.000 |  |
|  | -0.6026 | -3.3410 | -7.8810 | -11.8250 | -25.1344 | -53.7471 |  |
| 0.10 | 0.862 | 0.861 | 0.864 | 0.869 | 0.893 | 1.000 |  |
|  | -0.3238 | -1.8998 | -4.6791 | -7.2037 | -16.3082 | -38.7856 |  |
| 0.15 | 0.835 | 0.835 | $0.83 y$ | 0.845 | 0.874 | 1.000 |  |
|  | -0.2228 | -1.3362 | -3.3427 | -5.1923 | -11.9991 | -29.4440 |  |
| 0.60 | 0.813 | 0.812 | 0.817 | 0.823 | 0.856 | 1.000 |  |
|  | -0.1711 | -1.0361 | -2.6105 | -4.0689 | -9.4506 | -23.1573 |  |
| 0.23 | 0.792 | 0.791 | 0.797 | 0.804 | 0.838 | 1.000 |  |
|  | -0.1395 | -0.8495 | -2.1486 | -3.3535 | -7.7826 | -18.6040 |  |
|  | 0.30 | 0.773 | 0.773 | 0.778 | 0.785 | 0.819 | 1.000 |
|  | -0.1180 | -0.7222 | -1.8309 | -2.8596 | -6.6162 | -15.2494 |  |



## Table 3b

Maximum Percentage Overestimate
of Option Price Using B-S Model:
Stock Price and Percentage Error

$$
\left[\left(f-f_{e}\right) / f_{e}\right]
$$

(Dotted Line Denotes > 5\% Error Region)

JUMP FREQUENCY $v=10$.

| $1=$ | $\gamma$ | 0.10 | 0.25 | 0.40 | 0.50 | 0.75 | 1.00 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 0.05 | 0.902 | 0.900 | 0.903 | 0.907 | 0.924 | 1.000 |  |
|  | -0.3196 | -1.8750 | -4.6185 | -7.1127 | -16.1295 | -38.4699 |  |
| 0.10 | 0.866 | 0.866 | 0.869 | 0.874 | 0.897 | 1.000 |  |
|  | -0.1670 | -1.0109 | -2.5482 | -3.9746 | -9.2613 | -22.9271 |  |
| 0.15 | 0.838 | 0.837 | 0.842 | 0.847 | 0.872 | 1.000 |  |
|  | -0.1139 | -0.6969 | -1.7679 | -2.7638 | -6.4212 | -15.0055 |  |
| 0.20 | 0.815 | 0.814 | 0.818 | 0.823 | 0.848 | 1.000 |  |
|  | -0.0870 | -0.5347 | -1.3549 | -2.1268 | -4.9096 | -10.5151 |  |
| 0.25 | 0.796 | 0.794 | 0.797 | 0.802 | 0.825 | 1.000 |  |
|  | -0.0709 | -0.4357 | -1.1047 | -1.7352 | -3.9837 | -7.7948 |  |
| 0.30 | 0.775 | 0.774 | 0.778 | 0.782 | 0.804 | 0.919 |  |
|  | -0.0595 | -0.3684 | -0.9395 | -1.4691 | -3.3609 | -6.1770 |  |



## Table 3c

Maximum Percentage Overestimate
of Option Price Using B-S Model:
Stock Price and Percentage Error

$$
\left[\left(f-f_{e}\right) / f_{e}\right]
$$

(Dotted Line Denotes $>5 \%$ Error Region)



## Table 3d

Maximum Percentage Overestimate
of Option Price Using B-S Model:
Stock Price and Percentage Error

$$
\left[\left(f-f_{e}\right) / f_{e}\right]
$$

(Dotted Line Denotes > 5\% Error Region)


with annual variance rates ranging between .07 and .40 ; six-month options with annual variance rates between .10 and .60 ; three-month options with annual variance rates between .20 and 1.20. The values for $v$ start at $v=5$. For a stock with an annual variance rate of .30 , this corresponds to an expected number of jumps per month of less than 1.5. Larger values of $v$ produce smaller errors.

While similar tables were constructed for the largest percentage underestimate by the incorrect Black-Scholes formula for in-the-money options, they are not presented here because the magnitude of the error is always smaller than for the corresponding parameter values in Tables (3a) - (3d), and indeed the largest error in the whole sample was only 2.32 percent.

Finally, Tables (4a) - (4d) give the percentage error when the stock price, $X$, equals .5. These tables demonstrate the enormous percentage errors possible with deep out-of-the-money options.

In summary, the effect of specification error in the underlying stock returns on option prices will generally be rather small particularly when one realizes that the values given in the tables are maximums. However, there are some important exceptions: short-maturity options or options on stocks with low total variance rates can have significant discrepancies particularly if a significant fraction of the total variability comes from the jump component and the frequency of such jumps is small. In addition, deep out-of-the-money options can have very large percentage errors. Moreover, any situation where the $v$ value is significantly less than five or where the $T$ value is less than .05 should be examined with care.


## Table $4 a$

> Percentage Underestimate of Option Price Using B-S Model at Stock Price Equal to . 5 of Present Value of Exercise Price $$
\left(\left(f-f_{e}\right) / f_{e}\right]
$$ (Dotted Line denotes $>5 \%$ Error Region)

JUMP FREQUENCY $v=5$.

| $\gamma=$ | 0.10 | 0.25 | 0.40 | 0.50 | 0.75 | 1.00 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1=$ | $:$ |  | 0.181 | 437.295 | 1114.618 | 1101.564 | 3515.315 |
| 0.05 | 64670.387 |  |  |  |  |  |  |
| 0.10 | 6.557 | 38.036 | 90.143 | 133.628 | 260.985 | 400.115 |  |
| 0.15 | 1.865 | 10.858 | 26.417 | 40.141 | 83.090 | 132.234 |  |
| $0.2 v$ | 0.727 | 4.285 | 10.710 | 10.686 | 37.154 | 63.376 |  |
| 0.25 | 0.323 | 1.925 | 4.922 | 7.840 | 19.290 | 35.048 |  |
| 0.30 | 0.148 | 0.887 | 2.323 | 3.797 | 10.267 | 20.535 |  |

Percentage Underestimate of Option Price
Using B-S Model at Stock Price Equal to .5 of Present Value of Exercise Price $\left[\left(f-f_{e}\right) / f_{e}\right]$
(Dotted Line denotes > 5\% Error Region)

JUMF FREQUENCY $\quad v=10$.

| $\gamma=$ | 0.10 | 0.25 | 0.40 | 0.50 | 0.75 | 1.00 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma=$ | 1 |  |  | 0.458 | 198.319 | 514.271 | 796.329 |
| 0.05 | 29.4705 .452 | 2847.056 |  |  |  |  |  |
| 0.10 | 3.342 | 20.042 | 48.813 | 73.425 | 147.285 | 229.930 |  |
| 0.15 | 0.958 | 5.775 | 14.374 | 22.087 | 47.097 | 76.287 |  |
| 0.20 | 0.374 | 2.273 | 5.762 | 9.014 | 20.492 | 35.300 |  |
| 0.25 | 0.167 | 1.018 | 2.617 | 4.154 | $9.99 y$ | 18.489 |  |
| $0.3 i$ | 0.078 | 0.472 | 1.227 | 1.974 | 5.041 | 10.115 |  |



## Table 4c

Percentage Underestimate of Option Price Using B-S Model at Stock Price Equal
to . 5 of Present Value of Exercise Price

$$
\left[\left(f-f_{e}\right) / f_{e}\right]
$$

(Dotted Line Denotes > 5\% Error Region)

JUMP FREQUENCY $v=20$.

| $\gamma=$ | 0.10 | 0.25 | 0.40 | 0.50 | 0.75 | 1.00 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1=$ |  |  |  |  |  |  |
|  |  |  |  |  |  |  |
| 0.05 | 13.964 | 91.896 | 239.405 | 374.003 | 824.065 | 1416.418 |
| 0.14 | 1.686 | 10.307 | 25.611 | 39.052 | 81.320 | 132.029 |
| 0.15 | 0.487 | 2.985 | 7.525 | 11.652 | 25.484 | 43.174 |
| 0.20 | 0.190 | 1.171 | 2.986 | 4.673 | : 10.655 | 14.019 |
| 0.25 | 0.084 | 0.523 | 1.344 | 2.121 | 4.995 | Y. 372 |
| 0.30 | 0.040 | 0.243 | 0.627 | 0.996 | 2.418 | 4.775 |



## Table 4d

Percentage Underestimate of Option Price Using B-S Model at Stock Price Equal to . 5 of Present Value of Exercise Price $\left[\left(f-f_{e}\right) / f_{e}\right]$
(Dotted Line Denotes > 5\% Error Region)

JUMP FREQUENCY $v=40$.



See section 3 of Merton [3] for a derivation of the formula, especially formula (16).

This is essentially a valid application of the Central Limit Theorem. For discussion in this context, see Cox and Ross [2].
Given at the meeting of the American Economic Association and the American Finance Association, Dallas, Texas, December 1975. The author is Professor of Finance, Massachusetts Institute of Technology. I thank J. Ingersoll for programming the simulations and general scientific assistance, and F. Black and M. Scholes for helpful discussions. Aid from the National Science Foundation is gratefully acknowledged.

See section 4., titled "A possible answer to an empirical puzzle" in Merton [3].

See Black and Scholes [1].

For a more complete description and references to the mathematics of the stochastic processes used in this section, see Merton [3].

Merton [3, equation (16)].

See Merton [3], especially formula (19) and footnote 13.

Since these three stock prices correspond to points where the derivative of ( $f$ - $f e$ ) with respect to $X$ equals zero, they also correspond to points where the respective hedge ratios, $N^{*}=\partial f / \partial X$, and $N_{e}=\partial f_{e} / \partial X$ are equal. Thus, at these stock prices, the number of shares required to hedge against the option risk using the incorrect specification is equal to the correct number. Although not presented, in general, the error in the hedge ratio using the incorrect specification is not large over the range of parameters simulated.

1. Black, F. and M. Scholes, 1973, "The Pricing of Options and Corporate Liabilities," Journal of Political Economy 81, 637-659.
2. Cox, J. C. and S. Ross, 1976, "The Pricing of Options for Jump Processes," Journal of Financial Economics 3.
3. Merton, R. C., 1976, "Option Pricing When Underlying Stock Returns are Discontinuous," Journal of Financial Economics, 3.
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