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ABSTRACT

Long-term interannual variations of the intramonthly standard deviations of surface meteorological parameters
are studied on the basis of the North Atlantic Ocean Weather Stations (OWSs) dataset. To consider the different
scales of short-term synoptic variability, intramonthly statistics were calculated for 3-h sampled data and for
running-mean data as well. Year-to-year variability is considered in terms of linear trends and interannual
oscillations with characteristic periods of several years. Intramonthly standard deviations for most of the pa-
rameters tended to decrease during the OWS observational period. Trends in the parameters for different synoptic-
scale statistics are discussed. Intramonthly statistics, computed for different averaging scales, demonstrate re-
markably different short-period year to year oscillations. Some relationships between the interannual variations
of synoptic activity and the SST anomalies are presented. Intramonthly statistics are found to be an effective
indicator of the North Atlantic Oscillation. Finally, the possibility of applying results to statistics computed from
climatological datasets and analyses of meteorological centers is discussed.

1. Introduction

Climatological studies primarily pay attention to
long-period changes in air–sea interaction characteris-
tics based on monthly and annual means. However,
long-term variations of the statistics of short-period pro-
cesses can also tell us much about climate changes since
these account for the synoptic and mesoscale variability
that is especially important in the midlatitudes. Consid-
ering long-lived sea surface temperature (SST) anom-
alies, there is the evidence of both extratropical SST
response to the atmospheric forcing and the anomalous
SST impact on the atmospheric circulation, although
space–time scales of these two mechanisms could be
quite different. A number of articles (Hasselmann 1976;
Frankignoul and Hasselmann 1977; Frankignoul 1979,
1985; Frankignoul and Reynolds 1983; Elsberry and
Camp 1978; Demchenko 1987; Pitterburg 1989) dem-
onstrate that the long-term variations in SST in the mid-
latitudes can be generated by short-period atmospheric
fluctuations. Deser and Blackmon (1993) and Kushnir
(1994) have studied the relationships between SST vari-
ations and changes in atmospheric circulation in the
North Atlantic on interdecadal timescales. Cayan (1992
a–c) and Iwasaka and Wallace (1995) considered anom-
alies of the ocean–atmosphere fluxes that integrate prop-
erties of the sea–air interface and found that the heat
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flux anomalies are linked to both month to month ten-
dencies of the SST anomalies and to the anomalies in
atmospheric circulation in the extratropical North At-
lantic and North Pacific. All of these works are mostly
based on monthly averaged SST and atmospheric data
taken usually from the Comprehensive Ocean–Atmo-
sphere Data Set (COADS) or similar archives of gridded
marine meteorology. However, even equal monthly
means can be associated with higher-frequency vari-
ability of different intensities. Recently Zorita et al.
(1992) and von Storch et al. (1993) have introduced
intramonthly standard deviations of sea level pressure
(SLP) in COADS 28 3 28 boxes as an important indi-
cator of circulation patterns over the North Atlantic,
related to the statistics of storms. They found significant
lagged correlations of these statistics with the SST
anomalies in wintertime. At the same time COADS in-
tramonthly statistics contain contributions from natural
synoptic variability and different random errors, which
result from observational inaccuracy and incomplete
sampling.

Many analyses of cyclone frequencies over the North
Atlantic (Reitan 1974; Zishka and Smith 1980; Schinke
1992; and others) indicate long-term changes in the
number of cyclones and remarkable year to year vari-
ations of the cyclonic activity. These climatic tendencies
are important in the context of the considerable debate
on the reliability of the growing storminess of the North
Atlantic (Schmidt and von Storch 1993; von Storch et
al. 1993). According to the concept of the North Atlantic
oscillation (NAO), interannual variations in midlatitude
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TABLE 1. Information about the number of observations, locations,
and observational periods of the North Atlantic OWS datasets used
in this study.

OWS

Number
of obser-
vations Latitude Longitude

Period of
observations
Month/Year

A
B
C
D
E
I
J
K
L
M
R

61920
52918
113287
63620
63832
51499
66379
62814
30115
89323
21248

628N
56.58N
52.58N
448N
358N
598N
52.58N
458N
578N
668N
478N

338W
518W
35.58W
418W
488W
198W
208W
168W
208W

28W
178W

Jan 1948–Dec 1972
Jan 1949–Dec 1972
Jan 1946–Dec 1989
Jan 1950–Dec 1972
Jan 1950–Dec 1972
Jan 1955–Dec 1973
Jan 1949–Dec 1973
Jan 1950–Dec 1974
Jan 1976–Dec 1989
Jan 1950–Dec 1987
Jan 1977–Dec 1985

storms are associated with the NAO extremes, named
‘‘Greenland below’’ (GB) and ‘‘Greenland above’’ (GA)
(van Loon and Rogers 1978; Lamb and Peppler 1987;
Carleton 1988). Due to data limitation over the ocean,
most articles consider indirect information (cyclone fre-
quencies, etc.) to describe the synoptic scale, but the
accuracy of storm statistics taken from weather maps is
still questionable, especially for severe storms (Agee
1991; Ueno 1993; von Storch et al. 1993).

This study considers the role of short-period synoptic
processes in the climatic variability of the midlatitude
North Atlantic, on the basis of meteorological data, at
the North Atlantic Ocean Weather Stations (OWSs).
These data are almost free of the problems associated
with changing data coverage and analysis techniques
that are typical for analyses based on weather maps (von
Storch et al. 1993). OWSs also provide us with a wider
choice of variables and make it possible to calculate
intramonthly statistics for different ranges of synoptic
and mesoscale variability. Long-term changes of these
statistics should reflect variations of the intensity of
short-period processes, such as the frequency of cy-
clones from month to month and from year to year. The
North Atlantic midlatitudes are characterized by a very
intensive synoptic activity of the atmosphere determined
by the location of the main North Atlantic storm track.
Locations of the North Atlantic OWSs make it possible
to study practically all types of North Atlantic cyclones.
The NAO is associated with the region 308–708N, 108–
308W, where all east Atlantic OWSs are located. The
North Atlantic midlatitudes are characterized by strong
and relatively long-lived SST anomalies. Thus, we ex-
pect that the chosen dataset will be effective in many
ways.

2. Data

To study the problems described above it is necessary
to use homogeneous meteorological data taken contin-
uously at the same locations by known ships with known
anemometer levels for the period of at least several
years. This dataset should also be of relatively high
quality to ensure that the statistics of parameters reflect
natural variability and are not connected with inadequate
sampling (Legler 1991), irregularity in space and time
(Weare 1989; Weare and Strub 1981), or changes in
analysis technique, as for weather maps. There are a
number of demonstrated difficulties in using voluntary
observing ship data (mostly COADS), even for the de-
tection of long-term variations of monthly mean values
(Ramage 1984; Jones 1988; Peterson and Hasse 1987;
Cardone et al. 1990; Ward 1992; Weare 1993; Isemer
1995; Gulev 1995). Data from OWSs, in contrast to
data from voluntary observing ships, provide an excep-
tional chance to study the variability of intramonthly
statistics of meteorological parameters. These data have
been used previously for investigations of the annual
and interannual variability of mean values of variables

and fluxes (Willebrand 1978; Smith and Dobson 1984;
Diaz et al. 1987; Isemer 1995).

The data for this study were collected at 11 OWSs
in the North Atlantic (A, B, C, D, E, I, J, K, L, M, and
R) during the period 1946–89. H.-J. Isemer kindly sup-
plied the author with original 3-h sampled observations
of SST, air temperature, wet-bulb temperature, SLP,
wind speed and direction, and cloudiness (Isemer 1994).
The OWS locations are shown in Table 1. For every
OWS a simple process has been applied to exclude re-
ports with missing data and to check for errors in the
National Climate Data Center (NCDC) files. Actual pe-
riods for which meteorological data were used and the
total number of reports without missing data or visible
errors are also listed in Table 1. The data for the most
of the OWSs and for most months are nearly complete
and generally contain more than 200 observations
month21. Interested readers can find complete infor-
mation about the number of missing data points and
details of historical changes in observation techniques
in Isemer (1994) and Isemer and Lindau (1995). For
some estimates the original compressed marine reports
(CMRs) available from COADS archives (Slutz et al.
1985) have been used. They contain previously extract-
ed reports in the immediate vicinity of several OWSs
and the original NCDC files for a number of 108 3 108
boxes as well.

3. Methods to estimate short-period statistics of
individual variables and fluxes

We will consider standard deviations as representative
characteristics of intramonthly synoptic variability.
Hereafter, we will use the term SSTDs (synoptic stan-
dard deviation) to recognize intramonthly statistics.
SSTDs of meteorological parameters and fluxes were
calculated for every individual month on the basis of
3-h sampled observations for every OWS. To study dif-
ferent synoptic and mesometeorological scales, these
calculations were repeated, not only for sampled series,
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FIG. 1. Spectra of 3-h sampled series of (a) air temperature, (b)
wind speed, and (c) sea level pressure at OWSs A (heavy line), J
(thin line), and D (dashed line).

but also for series of observations previously averaged
with different averaging periods. Figure 1 shows syn-
optic spectra of air temperature, wind speed, and sea
level pressure at OWSs A, D, and J. These spectra and
earlier results of Gulev and Kolinko (1990) indicate
multiscale synoptic variability. Based on the spectral
peaks seen in such plots, it is difficult to select from
the beginning appropriate scales for sharing different
ranges of synoptic variability. If significant spectral
maxima appear, they are close to the periods of 70–90
and 20–40 h, which correspond to the synoptic-scale
cyclonic activity and highly transient variability, re-
spectively. For a number of variables (such as air tem-
perature and humidity) a diurnal spectral maximum ap-
pears, although it is significantly pronounced primarily
during the summertime. We have removed diurnal os-
cillations from the 3-h series by performing the multi-
harmonic model for each individual monthly series
(Levin 1974) and the following subtraction of this model
from the sampled series. We considered averaging pe-
riods of 12, 24, 48, 72, 120, 180, and 240 h, each of
which has the effect of filtering out the synoptic vari-
ability on timescales shorter than the averaging scale.
Temporal averaging with a timescale t was achieved by
taking the running mean of the sampled series x(t):

t 1t/2i1
^x& (t ) 5 x(t) dt. (1)t i Et t 2t/2i

An important issue is the sensitivity of the results to the
choice of low-pass filter. Some comparisons of the use
of different filters are given in the appendix. For month-
ly time series both sampled and filtered with different
t, SSTDs were computed in respect to a monthly mean.
An alternative SSTD estimator (Thiebaux 1974) is dis-
cussed in the appendix.

To calculate the individual values of sensible heat flux
QH, latent heat flux QE, and momentum flux QV, the bulk
aerodynamic formulas were used in the following form:

0.622
Q 5 C r C VdT, Q 5 Lr C Vde,H p a T E a EP

2Q 5 r C V , (2)V a V

where dT 5 SST 2 Ta; de 5 eo 2 ez; Ta is air tem-
perature; ez is water vapor pressure; eo is saturation va-
por pressure connected with SST; V is wind speed; ra

is air density; Cp is the specific heat of air at constant
pressure; L is the latent heat of evaporation of water;
and CT, CE, and CV are the transfer coefficients deter-
mined by integration of equations for velocity, temper-
ature, and humidity distribution near the water surface,
using a model for the marine atmospheric surface layer
based on Monin–Obukhov similarity theory (Ariel et al.
1981). Comparisons of this method with the often used
results of Liu et al. (1979) are presented in Gulev (1994,
1995). Yet one can still ask if the present results depend
on the choice of bulk parameterization scheme. Blanc
(1985) compared several different schemes on the basis
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TABLE 2. Trends (1022 ^UNIT&yr21) of SSTDs of different param-
eters at the North Atlantic OWSs. Numbers in columns correspond
to averaging periods of 3, 72, and 240 h (from the top to the bottom).

OWS Ta, 8C SLP, mb V, m s21 QE, W m22

A
0.70b

1.39a

1.15b

22.09b

2.33b

6.24a

22.18a

0.25
0.89b

227.6b

17.7c

19.1b

B
0.00
0.02

20.13c

22.27b

22.51b

20.57

21.18a

21.09b

20.55

271.2a

242.6a

220.5b

C
21.53b

20.17c

0.81b

23.07a

22.11b

1.27c

20.84b

20.49c

0.32

277.1b

242.4b

18.3c

D
21.38a

20.92b

20.48c

1.86c

1.90b

1.58b

20.83c

20.60b

20.36

2161.2b

289.7b

244.1c

E
0.24
0.44b

0.42a

0.86b

0.65c

20.26b

0.28c

0.36b

20.50b

17.3b

23.6c

214.3b

J
20.17c

20.16c

0.10

22.19c

20.46
4.11a

20.48c

0.55b

0.92b

226.2c

210.2c

5.1

K
0.18c

20.10
20.41a

21.03c

22.98b

23.18a

22.02a

21.75a

21.20a

238.3b

228.1a

216.3a

M
20.28c

20.55c

20.64b

0.41c

22.75b

23.82a

0.19
20.84b

20.96a

21.5b

24.9
28.0b

a Significant at 1% level.
b Significant at 5% level.
c Significant at 10% level.

of 1-yr observations at OWS C and found a large range
of variations from scheme to scheme. Other studies
(Husby 1980; Smith and Dobson 1984; Gulev 1995;
Kent and Taylor 1995; and others) address the appli-
cation of different schemes and averaging procedures
for different datasets. Scheme to scheme variations ap-
pear to be very important for the calculation of cli-
matological means. However, to examine interannual
variations of intramonthly statistics of fluxes, it seems
more important to choose a single scheme and use it
for all of the stations and all observation periods.

For each averaging period, heat, moisture, and mo-
mentum fluxes were calculated on the basis of previ-
ously smoothed series, and after that intramonthly
SSTDs of fluxes were determined for every t. The al-
ternative possibility was to filter the sampled estimates
of fluxes and then calculate SSTD. Differences between
these two approaches should be discussed in terms of
relationships between so-called sampling and classical
methods of flux calculation (Fissel et al. 1977; Esbensen
and Reynolds 1981; Marsden and Pond 1983; Hanawa
and Toba 1987; Ledvina et al. 1993; Gulev 1994; and
others). Our results, computed from previously averaged
data, belong to the classical estimates and depart from
the sampling fluxes. We will address this problem in the
appendix, giving comparisons between the long-term
variations of intramonthly synoptic statistics of fluxes
taken from sampled and previously averaged data. Thus,
for every individual month and every OWS we obtained
SSTD values ( ), where t is the averaging period andtsx

x corresponds to different parameters such as SST, air
temperature, water vapor pressure, SLP, air–sea tem-
perature difference, humidity gradient, wind speed, sen-
sible heat flux, latent heat flux, and momentum flux.

4. Results

a. Long-period trends and interannual variability

Long-term variability of SSTD and its changes with
increasing t (i.e., from one synoptic scale to another)
can be considered in view of linear trend changes and
the appearance or disappearance of oscillations with pe-
riods of several years for different t. We consider first
long-period trends of SSTD for different parameters and
OWSs in order to study 1) whether these long-term
changes of statistical properties exist or not, because
even if there are significant trends of mean values, trends
in high-order statistics may not necessarily be signifi-
cant, and 2) whether there are any differences between
long-term variations of SSTD computed with different
previous averaging of sampled data. To consider inter-
annual variability of SSTD and mean values of different
parameters, long-term anomalies were obtained using
the breakdown technique for monthly time series of
Lappo et al. (1987). Every time series is assumed to
have the following structure:

x(t) 5 S(t) 1 F(t) 1 e(t), (3)

where S(t) 5 Ai Cos(vi t 1 wi) is the multiharmonickS1

seasonal cycle presented by k harmonics with divisible
periods (12, 6, 4, 3, 2.4, and 2 months), amplitudes Ai,
and phases wi; F(t) is the long-term year to year change;
and e(t) is short-period month to month variability,
which is suggested to be a stationary random process.
A similar approach to decomposing climatic time series
has been used by Leith (1973) and by Mobley and Prei-
sendorfer (1985). The long-term components F(t) ob-
tained were used for the study of interannual variability
(trends, oscillations, etc.). We will give trends together
with levels of significance estimated from a t test for
the number of degrees of freedom, which result from
the number of independent values connected with the
low-pass filter parameters (Bendat and Piersol 1966;
Draper and Smith 1981; Hayashi 1982; Woodward and
Gray 1993).

Table 2 presents the trends of SSTDs of different
characteristics for 8 OWSs for observational periods
shown in Table 1. OWSs L and R were excluded from
the analysis of long-term changes due to limited periods
of observations (12 and 8 yr, respectively), which have
very short overlaps with the time series at other loca-
tions (Table 1). OWS I, which contains the data starting
from 1955, is also not shown in Table 2. Results for
OWS C should be considered in the context of the ho-
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TABLE 3. Trends (1022 mb yr21) of SLP SSTD computed between
each of the first 5 yr and each of the last 5 yr for OWSs D and J.

OWS D, t 5 3 h
1968 1969 1970 1971 1972

1950
1951
1952
1953
1954

1.31
20.28
22.83c

25.69b

25.32b

1.55
20.13
21.74c

23.86b

23.23b

1.63
0.86

21.29
22.62b

21.91c

1.56
0.55

20.82
21.87c

22.15c

1.86c

0.64
20.54
22.08c

22.37b

OWS J, t 5 3 h
1969 1970 1971 1972 1973

1949
1950
1951
1952
1953

21.76c

22.68c

24.03b

27.25a

29.47a

20.94
22.00c

23.13a

25.87a

27.64a

22.10c

23.57b

24.75b

27.36a

29.09a

22.77b

24.21b

25.33a

27.72a

29.31a

22.19c

23.63b

24.56b

26.64a

27.94a

a Significant at 1% level.
b Significant at 5% level.
c Significant at 10% level.

mogeneity of records due to the occupation of OWS C
by Soviet research vessels starting in July 1975 (Isemer
1994; Isemer and Lindau 1997, submitted to J. Atmos.
Oceanic Technol.). Both mean values and statistics of
a number of parameters for these two periods appear to
be different from each other due to the systematic shift
between U.S. and former Soviet Union observations
(Isemer 1994). Thus, in the Table 2 we give the results
for the period 1948–73, which coincides with other
OWSs.

Table 2 shows that statistically significant changes of
intramonthly standard deviations do exist. Taking into
account the fixed positions, the homogeneity of the num-
ber of observations, and the relatively high accuracy of
measurements (Isemer and Lindau 1997, submitted to
J. Atmos. Oceanic Technol.), we can eliminate doubts
about inadequate sampling influencing the results. For
most of the parameters, SSTDs calculated from sampled
observations have a general tendency to decrease with
time for the midlatitude OWSs (those located in the
vicinity of the North Atlantic storm track). Intramonthly
standard deviations of wind speed and energy fluxes
indicate these downward changes most clearly. SSTDs
of SLP indicate downward tendencies of a lower sig-
nificance and even show positive changes at OWS D.
This can be explained by the influence of a 3-yr period
around 1950, which indicates very low SSTDs of SLP.
If we consider trends between each of the first 5 yr and
each of the last 5 yr (Table 3), there will be significantly
negative trends from the 1950s to the early 1970s. Thus,
the integrated intramonthly variability resulting from the
joint effect of the variations of the background flow,
synoptic-scale fluctuations, and subsynoptic high-fre-
quency variability becomes weaker during the 1950s,
1960s, and early 1970s over the North Atlantic mid-
latitudes. The opposite tendency (positive trends of sam-
pling SSTD is detected for OWSs E and M, which are

located either in the subtropics, south of the main North
Atlantic storm track (OWS E), or in the high latitudes
(OWS M), where synoptic variability is determined by
already strongly degraded midlatitude cyclones and by
the polar lows. OWSs A and K indicate positive trends
in SSTD of only air temperature.

Increasing the period of previous averaging (t) has
the effect of filtering out short-term variability with tem-
poral scales of less than t from the sampled data. Thus,
SSTDs computed for different t account for the vari-
ability of different synoptic and subsynoptic scales.
Timescales of 2–6 days are associated with the extra-
tropical cyclones that quite clearly identify the North
Atlantic storm track (Robertson and Metz 1990; Ayrault
et al. 1995; Branstator 1995; Hurrell 1995a). Relatively
low-frequency variability for timescales larger than 10
days is connected with changes in weather regimes,
which are associated with the so-called zonal and block-
ing regimes (Charney and de Vore 1979; Branstator
1992). The short-term fluctuations for periods smaller
than 1.5 days contribute to the so-called ultra-high-fre-
quency variability (Blackmon et al. 1984; Ayrault et al.
1995). The most remarkable changes in SSTD trends
appear in the northeast Atlantic midlatitudes as t in-
creases from 48 to 72 h and from 120–180 to 240 h.
For most of the midlatitude OWSs, negative trends of
SSTD significantly decrease with t. At OWSs A, C, and
J, negative trends of SSTD tend to become positive.
Thus, short-term synoptic and subsynoptic variability
had a tendency of weakening during the 1950s and
1960s, with a simultaneous strengthening of variability
for timescales larger than 5–7 days.

A number of parameters indicate changes of the poly-
nomial fitting (Fig. 2). If we consider the 1950s and the
early 1960s at OWS J, there is a negative trend of the
SSTD of air temperature ranging from 20.138 (10 yr)21

to 20.198 (10 yr)21 for t 5 3 h, and there is a positive
trend close to 0.28 (10 yr)21 for t . 5 days. As a result,
the second-order curve of the SSTD of Ta changes to
the third order. At OWS A the linear trend of momentum
flux SSTD for 3 , t , 24 h becomes a second-order
polynomial for t . 72 h due to the sharp decrease of
SSTD in the mid-1950s (Fig. 2). This character of the
long-term variability (second-order polynomial) re-
mains generally unchanged up to t 5 240 h. For OWSs
E, M, and partially K, positive trends obtained for small
t appear to become negative with t. Thus, OWS K
shows a significant positive trend in SSTD for sampled
observations of air temperature and humidity and a sig-
nificantly negative trend for t . 120 h (Table 2). Figure
3 demonstrates how the structure of year to year vari-
ations changes with t at OWS M. Remarkably, the wind
speed SSTDs during the late 1960s, 1970s, and 1980s
demonstrate an increase in t close to the sampling period
and a downward tendency at t . 72 h.

To study the interannual variability within the range
of several years, the empirical orthogonal functions
(EOF) analysis was applied to the detrended series of
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FIG. 2. Long-term variability of SSTD of air temperature, (a) calculated from sampled
observations and (b) as previously averaged with t 5 240-h observations at OWS J. Long-
term variability of momentum flux SSTD, (c) computed for sampled data and (d) as averaged
with t 5 120 h data at OWS A.

FIG. 4. (a) First and (b) second EOFs of monthly mean sea surface
temperature at 9 North Atlantic OWSs.

FIG. 3. Long-term changes of wind speed m s21 SSTD at OWS M
for different periods of previous averaging.

the long-term anomalies of SSTD. To ensure that EOFs
calculated from the North Atlantic OWS indicate pat-
terns known from the other studies based on gridded
climatologies (e.g., COADS), we calculated the first
EOFs of monthly anomalies of SST and SLP that could
be compared with a number of results (Weare 1977;
Wallace et al. 1990; Zorita et al. 1992; Cayan 1992b,c),
although it is difficult to compare in detail EOFs com-
puted from different domains and periods. Figure 4
shows the first two EOFs of SST anomalies. The first
EOF, which accounts for 38% of variance, indicates a
structure that is very similar to those obtained by Wal-
lace et al. (1990) and Zorita et al. (1992) on the basis
of COADS SSTs, averaged onto a 48 lat 3 108 long
grid. The second EOF (22% of variance) is also com-

parable with the previous studies and demonstrates pos-
itive values in the North Atlantic midlatitudes. Thus,
the OWS locations provide, at least, the qualitatively
realistic patterns of variability that are important for the
future consideration of intramonthly statistics. Table 4
displays variances explained by the first three EOFs for
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TABLE 4. Monthly anomaly variance explained (in percent) by the
first three EOFs for SSTDs of different parameters.

sstd EOF

Averaging period, hours

3 72 120 240

SLP
1
2
3

40
18
10

40
17
13

37
18
15

31
23
14

Ta

1
2
3

34
20
16

32
21
14

30
22
15

29
28
12

V
1
2
3

31
22
12

31
20
15

32
19
16

35
15
12

Vx

1
2
3

26
25
14

33
25
14

37
24
12

38
22
12

QH 1 QE

1
2
3

44
24

8

47
19
10

49
19
11

50
17
13

Qv

1
2
3

31
27
13

31
24
12

33
23
11

34
21
13

FIG. 5. (a) and (c) First and (b) and (d) second EOFs of SLP (SSTD), (a) and (b) computed
from sampled and (c) and (d) as previously averaged with t 5 120 h data at 9 North Atlantic
OWSs.

SSTDs of different parameters for different averaging
periods. Together, the first two EOFs account for 50%
to 70% of the variance for different SSTDs. For SLP
and air temperature, the percentage of contribution from
the first EOF decreases with the averaging period and
the contribution from the second EOF grows up si-

multaneously. For the wind speed and its components
and fluxes, there is an opposite tendency. The relative
contribution from the first EOF increases with t, and
variance explained by the second EOF becomes smaller
for large t. Figures 5–7 show changes in EOFs of SSTD
computed for different averaging periods for selected
variables. Usually EOFs of SSTD calculated for t , 24
h are comparable to each other. Visible changes occur
(if at all) when t 5 72 h and become quite pronounced
for t 5 120 h.

The first two EOFs of the SSTD of SLP for t 5 3 h
and t 5 120 h are shown in Fig. 5. Note that the spatial
structures of the EOFs computed for the sampled data
are similar to those obtained by Zorita et al. (1992) on
the basis of COADS intramonthly standard deviations.
The first EOF is positive everywhere, with a maximum
in the east Atlantic midlatitudes, (OWSs J and K). The
second EOF indicates a dipole structure, with negative
values at OWSs J and K. For larger t, both EOFs of
SLP SSTD are not changed significantly, except for at
OWS B, where the sign of the second EOF is changed
from positive to negative. The first EOF of scalar wind
SSTD, calculated for t 5 3 h, is significantly positive
in the west Atlantic (OWSs C, D, and E) and weakly
negative in the east Atlantic (OWSs I, J, and K) mid-
latitudes (Fig. 6). Alternatively, in the high latitudes
associated with polar lows, the first EOF of sampled
scalar wind SSTD indicates negative values in the west-
ern parts of OWSs A and B, and a large positive value
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FIG. 6. (a) and (c) First and (b) and (d) second EOFs of scalar wind speed SSTD, (a) and
(b) computed from sampled and (c) and (d) as previously averaged with t 5 120 h data at 9
North Atlantic OWSs.

at OWS M. If t increases up to 120 h, the first EOF of
wind speed SSTD indicates negative values south of
508N and at OWS B, and primarily positive values in
the central and the northeast Atlantic (OWSs A, C, and
J), associated with alternating blocking and zonal re-
gimes. The second EOF of scalar wind SSTD exhibits
a dipole structure, with centers of action located in the
west Atlantic midlatitudes and in the northeast Atlantic.
For the sampled data (t 5 3 h) these centers are as-
sociated with large positive values at OWSs B, D, and
E, and significantly negative values at OWSs A, I, and
M. For t . 72 h there is an opposite tendency: negative
values appear in the western midlatitudes (OWSs B, C,
D, and E), and positive ones appear in the high latitudes.
Temporal averaging also significantly changes the spa-
tial structure of the first two EOFs of the SSTD of
sensible and latent heat fluxes (Fig. 7). For small t sig-
nificantly negative values of the first EOF are observed
only at the location of OWS A. For larger t the first
EOF is negative at OWSs A, B, C, and D, located in
the northwest Atlantic. The second EOF of the SSTD
of sensible and latent fluxes for sampled data indicates
a dipole structure, with the zero line at approximately
508N. With the increase of t, zonal dipole patterns are
replaced by the meridional dipole structure, with posi-
tive values in the west Atlantic midlatitudes and re-
markably negative values at the east Atlantic OWSs.

Interannual variability of EOFs of SSTD is quite dif-
ferent for different periods of temporal averaging.
SSTDs of SLP indicate less pronounced changes in the
patterns of interannual variability with increasing t than

other parameters. Figure 8 shows, as an example, the
interannual variations of the first two EOFs of air tem-
perature SSTD, computed for different t, and Fig. 9
represents the spectra of SSTD EOFs for scalar wind
speed. Figures 8 and 9 demonstrate remarkable changes
of spectral structure of variability for the first two EOFs
of SSTD. For the first EOF, spectral peaks have a ten-
dency to shift from smaller periods to larger periods
with the increase of t. When t is small enough, the
interannual variability of the first EOF is characterized
by 2–2.5-yr oscillations. For relatively large t, inter-
annual variability is mostly represented by 3.8–4.5-yr
oscillations. Alternatively, the second EOF for most pa-
rameters demonstrates an opposite tendency with t. In-
tramonthly SSTDs calculated from sampling data are
characterized by weak 36–42-month oscillations, in
contrast with those calculated from previously averaged
data, which indicate 2–2.5-yr oscillations. Thus, the
east–west dipole structure of the first EOF of SSTD of
most parameters transforms significantly with the in-
crease of t, and interannual oscillations grow to larger
periods. For the second EOF, with the increase of t,
south–north dipole structure transforms to east–west
patterns and relatively long-period oscillations for small
t are replaced by pronounced, higher-frequency varia-
tions, with typical periods of 2–2.5 yr with increasing t.

b. Relation of intramonthly statistics to the SST
variability

It is interesting to consider whether any relationships
exist between the features of long-term variability of
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FIG. 7. (a) and (c) First and (b) and (d) second EOFs of sensible plus latent heat flux SSTD
(a) and (b) computed from sampled and (c) and (d) as previously averaged with t 5 120 h
data at 9 North Atlantic OWSs.

FIG. 8. Time series of the (a) first and (b) second EOFs of air temperature SSTD, computed
for t 5 3 h (bold line), t 5 72 h (thin line), t 5 120 h (dashed line), and t 5 240 h (dash–
dot line).

SST and the intramonthly statistics. Most of the results
dealing with the long-term changes of SST in the North
Atlantic midlatitudes indicate statistically significant
negative trends in the location of the North Atlantic
OWSs for the respective time periods. For example,
Bottomley et al. (1990) have found in the east midla-
titude North Atlantic (their box includes OWSs I, J, and

K) negative SST changes of about 0.28/10 yr for the
period 1949–72. This is also supported by the extensive
consideration of SST trends taken by Oort et al. (1987).
Studies of short-term interannual variations of SST
(Frankignoul and Hasselmann 1977; Frankignoul 1985)
showed the flattening of the red spectra of SST anom-
alies at periods of about several years. In a number of
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FIG. 9. Spectra of the (a) first and (b) second EOFs of scalar wind speed SSTD, computed
for t 5 3 h (bold line), t 5 72 h (thin line), t 5 120 h (dashed line), and t 5 240 h (dash–
dot line).

articles (Elsberry and Camp 1978; Camp and Elsberry
1978; Elsberry and Garwood 1978; Daly 1978) the SST
anomalies have been considered as a result of an at-
mospheric impact. Hasselmann (1976) and Frankignoul
and Hasselmann (1977) proposed stochastic models
where SST anomalies are driven by uncorrelated white
noise atmospheric forcing. Later works (Blaauboer et
al. 1982; Frankignoul and Reynolds 1983; Frankignoul
1985; Herterich and Hasselmann 1987; Hannoschock
and Frankignoul 1985) have developed such models and
applied them to different basins and different data. At-
mospheric forcing in such models is usually represented
by air–sea heat fluxes, the contribution from anomalous
wind stress, and the effects of mixed layer depth vari-
ability. Recently Alexander and Deser (1995) found ev-
idence of the so-called reemergence mechanism of win-
tertime SST anomalies, proposed first by Namias and
Born (1970). Most studies have considered monthly
means of surface variables to describe atmospheric forc-
ing. SST reaction has been found to be 1 month lagged
in relation to this forcing, although synoptic-scale stud-
ies (e.g., Elsberry and Camp 1978) have found that at
least surface heat fluxes and wind stress lead the SST,
primarily by 2 to 3 weeks. Zorita et al. (1992) and von
Storch et al. (1993) suggested that intramonthly SSTD
of SLP can also be considered as possible agents of SST
changes, assuming that anomalous intensification of cy-
clonic activity, reasonably associated with higher fluxes
and wind stress, leads by several weeks the cooling of
the ocean mixed layer. Using the COADS intramonthly
SSTD of SLP for 28 3 28 boxes, Zorita et al. (1992)
found sSLP-SST 1-month-lagged correlations to be sig-
nificant for winter months.

Intramonthly statistics of forcing parameters account
for both forcing frequency and forcing magnitude. On
the other hand, SSTDs of different parameters computed
for different averaging periods make it possible to con-
sider the role of different synoptic scales driving the
long-term SST anomalies. To calculate the correlation

between SSTDs of different parameters and SST anom-
alies we have used the first 2 EOFs of long-term vari-
ations of SST and respective SSTDs for every t. These
EOFs explain 60% of the total variance of SST and
from 50% to 70% of SSTD variances for different pa-
rameters and different averaging scales (Table 4). For
example, Zorita et al. (1992) used the first 5 EOFs to
get a higher percentage of the total variance explained.
Cayan (1992c) truncated 8 and 12 EOFs of the forcing
fields and SST tendency anomalies, respectively. At the
same time these works used arrays of higher dimensions,
which reasonably assume that more leading EOFs are
taken. To ensure that the truncation used is effective,
we repeated the calculations using the first 3 and 5
EOFs, which usually explain at least 75% and 90% of
the total variance. We got qualitatively matching results,
although the correlation became weaker for a larger
number of EOFs truncated.

Correlation functions between most SSTDs and SSTs
are asymmetric and indicate maximal negative corre-
lation, when the SSTD leads the SST by 1 month. This
is generally consistent with the hypothesis that SST
anomalies are driven by atmospheric forcing in the mid-
latitudes. At the same time the lagged correlation be-
tween SSTD and SST anomalies remarkably depends
on the averaging scale that the SSTD is computed for.
Figure 10 shows 1-month-lagged correlation behavior
with t for SLP SSTD and scalar wind speed. The latter
is considered to be the most active agent of atmospheric
forcing, being responsible for the anomalous wind stress
and partially for the surface heat fluxes. Correlations
were computed for winter (December–March) and sum-
mer (June–September) months. The highest negative
lagged correlations between SLP SSTD was obtained
for t 5 48 h in winter and for t 5 120 h in summer.
If we consider the correlation between the SSTD of
scalar wind and SST, there will be a weakening tendency
of the correlation with increasing t for wintertime. For
the averaging scale of 180 h, correlation even becomes
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FIG. 10. The behavior with t of 1-month-lagged correlation between (a) the first two EOFs
of the SSTDs of SLP and SST anomalies and (b) the first two EOFs of the SSTDs of scalar
wind speed and SST anomalies for winter (solid line) and summer (dashed line) months. (c)
and (d) Results for OWSs D and J, respectively, in the same manner as in (a) and (b). The
level of 95% significance is equal to 0.436.

positive, although the coefficients underpredict the level
of significance. The highest negative correlation of
20.69 has been obtained for t 5 12 h. Alternatively,
for the summer months the correlation maximum is ob-
served at t 5 120 h. Thus, short-period mesoscale vari-
ability with timescales of about several hours does not
contribute significantly into midlatitude SST changes.
Effective synoptic forcing of SST anomalies during win-
tertime is connected with relatively fast extratropical
cyclones and ultra-high-frequency variability. In sum-
mer, the most remarkable negative 1-month-lagged cor-
relations are observed for the synoptic variability with
typical scales of about 5 days, which is associated with
either slow developing cyclones or with changes in the
background flow regimes. If we consider individual
OWSs, there will be general similarity, although some
differences appear between the western and the eastern
parts of the North Atlantic midlatitudes. Figures 10c,d
show 1-month-lagged winter correlations for OWSs D
and J in the same manner as Figs. 10a,b. The highest
negative correlation in the west Atlantic is observed for

smaller averaging periods than in the east Atlantic. Wind
speed at OWS D (Fig. 10d) indicates two maxima at t
5 3 h and t 5 72 h. This is consistent with the dif-
ferences in timescales of synoptic variability in the west-
ern and eastern Atlantic midlatitudes. In the west At-
lantic synoptic-scale cyclones and subsynoptic cyclones
responsible for the ultra-high-frequency variability ap-
pear during both zonal and blocking regimes of the
background flow (Ayrault et al. 1995). At the same time,
in the eastern midlatitude Atlantic cyclones have larger
temporal scales and are associated with zonal weather
regimes only.

It is interesting to consider the forcing of SST anom-
alies by SSTD of sea–air heat fluxes, which results from
the joint effect of the fluctuations of thermal and dy-
namic characteristics. Figure 11 shows the month to
month correlation matrices between the first two EOFs
of SSTD of the sensible plus latent heat fluxes s(QH 1
QE) and the first two EOFs of SST anomalies. The cor-
relations were computed for t 5 12 h and t 5 120 h.
Again, nearly all significant correlations are negative
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FIG. 11. Matrices of month to month correlation between the first
two EOFs of SST anomalies and the first two EOFs of virtual heat
flux (QH1QE) SSTD, computed for (a) t 5 12 h and (b) t 5 120 h.
The level of 95% significance is equal to 0.479. Isolines are plotted
for zrz $ 0.4. Diagonals correspond to the lag of 1 month.

and the strongest relationships observed when SSTD
leads SST anomalies by 1 month. The highest SSTDs
of fluxes are associated with increasing frequency of
cyclones, which are mostly responsible for ocean heat
losses through turbulent fluxes. Thus, the 1-month-
lagged negative correlation obtained is consistent with
the general idea that increased sea–air flux leads to de-
creasing temperature (i.e., Cayan 1992c) and with the
hypothesis that the increase of the cyclonic activity
(thus, higher SSTD of sea–air fluxes) will support the
cooling of the mixed layer. There is evidence that the
intensification of the cyclonic activity is associated with

increasing turbulent fluxes in individual cyclones, con-
nected with cold-air outbreaks in offshore regions and
over midlatitude SST fronts (Yau and Jean 1989; Gulev
and Tonkacheev 1994; Miller and Katsaros 1992). Syn-
optic forcing of SST anomalies by fluctuating sea–air
heat flux is more effective in autumn for sampled SSTD
and during spring for SSTD calculated from previously
averaged series with t 5 72–120 h. The largest absolute
values of the negative lagged correlation in Figs. 11a,b
are observed in September–October for t 5 12 h and
in March for t 5 120 h, and are always higher than
during purely winter months. Alexander and Deser
(1995) noted the specific role of the winter–spring pe-
riod for the creation of long-life SST anomalies, which
may reappear then in the fall–winter season. Thus, dur-
ing autumn, when the ocean mixed layer is still shallow
and developing, the anomalous cooling is associated
primarily with fast subsynoptic transients. In spring,
when the mixed layer is deep, negative SST anomalies
are forced by mostly well-developed synoptic-scale cy-
clones, which provide extremely high ocean–atmo-
sphere fluxes.

c. Intramonthly SSTD and the North Atlantic
oscillation

The NAO is associated with temperature differences
between Greenland and northern Europe, driven by the
North Atlantic meridional SLP gradient (van Loon and
Rogers 1978; Lamb and Peppler 1987; Barnston and
Livezey 1987; Hurrell 1995b). The SLP gradient be-
tween the normalized winter anomalies for the Azores
high and Iceland low represents the NAO index (Rogers
1984), which is reasonably linked to the synoptic ac-
tivity in the northeast Atlantic midlatitudes. Since the
computed intramonthly statistics account for various
scales of synoptic and subsynoptic variability, we as-
sume them to be an effective indicator of the NAO
extremes. Obtained downward tendencies in SSTD are
consistent with the decrease of the NAO index from the
late 1940s to the early 1970s (Hurrell 1995b). This pe-
riod is characterized by a cyclonic anomaly of the mean
circulation (Kushnir 1994), which is associated with re-
markable shifts in the storm tracks and synoptic eddy
activity (Hurrell 1995a). To consider the link between
interannual SSTD variations and the NAO, we com-
pared NAO indexes with OWS J SSTD, averaged over
3 winter months (December–February). Figure 12
shows significant correlation between the winter SSTD
of air temperature computed for t 5 12 h and the NAO
indexes during 22 winters from 1952 to 1973. Table 5
shows such correlation coefficients computed for the
whole range of averaging periods.

If the NAO index increases (GB), the midlatitude
zonal flow becomes more intensive and the number of
relatively fast wave-type cyclones increases as well
(Lamb and Peppler 1987; Carleton 1988). Note here that
for this regime Ayrault et al. (1995) showed a consid-
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FIG. 12. Dependence of anomalies of air temperature SSTD (t 5
12 h) on the NAO index for 22 winters from 1952 to 1973 at OWS
J, and January spectra of 3-h air temperature, averaged for 1970–73
(GB) and 1962–66 (GA).

TABLE 5. Correlation coefficients between winter SSTDs of air
temperature and wind speed computed for different t at OWS J, and
the NAO index.

t, hours s (Ta) s (V)

3
12
24
48
72

120
180
240

0.67
0.75
0.73
0.51
0.34

20.06
20.29
20.22

0.17
0.27
0.36
0.14

20.18
20.59
20.52
20.48

erable increase of the number of subsynoptic cyclones
that are responsible for the ultra-high-frequency vari-
ability in the east Atlantic. In the opposite case (GA)
the number of slow stationary cyclones increases in the
east Atlantic and the maximum of ultra-high-frequency
subsynoptic variability appears in the west Atlantic mid-
latitudes. Thus, we expect increasing SSTD, computed
from sampled (or averaged with small t) series, for GB
and decreasing SSTD in the case of GA. Alternatively,

SSTD computed for large t should indicate the opposite
tendency. Thus, for t $ 120 h, Table 5 shows the already
negative correlation of air temperature SSTD with NAO
indexes. Note here that the negative correlation is weak
and slightly overpredicts a 90% level of significance
only for t 5 180 h. Figure 12 shows January spectra
of air temperature at OWS J, averaged over the mid
1960s, known as a period of GA, and the early 1970s,
associated with GB (Carleton 1987; Kushnir 1994). The
GB spectrum has significantly more power than the GA
spectrum in the high-frequency range and less power at
periods greater than 3–5 days. If we consider scalar wind
speed SSTD (Table 5), there will be significant negative
correlation with the NAO indexes for large t, although
the positive coefficients for t # 72 h are small. Thus,
air temperature SSTDs effectively indicate the NAO, if
computed for synoptic and subsynoptic scales. Intra-
monthly variations of the wind speed are considered to
be an effective indicator of NAO when they account for
the timescales greater than several days.

5. Discussion

The results can be discussed from a number of view-
points. The intramonthly statistics, calculated from sam-
pled data, describe the whole range of short-term vari-
ations from several hours to several days. Filtering of
the short-term variability with increasing t makes it pos-
sible to detect changes in the synoptic and subsynoptic
activity and in the intensity of regime to regime fluc-
tuations in the midlatitudes. For example, previous av-
eraging with t 5 3 days filters out variability associated
with relatively fast wave-type cyclones, but retains the
variability linked to the slow stationary cyclones and
with the changes in the background flow.

The general tendency of mainly decreasing SSTD
over time for most parameters at midlatitude OWS (Ta-
bles 2 and 3) can be considered as an indicator of re-
ducing cyclone activity during the OWS observation
period. This is in agreement with a number of cyclonic
and anticyclonic climatology studies over the North At-
lantic (Reitan 1974; Colucci 1976; Zishka and Smith
1980; Whittaker and Horn 1981; Lau 1988; Bell and
Bosart 1989; Roebber 1989; Schinke 1993; and others).
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FIG. 13. Long-term variability of the SSTDs of air temperature and scalar wind speed at
the location of OWS D (solid lines) and for 88 3 48 box around OWS D (dashed lines).

All of these works demonstrate a significant decrease
in the frequency of cyclones, at least in the west Atlantic
between the late 1940s and the early 1970s. This is also
consistent with the Kushnir’s (1994) analysis, which has
depicted the 1960s and early 1970s as a period of the
transition from mainly anticyclonic to primarily cy-
clonic circulation. It is difficult to tell anything about
rapidly intensifying cyclones (Sanders and Gyakum
1980; Sanders 1986; Rogers and Bosart 1986; Yau and
Jean 1988) and hurricanes due to their relatively infre-
quent occurrence. Nevertheless, Landsea (1993) pub-
lished data on the climatology of Atlantic hurricanes.
He has found a significant negative trend in the number
of intense hurricanes from 1944 to 1989. Consideration
of the period from 1949 to 1973 gives even more re-
markable negative changes. Cyclone statistics are very
useful for detecting changes, but they should always be
linked with statistical characteristics of synoptic and
subsynoptic variability of meteorological variables and
fluxes. Our results give numerical estimates of long-
term variations of synoptic and subsynoptic activity in
terms of meteorological parameters and on different
synoptic scales.

The relationships obtained between the interannual
changes in intramonthly statistics and SST anomalies
indicate quite clearly that the forcing frequency is of
the same significance as the forcing magnitude for the
anomalous cooling or warming of the ocean. On the
other hand, only certain ranges of synoptic variability
provide effective forcing, and these scales could be dif-
ferent for different parameters and different seasons.
Thus, our results can help to reform the strategy of
experimental studies with gridded synoptic-scale data
and model experiments focused on finding the mecha-
nisms of observed relationships. In this context one pos-
sible line of future investigation would be a study of
intramonthly statistics from either climatological data-
sets (COADS and others) or from the reanalyses of me-
teorological centers [such as the National Centers for
Environmental Prediction (NCEP) or the European Cen-
tre for Medium-Range Weather Forecasts (ECMWF)].

COADS Monthly Summary Trimmed Groups (Slutz
et al. 1985) contain intramonthly intrabox statistics,

used by Zorita et al. (1992) in his study, and individual
CMRs make it possible to compute such statistics for
requested spatial resolution. Intrabox statistics contain
higher numbers of uncertainties than OWS data. More-
over, random observational errors for intrabox statistics
are much more inhomogeneous over the North Atlantic.
To make a comparison we calculated intramonthly sta-
tistics from the original COADS CMR within the 88 3
48 box around OWS D. Figure 13 shows the variability
of sampling SSTD, computed from the COADS data
and OWS D. Taking into account that from 20% to 50%
of the total number of the COADS CMRs are data from
OWS D, the obtained differences should be considered
as evidence of the significant influence of voluntary
observing data on the year to year changes in intra-
monthly statistics. The increase of the mean level of
SSTD by 5% to 20% (Fig. 13) is as expected due to
spatial variability. But the spatial correlation of most of
the parameters within a radius of 200–300 km in this
region is relatively high (Gulev and Kolinko 1990), and
one does not expect significant differences in the long-
term variations of the SSTD, computed from OWS and
COADS data. SSTDs of both air temperature and wind
speed indicate significant downward trends at OWS D,
ranging by 20.148 (10 yr)21 and 20.83 m s21 (10 yr)21,
respectively, although there is no evidence of these
trends in the statistics computed from 88 3 48 box data.
If we consider the period 1950–65, SSTDs even have
a tendency to increase with time, although the trends
are not statistically significant. There are also discrep-
ancies in the variability of the SSTDs of other param-
eters, although they are not as remarkable as for Ta and
V. So in order to use voluntary observing ship data for
the consideration of annual and long-term variations of
intramonthly statistics, it is necessary to carefully study
possible reasons for disagreement between the statistics
of these data and the statistics of OWS to find out if
the results are physical.

Different meteorological centers now provide anal-
yses with synoptic-scale temporal resolution. Particu-
larly, Hurrell (1995a) and Ayrault et al. (1995) have
used a bandpassed ECMWF analysis to describe mid-
latitude storm tracks. We have compared our SSTD es-
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FIG. 14. Long-term variability of January SLP SSTD computed for t 5 24 h at the locations
of (a) OWS B and (b) OWS D (solid lines), and long-term variability of SSTD of SLP, computed
from daily NCEP analyses in the locations of OWSs B and D (dashed lines).

timates for t 5 24 h with the intramonthly statistics
computed from NCEP daily analysis fields for Januaries
for the period 1950–72. Daily SLP values were extract-
ed from NCEP 2.58 3 2.58 fields in the vicinity of the
OWSs. Figure 14 shows the comparisons for OWSs B
and D. In contrast to COADS, intramonthly statistics
obtained from NCEP analysis show interdecadal vari-
ability that is very similar to that obtained from OWS.
At the same time, there are visible differences in the
magnitude of short-term year to year variations. Re-
markable disagreement appears in 1958–59 and 1963–
64 for both OWSs. Future efforts could be connected
with the use of the new releases of COADS with cor-
rected biases and with reanalyses, which have nearly
the same temporal resolution as OWSs over the entire
globe.
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APPENDIX

Uncertainties and Errors in Intramonthly Statistics

The reliability of our results should be considered in
light of the errors and uncertainties of intramonthly sta-
tistics computed from empirical meteorological data.
Estimates of SSTD result from the joint effect of natural

variability and random observational errors, which can
significantly contribute into both mean SSTD estimates
and SSTD spatial and temporal variability. Estimates of
random observational errors of marine meteorological
observations are presented in the very comprehensive
study of Kent et al. (1993) and give from 10% to 60%
of observed SSTDs for different individual variables.
For the high-quality professional observations at OWSs,
these estimates should be reduced at least two to three
times. Isemer (1994) and Isemer and Lindau (1997, sub-
mitted to J. Atmos. Oceanic Technol.) found observa-
tional errors of scalar wind speed at OWSs from 0.5 to
1.5 m s21, which are less than half as large as the ob-
servational volunteer observing ships errors given by
Kent et al. (1993). For the fluxes, which result from the
nonlinear combination of individual parameters, random
observational errors were studied by Weare (1989), Cay-
an (1992a), Gulev (1995), and Gleckler and Weare
(1995). Again, random errors, taken for more than 100
samples (OWSs usually give more than 200 per month),
are several times smaller than observed SSTDs of heat
and momentum fluxes. Note here that the consideration
of interannual variations of intramonthly statistics re-
duces the role of observational and sampling errors,
which are collected with universal observational tech-
niques and are homogeneous in space and in time.

In section 3 we mentioned two different approaches
to estimating air–sea fluxes and their SSTDs. The so-
called sampling method implies using the formula (2)
for individual variables to obtain the averaged fluxes.
Alternatively, we can estimate the averaged fluxes from
averaged meteorological parameters for specified t (the
so-called classical method). Figure A1 shows interan-
nual variability in the SSTDs of sensible and latent heat
fluxes at OWSs D and J for two values of t. The sam-
pling estimates of SSTD are 1.2 to 1.6 times larger than
those calculated using the classical method, which is
generally consistent with the results of previous inves-
tigators (see section 3 for specific references on this
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FIG. A1. Comparison of long-term variability of the SSTD of fluxes, calculated from sampling
and classical methods for (a) sensible heat flux at OWS D and (b) latent heat flux at OWS J.

FIG. A2. Comparison of long-term variability of scalar wind speed
SSTD at OWS B, computed using running mean (RM, solid line),
Tukey filtration (Tu, dashed line), and Lanczos filtration (La, dash–
dot line) for t 5 72 h.

topic). However, there is no statistically significant dif-
ference either in the linear trends or in the year to year
variability estimated by these methods. Other OWSs
also indicate very close similarity of the interannual
behavior of the SSTD of fluxes computed from classical
and sampling methods. The only exception to this state-
ment occurs at OWS M, where the SSTDs of both mo-

mentum and latent heat fluxes indicate significantly dif-
ferent trends for t . 120 h, and even the change of
sign for t 5 72 h.

A couple of uncertainties can result from statistical
procedures, which provide the calculation of intra-
monthly statistics, taking subsamples at different tem-
poral intervals. The filtering operation creates closer
relationships between sequential values (Thiebaux and
Pedder 1987). Although the running mean has poor
spectral characteristics, it provides the shortest possible
window for the selected t and, therefore, makes it pos-
sible to study a wider range of t on the basis of 3-h
data. Moreover, the running mean closely simulates the
procedure of the data averaging used to produce, say,
daily or 3-daily data from the gridded data of a higher
separation. To estimate the sensitivity of our results to
the use of different filters, we recomputed SSTD for
different t, also using a Tukey filter (Blackman and
Tukey 1958) and a Lanczos filter (Lanczos 1956; Du-
chon 1979), which have quite different response func-
tions from the moving average. Tukey’s response func-
tion is less steep than those for the running mean, but
it has no oscillations in the high-frequency range. Lan-
czos’s filter provides a very effective cutoff of the se-
lected frequency, but creates the Gibbs oscillations,
which should be reduced by the smoothing in the fre-
quency range. Figure A2 shows long-term changes of
scalar wind speed SSTD, computed using different fil-
ters for t 5 72 h at OWS B. Both Tukey and Lanczos
filtering give slightly higher levels of SSTD in com-
parison with the running mean. But the features of in-
terannual variability of SSTD and long-term trends are
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FIG. A3. Comparison of long-term variability of (a) SSTD of air temperature and (b) SSTD
of sensible heat fluxes, computed traditionally and using ‘‘adjacent days averages’’ (ADA) in
the location of OWS D.

not significantly changed. Plots in Fig. A2 show qual-
itative coincidence of both trends and short-term inter-
annual variations of SSTD, calculated using different
filtering operations.

Thiebaux (1974) notes that traditional variance esti-
mates are biased and suggests that more credible results
could be obtained by using moving averages over the
adjacent days. To investigate the effect of this bias on
our calculations, we computed SSTD using adjacent-
day averages (ADAs). The comparison of traditional
SSTD estimates and ADA estimates for air temperature
and for latent heat flux at OWS D is shown in Fig. A3.
As in the comparison of sampling and classical ap-
proaches, there are significant differences between the
mean values of SSTD obtained using the ADA and the
traditional approaches. Considering long-term changes,
ADA estimates indicate that the slope of the linear trend
may be underestimated by between 5% and 15% using
the traditional method. Estimates of the statistical sig-
nificance of the obtained changes indicate that statisti-
cally significant shifts appear only at OWS M for small
t. At the same time, for the majority of OWS sites, both
estimates (even if quantitative differences between them
appear) demonstrate, in general, the similar behavior of
the trend’s slope and sign with t. So our major conclu-
sions do not depend on the particular variance estimator
used in this analysis.
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