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Abstract

The incessant technology scaling has enabled tegration of functionally complex
System-on-Chip (SoC) designs with a large numbédretérogeneous systems on a single
chip. The processing elements on these chips ategraied through on-chip
communication structures which provide the infnastiure necessary for the exchange of
data and control signals, while meeting the stresyghysical and design constraints. The
use of vast amounts of on chip communications baéllcentral to future designs where
variability is an inherent characteristic. For thesson, in this thesis we investigate the
performance and variability tolerance of typical-anip communication structures.
Understanding of the relationship between varigbdnd communication is paramount for
the designers; i.e. to devise new methods and igaobs for designing performance and
power efficient communication circuits in the faxait of challenges presented by deep

sub-micron (DSM) technologies.

The initial part of this work investigates the incp@f device variability due to Random
Dopant Fluctuations (RDF) on the timing charactessof basic communication elements.
The characterization data so obtained can be wsestimate the performance and failure
probability of simple links through the methodologyoposed in this work. For the
Statistical Static Timing Analysis (SSTA) of largeircuits, a method for accurate
estimation of the probability density functionsdifferent circuit parameters is proposed.
Moreover, its significance on pipelined circuitshighlighted. Power and area are one of
the most important design metrics for any integtat&cuit (IC) design. This thesis
emphasises the consideration of communicationhiétiawhile optimizing for power and
area. A methodology has been proposed for the @amedus optimization of performance,
area, power and delay variability for a repeateeiited interconnect. Similarly for multi-
bit parallel links, bandwidth driven optimizatiohave also been performed. Power and
area efficient semi-serial linkgess vulnerable to delay variations than the spweding
fully parallel links are introduced. Furthermorejedto technology scaling, the coupling
noise between the link lines has become an impiitane. With ever decreasing supply
voltages, and the corresponding reduction in nois&gins, severe challenges are
introduced for performing timing verification ingtpresence of variability. For this reason
an accurate model for crosstalk noise in an intareotion as a function of time and skew
is introduced in this work. This model can be usadhe identification of skew condition

that gives maximum delay noise, and also for efficdesign verification.
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Chapter 1 Introduction

Chapter 1

Introduction

As transistor gate lengths continue to shrink atiogy to Moore’s law [1], designers are
able to integrate increasingly complex systemssimgle microchip. Although in principle

it is possible to construct a multi-billion trartsischip in today's technology, the practical
problems faced while designing and testing suclgdesave proven to be too arduous, as
evidenced by the increasing designer's productigép [50]. Techniques, such as SoC
design, where the design complexity is managed e t©se of a hierarchy of
interconnected modules, have been introduced tocomee this limitation. A typical SoC
may include different functional units (FUs) likeidvbprocessorguPs), Digital Signal
Processors (DSPs), Random Access Memory (RAM), ReddMemory (ROM), Digital

to Analog Converters (DACs), Analog to Digital Centers (ADCs), Video Controllers
(VCs) and several other Intellectual Property @®ments, which typically have already
been designed and validated independently (pertwapisird parties). The current state-of-
the-art SoCs allow the design and integration ghlyi diversified and complex systems
using adaptive circuits and increased paralleli@in figure 1.1 shows the example of a
SoC with diversified functionalities. For such gyst, the designer still faces a number of
challenging problems in the design, project managemsimulation and verification of
these devices. For instance, as the number of fggrated into a SoC increases, the role
played by the on-chip communication structures bexo progressively important.

However the semiconductor industry predicts th&arti generation of SoCs may possibly
1
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contain several thousands of cores. According éoltiternational Technology Roadmap
for Semiconductors (ITRS), on-chip communicationb&coming the limiting factor in

designing high performance and power efficient SoCs
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Figure 1.1: Typical system implementation of Mar@8F6282 SoC [3].

1.1 Interconnect-Centric Design Paradigm

Historically, the performance of designs was limitey that of the individual functional
units, as communication (through wires) was sulbistiéy faster than computation (via
transistors). However, the effect of technologylisgais not equally favourable for
transistors and wires. With technology scaling, therformance of the devices is
continuously improving, whereas the wires are bangmelatively slower, as highlighted
by the ITRS [4] and shown in Figure 1.2. Severatklcycles are required for the signals
to travel across newer chips. Therefore modern 8e€igns, which are abundant with
interconnects, are faced with the difficult taskoothestrating the computation of a large
number of fast local islands, across the whole ,chip using (relatively) progressively
slower interconnects. In order to mitigate thiskpem, the design paradigm has shifted
from computation-centric to interconnect centriejine with the SoC methodology as we
have seen. In DSM region, the interconnect has rhecthe main bottleneck in the
designing of high performance and complex SoCs [6], The design of efficient
interconnects is affected by many issues, as ddtailthe following subsections.
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Figure 1.2: Projected relative delay of devices imeérconnects (local and global) for differenthteclogy

generations. The relative performance of the glotialconnect is decreasing with technology scaling
1.1.1 Scaling

The objective of the technology scaling is to prceldaster devices, increase on-chip
component density and reduce energy per storinglrfg impact of technology scaling on
the computational units is that they can now bestanted in smaller sizes (due to device
scaling) with same or even with much more functitiea. Therefore the local wires in the
cores reduce. However, the global wires which a®duo connect cores do not reduce.
This allows the cores to operate at a higher freguewhereas the communication
between the cores do not speeds up in the samerfioop[8]. Again according to ITRS
the interconnect width and pitch decreases withhrielogy scaling, while chip size
increases. The result is that the devices and leitak scales with the process technology,

whereas the global interconnect do not improve mi@ith
1.1.2 Power Dissipation

The circuits are designed to operate at higher fagher frequencies in the interest of
improved performance. However very dense interccisnswitching at high frequencies
becomes a major source of power consumption iritiaits and this trend is continuously
growing with technology scaling. It has been repdrthat in a 130nm microprocessor,
about 50% of the total power is consumed in theraannect [10]. In circuit designing,

power consumption is taken as a design constrairjtgdnd designers are always struggling
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to reduce it. However, in DSM technologies, redgcmower consumption is quite
challenging. The supply voltages are decreasindh wéichnology scaling, requiring
threshold voltages to decrease to prevent junchogekdown due to higher fields.
However, there is an exponential dependence ofldakage current on the threshold
voltage so it is expected to become the prevattiag of the total power [12]. Thus the
dynamic power which was the dominant componenthef power dissipation may not

account for the maximum share of the total powd$M technologies.
1.1.3 Crosstalk

In order to incorporate more and more functionalityye number of transistors on a chip is
continuously increasing for every new generatio®o€Cs [13]. Reduction in the gate delay
of devices has made it possible to switch the @sat higher frequencies to obtain higher
performance. But this has introduced an importssiie of Crosstalk, which can introduce
functional noise and delay variation. The main oedsehind the emergence of crosstalk in
DSM region is the increase of capacitive and indactoupling due to the shrinkage of
geometries. The functional noise can cause a giitcthe victim line which can travel to
the dynamic node causing circuit state to changerasulting in functional failures. Each
victim line in a bus may experience different cougplcapacitance due to which their
propagation delay may vary significantly under el#ént switching patterns of the
neighbouring lines. Therefore, this introduces utagety in the timing of the signals, thus
affecting the communication reliability. As we willemonstrate, crosstalk failures are
particularly sensitive to skew variations, whicle @f course a prevailing characteristic of

future designs.
1.1.4 Variability

In the semiconductor industry, variability is oftdafined as the deviation of the process
parameters from their intended or designed valiéms always been an important aspect
of semiconductor manufacturing, process control @rauit design. As the semiconductor

feature sizes continue to shrink with every nevwhtetogy generation, the importance of
the underlying variability is increasing; so mualfact that in DSM region, variability has

become one of the major design challenges andnsidered as the hindrance in the way
of technology scaling [14]-[16]. The variabilityfa€ts devices as well as interconnects
causing significant unpredictability in the perf@nce and power characteristics of the
integrated circuits (ICs). This can lead to certadesirable effects such as malfunctioning

of circuits or performance degradation.
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Amongst various sources of device variability, iméic parametric fluctuations play an
increasingly important role in contemporary andufat CMOS devices [17]. These
variations are introduced due to the discretendssharge and matter and cannot be
controlled or diminished by tightening the procéskerances. Some of the sources of

intrinsic device variability are

* Random dopant fluctuation (RDF)
» Local oxide thickness variation (OTV)
* Gate line edge roughness (LER)

e Strain variations

For state-of-the-art nano-scale circuits and systentrinsic parametric fluctuations have
significantly affected the signal system timing [B8d behaviour of the circuits at higher
frequencies [19]-[20]. In the circuits, it resuilscomponent mismatch and thus can reduce

the yield and performance.

Figure 1.3: Random discrete dopant effects in dedgpmicrometer CMOS devices [21]. The figure on the
left hand side is a solid model of a CMOS transisted that on the right side is its transparentiver
showing the discreteness due to dopants in thenehaggion.

One of the most important sources of intrinsic peeeer fluctuations is random dopant
fluctuation (RDF) [17] which is caused by the ramd®ss of the dopant position and
number in the devices, thus making every deviceraosgopically different from its
counterparts. Therefore, the devices which are osaopically identical will have
different performance characteristics, mainly doiehie variation in the threshold voltage
(Vt). Figure 1.3 shows the significance of RDF in desb-micrometer CMOS

technologies. The normalized magnitude of the viana due to random dopant
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fluctuations increases steadily with technologylisgaas fewer number of dopant atoms

are now left in smaller devices (see Figure 1.4[20{).
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Figure 1.4: Impact of technology scaling on therage number of dopant atoms in the channel.

Variability is also affecting interconnects in deggpmicron technologies causing variation
in their width, spacing, thickness and inter-lagielectric thickness. However, there could
exist strong spatial pattern dependencies, espearien interconnect variability in
chemical mechanical polishing (CMP) is consider€derefore, total variability can be
classified into systematic and random componentsigAificant portion of the systematic
component of variations can be modelled by anafyzive layout characteristic; whereas

random variations cannot be modelled.
1.2 Research Overview

The challenges imposed by interconnects in the ldpreent of high performance SoCs,
and ways to overcome them are an active field aflamic research. The aim of this thesis
is to advance this effort, in particular on undamsting how variability intrinsically affects

communication performance, fault tolerance, signiglgrity, area and power consumption

of the interconnect. To achieve this goal the folfty objectives are defined.

1.2.1 Research Objective 1

On-chip communication involves the use of differeincuit elements and interconnects to
move data from one location of the circuit to amothiThe communication performance
entirely depends on these elements. The intriresiicd variability cannot be eliminated in

nanometer CMOS devices as it is process independkistdefines a minimum amount of
6
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variations in the circuit parameters for a paracudize of the devices. In order to design
communication structures for DSM technologies, @uegate and realistic estimation of the
delay performance of all related circuit elemergsrequired. Unfortunately, there is

insufficient data available in this regard. Therefthe objective is:

Accurate characterization of the delay performarafeon-chip communication circuit

elements for future CMOS technologies in the preseri variability due to RDF.

This data is required to estimate the performarica complete channel. Based on this
information, it is possible to explore and desigouit level fault tolerant communication

(sub) systems.

1.2.2 Research Objective 2

In the presence of characterization data of cirelgtnents, it is more convenient to use
computationally efficient analysis techniques liatic Timing Analysis (STA) or
Statistical Static Timing Analysis (SSTA). Presgn®STA is preferred over STA, being
computationally efficient and more accurate tha\STThe SSTA technique can be used to
evaluate the performance of a communication linkweler, its accuracy strongly depends
on accurate representation of the characterizatéia of the associated circuit elements.
So far, underlying timing distributions are assun@tbe Normal, but its validity needs to

be investigated in DSM technologies. Thereforeabje 2 of this thesis is:

Study the nature of the timing distributions of camication elements and try to find their
accurate probability density function. Once thislene, apply these distributions for the

SSTA of a large communication channel.

1.2.3 Research Objective 3

As pointed out in [10], as much as 50% of the gbhggver is consumed by the global
interconnects. This power is mainly dissipatedhm drivers and repeaters used to improve
the delay performance of interconnects. Differesdicg techniques are used at software
level for efficient data transmission [22], [23]. power optimal repeater insertion
technique proposed in [24] is commonly used aloith data coding. This technique gives
excellent results in terms of power and area savatgthe cost of nominal performance
degradation. However, the implications of this teghe are yet to be investigated for
DSM technologies where variability and leakage poeféects become quite prominent.

Therefore objectives 3 of this thesis is:
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To measure different components of power dissipatiorepeaters of future technology
generations. This data can be useful by the desigtee make a choice between low
activity parallel links or high activity serial lks (as low activity parallel links will

dissipate a large amount of the leakage power asipeoed to the serial links, for
particular data requirements). Similarly, a powestonal repeater insertion technique

which accounts for delay variability is requiredlde developed.

1.2.4 Research Objective 4

Quite significant amount of academic work has beedertaken in finding the optimum
configuration of a multi-bit communication chanriet best possible performance under
power and area constraints [25]-[27]. Again vertleli work is found in this area

considering variability in the figure of merit. $bjective 4 is:

Find the optimum configuration of the channel lwkich gives best bandwidth under
power, area and variability constraints. Moreover,comparison of serial and parallel

links is also required to be made in this perspecti

1.2.5 Research Objective 5

In order to ascertain signal integrity in the charous, accurate modelling of the crosstalk
in aggressor and victim lines is required. In tlestp many researchers have published
crosstalk analysis models and algorithms [28]-[3@ all of them either require numerical
techniques to solve them or do not give sufficisisight into the underlying crosstalk

effects on signal responses. In order to redusetifficulty, this thesis aims:

To find closed form expressions that give accuvatéages for the aggressor and victim
lines in time domain, as a function of wire lengling to switching transitions on them.
Also study the effect of variability on the delagrfprmance of interconnects in the

presence of crosstalk.
2.1 Thesis Organization

The rest of the thesis is organized as follows:

Chapter 2- In the beginning of the chapter, different strueturused for on-chip
communication are briefly discussed. Subsequednilferent performance metrics that
have been used throughout the thesis to evaluage p#grformance of on-chip

communications are defined.

Chapter 3- In this chapter, the performance of on-chip commation structures under

device variability has been characterized througfSPKCE simulations. The
8
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characterization results of all the basic eleméatge been included and discussed. At the
end of the chapter, a methodology is given thattmansed to estimate the performance of
a complete channel link using the characterizatiata. Moreover, link failure probability

has been estimated using this approach.

Chapter 4- If we talk about core-to-core or router-to-routésr (NoCs) communication
links, flip-flops are normally used at the inputasutput of the functional units. Therefore,
the output of a router or functional unit is endttieom the flip-flops and is then amplified
through the tapered buffer drivers before transngtthrough the link. Similarly, at the
receiving end, flip-flops are used at the inputhad functional unit or router. Again, flip-
flops are also used in pipelined interconnects. rfoee, in order to estimate the
performance of a link using Statistical Static Tgni Analysis (SSTA), accurate
representation of the characterization data ofithang parameters of the flip-flops (in the
form of PDFs) is required. Furthermore, accurat@raxmation of the probability
distribution functions is also required. In thisapker, this aspect has been described in

detail and its application in pipelined communioattircuits has been discussed.

Chapter 5- In the start of this chapter, the measurement teful the power dissipation in
repeaters for the given three technology genersti@ve been presented. The impact of
device variability on the leakage power has alsenbstudied and its implication on NoC
links has been discussed. In the next part of dmapter, the optimization of the
performance of a single wire link under area, poesd variability constraints has been
described. The impact of repeater size and injgear segment length on the delay,
power, area and variability has been discussedaanaptimization scheme has also been

proposed.

Chapter 6- This chapter describes the performance of a mil{pdrallel link under area
and power constraints. The optimization of bandwidhder area, power and variability
constraints has been discussed. Moreover, a cosopaoi parallel vs. serial links has also

been described.

Chapter 7- In this chapter analytical model for the voltagésggressor and victim lines
under crosstalk effects have been presented. Tiwhtyaf the data through comparison
with the simulation results has been demonstraitateover, the effect of crosstalk on

input skew variability has been studied.

Chapter 8- This chapter makes a conclusion of the study asadl mentions some future

work.



Chapter 2 On-Chip Communicatiinuctures

Chapter 2

On-Chip Communication

Structures

A SoC design typically consists of many functionaits (FUs) that work together to

perform desired functions. The FUs always needotarnunicate with each other during
the execution of the application and it is the casibility of the on-chip communication

structure/ architecture to provide a mechanism tfa correct and reliable transfer of
information from the source units to the destimatimits [31]. In addition to this, the on-

chip communication structure must satisfy certagtrios like latency, bandwidth, area and
power dissipation. The performance of SoC designgely depends on the choice and
design of the underlying communication architecturéerefore, depending upon the
performance requirements, a suitable communicaichitecture is designed or selected
for the SoC design.

2.1 Communication Architectures for SoCs
2.1.1 Buses

The simplest on-chip communication architecturechtis widely used in SoCs is the bus

interconnection network [8]. In its simplest forepus is a group of wires which provides

10
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a communication media for the exchange of data &mtwdifferent functional units
connected to it. Figure 2.1 [31] shows the exampiea simple system with many

functional units connected through on-chip buses.
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Figure 2.1: A SoC in which different componentsiategrated through the bus communication architect

There are several types of bus configurations use&bCs and the simplest one is called
simple shared bus, as shown in Figure 2.2. Indhs® only one FU at a time has a control
over the bus and transfers data. If some otheralsut tries to use the bus at the same time
in order to transfer data, this will cause bus entibn. Arbitrators are used to resolve the
conflict who gives the control to one of the urots the basis of the assigned priorities. In
bus based systems, this is one of the major prabéemd efforts have been made to reduce

this problem.
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Figure 2.2: A simple shared bus, allowing differEhis to share the same communication channel.
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In such systems, every unit attached to the bus adgacitance which results in large
delays and large power consumption. This allowy anlimited number of components to
be attached with the bus in order to keep the delay power consumption within

permissible limits. Due to this reason, the sinmple architecture is nstalable

ASIC DSP LCD
Ll
R 0 ' J
a
\1 5 /
m
uP RAM

I/O

Figure 2.3: A bus divided into two sub-buses usirigidge.

This difficulty is typically reduced by dividing aommon bus into several buses using
bridges [32]. Figure 2.3 shows a bus split up itw@ sub-buses using a bridge. The
implementation of bridges is fairly simple if it moects buses with same protocols and
operating frequencies. There are also other tygesue configurations used in SoCs.
Amongst them, Advanced Microcontroller Bus Architee (AMBA) from ARM [33]
defines several bus types which are widely use8a@s. AMBA proposes various bus
solutions for SoCs ranging from simple bus architexs to multi-master high performance
bus structures. An example of an AMBA bus is shawiigure 2.4.

AHB to APB bridge
ASB to APB bridge

High performance| | High bandwidth
ARM processor on-chip RAM

Timer UART

AHB or ASB

High bandwidth APB

external memory

BRIDGE

10 Keypad

DMA bus master

Figure 2.4: An example of AMBA bus. The bridge pd®s an interface to connect two different types of
buses.
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2.1.2 Point-to-Point Direct Links

In this architecture, each functional unit is dieaconnected with a subset of other
functional units on the chip, as shown in Figurg. Zhe point-to-point communication
architecture eliminates the contention problemhaired medium (buses). Each functional
unit, in this architecture, has a network interfddeck, usually called a router and is
directly connected with the neighbouring functionatdits through the communication
links. These links can either beiaput, outputor bidirectional type. Unlike buses, as the
number of routers (nodes) in this architectureeases, the total bandwidth increases. This
property makes point-to-point links suitable to makarge scale systems [34].
Unfortunately the number of links (and hence thevgroand area) grows with the square of
the number of functional units. Hence this architee is not promising for very large

systems.

RF Modem

keyboard \

DSP

UART

Microprocessor

el

RAM

Figure 2.5: A point-to-point communication archttee.
2.1.3 Network Architecture

Network-on-Chip (NoC) has been proposed as a pimgqisolution for on-chip
communication in large SoC designs, where the cexityl of the design is managed by
the use of a number of networked, but self conthinlecks [35], [36]. NoC provides a
generalized scheme for on-chip global communicatiRouting nodes (R) are spread over
the chip and connected by point-to-point commurocalinks. The resources or IP blocks

are connected to NoC through network adapters (NAs)shown in Figure 2.6. In a

13
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Network-on-Chip, data is exchanged amongst comguttements (IP blocks) by
transmitting and relaying data packets through itlierconnection network. There are
similarities between the conventional computer oekw and NoC, like layered
communication models and decoupling of computaamd communication. However,

there are also some differences which are maing/tduhe difference in the cost ratio of

wiring and processing resources [37].

AR CPU

Link

Router

Network Adapters e

Figure 2.6: A conceptual realization of a NoC [34].

In NoC the whole chip can be partitioned into sal/eegions, each of which contains one
(or several) IP block(s). These IP blocks can dpenath their own clocks and exchange
data with other IPs through the switches and coniration links. In this way the
requirement of a global synchronization is relax€dmputations are undertaken within
locally synchronous IP blocks, and global synchration is obtained by the execution of
semantics embedded within the global communicatiete/ork. Similarly, in addition to
communication infrastructure, NoC can also provati@ndard IP interfaces which will
facilitate the reuse of already verified IP resesrd37]. This can simplify the design
process and also reduce verification efforts. @ua kayered structure, the signal integrity

issues can be addressed at physical, data-linkyohigher layer [38].

NoC can be constructed in different types of tog@s such as 2D mesh, Star, Torus,
Octagon, Hypercube [37], [39]. The topology defitles connectivity and layout of the
nodes and links on the chip.4Ax 4 grid topology is shown in Figure 2.7 which preseat

regular structure. The topology can be applicagpgacific having an irregular structure.
14
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Depending upon the specific requirements of, saylalth, the protocol dictates how the
nodes and links of NoC will be utilized in the ogton.

R 1Ry ARY 1R
T | N |
[ IP [ IP
NI NI NI NI
ﬁ ﬁv A ﬁy X ﬁ
T T ™~ ™~
[ IP [ [
| NI NI NI NI
BN BN} N IN
Ry ARY ARY AR
IP P P [
NI NI NI
R R (R R

Figure 2.7: A 4x4 grid structured NoC. Each intllal property (IP) block is connected to a rotiteough
a network interface (NI) adapter. The routers arected with each other through communicatiorslinka

certain topology.

2.2 Link as an important Communication Media

In all communication architectures, the underlyiogmmunication links between the
functional units or between the functional unitgl anuters are always used. These links
form the backbone of any communication architectliteese links can be synchronous,
asynchronous or self-timed. However, in this thesis have chosen to focus on
synchronous links due to their prevalence in tloigtry. Ideally these links should consist
of a certain number of parallel wires running betwéhe source and destination. However,
in practical circuits (especially in DSM technoles), their construction is not so simple in
order to meet certain design requirements. Theeefibris of great importance to study

these links in detail to design high efficiencyksn

A link can be bidirectional or unidirectional asosim in Figure 2.8 and 2.9 respectively
[40]. A bidirectional link allows the signals toatrel in either direction. This provides a
flexibility in the routing of interconnects and neskit possible to effectively use available
metal tracks on the chip. The implementation of tgpproach requires the use of tristate

buffers on transmitter and receiver sides, as showigure 2.8.
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Tristate
Driver

Tristate
Driver

Shared Interconnect

Tristate
Driver

Tristate
Driver

Figure 2.8: A bidirectional link. There is a shametirconnect between the transmitter and receiver.

A unidirectional channel allows the signals to &laanly in one direction and thus suggest
that a pair of wires should be used in each chariie$ approach is less flexible than the
bidirectional approach for routing the tracks ore tbhip, however it provides less

contention and more bandwidth.

Interconnect

Interconnect

Figure 2.9: A unidirectional link.

Furthermore, in each interconnect line, differemcwit elements like tapered buffer
drivers, repeaters and flip-flops are used andethare two basic designs for the
interconnect-repeater inserted interconnects aipdflfip (or latch) inserted pipelined

interconnects, as shown in Figure 2.10 and 2.1dectwely.

Bytddd—

Figure 2.10: Repeater inserted interconnect.
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N A o

Figure 2.11: Flip-flop inserted pipelined intercech
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[9)
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2.3 Performance of On-Chip Communication

The performance of on-chip communication in thesitel layer can be evaluated from
several aspects. In this thesis, however, we censigt metrics exposed in this chapter as
important for interconnect centric circuits. Werstaith a short review on interconnect
design. Subsequently, some basic concepts and #tleematical equations describing
these metrics are provided. We will make use o$dhmetrics in subsequent chapters for
evaluating the merits of different interconnectd dor quantifying the effects that

variability introduces in the design.
2.4 Interconnect Modelling in DSM Technologies

In early days of VLSI design, the clock speeds itelgration densities on the chip were
low and so the signal integrity effects were mirlinkiowever, with rapid evolution of the
semiconductor technology, several important issss®ciated with interconnects in deep
sub-micron technologies have emerged that aretefethe performance of high speed
circuits. The problems such as interconnect dedieyice and interconnect variability,
power dissipation, crosstalk, substrate couplinductive coupling and IR drop are among

the many emergent challenges which the circuitgiess are facing [5], [6].

The fundamental parameters influencing the intereohdelay are on-resistance of the
driver, output capacitance of the driver and wisgagitics. The interconnect parasitics of
interest are the wire resistance and the wire ¢apwe (and inductance for very high
frequency signalling). These parasitics are a fancof the physical properties of the
construction and layout of the wires, and will astan RC load increasing the propagation

delay.

A simple lumped element model is not sufficientiycarate to model state of the art
interconnects, which of course are formed by cowtirsly distributed RC (or RLC)

elements in space. For simulation purposes, anoappation to a distributed element
17
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model can be formed by breaking the interconneit & large number (N) of smaller
identical lumped sections (RLC cells). Some possinbdels are shown in Figure 2.12
[41]. The accuracy of the simulation results degemsh the number of RLC cells
(segments) used (i-e the resolution of the lumpk@ Rodel). However, this number is

limited in practice by the correspondingly largeaslation time of the model.

R/2 L2 R L R L
C C/2 %/V\r/mjf Ci2 J\/W% C

R/2 L2

@) (b) (©

R/N L/N R/N L/N R/N L/N R/N L/N R/N L/N
I C/IN WWW% C/NWW%/N

(d)
Figure 2.12: Different interconnect models, (a) thg(b) the ‘pi’ and (c) the ‘ladder’. A long war is divided

into N segments using ladder model and is showd)in

2.4.1 Parasitic Resistance

The signal speed through a wire depends, to adidstr approximation, to the distributed
RC constants in it, and hence to the parasitist@ste. The resistance depends on the wire
dimensions and the type of the material used (gdigninium, copper or polysilicon). For
an interconnect having thicknegsind widthW, the resistance can be calculated as [41]

l

R=p— 2.1
P (2.1)
wherep is the resistivity and is the length of the interconnect. Using this fatay the

parasitic resistance of a wire of given dimensicens be estimated.

With technology scaling, the wires are becomingrbr and so the parasitic resistance per

unit length is increasing for minimum wire widtlec€ording to ITRS).
2.4.2 Parasitic Capacitance

The accurate estimation of the parasitic capac#snof the interconnects in DSM
technologies is a complex task. This is due tof#u that each interconnect is a three
dimensional metal structure surrounded by a nurabether interconnects with significant

variations of shape, width, thickness and spaciity wespect to other conductors and
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ground planes [42]. Unlike the simplest way of o&ting the capacitance of a parallel
plate capacitor, the capacitance measurement iegratied circuits require the
consideration of other factors like coupling capamie and fringe capacitance in addition
to ground capacitance, as shown in Figure 2.18adtbeen observed that the contribution
of the coupling capacitance in the total intercanr@apacitance is increasing rapidly with
technology scaling due to the reduction of inteream spacing and an increased aspect

ratio of wires.
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Figure 2.13: The cross-sectional view of an intenemt surrounded by two parallel similar intercarine
over a ground plane (in the top global layer) simgwdifferent components of capacitance.

An accurate estimation of the parasitic capacitacere be made by solving Maxwell's
equations in three dimensions, provided all matema geometrical details are available.
Presently, computer aided software tools like Rapld3] and FASTCAP [44] are
available which are based on 2D or 3D field solwetsch can calculate the parasitic
capacitance with reasonable accuracy. However, sorpertant aspects of interconnect
parasitic capacitance can also be calculated udiged form models such as [45] as
follows- The ground capacitance per unit lengthngdering the fringe flux) to the

underlying plane is given by

W 0.023 S 1.16
Cy=¢|+ +328 2.2
g E[H * <T+2H) <5+ ZH) ] (22)

Where ¢ is the dielectric constant of the insulating mialeand W,H,S and T are the
geometrical dimensions shown in Figure 2.13. Siyilthe coupling capacitance per unit

length is given by
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T T + 2H 0.695 W 1.4148 T +2H 0.804
C. = ¢|1.064 (<) (o S —
¢ ¢ [ (5) (T +2H + 0.55) - (W + 0.85) <T +2H + 0.55)

0.055 2H 3.542
+0.831 (W + 0.85) <2H + 0.55) ] (2:3)
The total capacitance of the wire can be calculaged
Crot = Cg + 2C; (2.4)

Typically such derivations are limited to partiau®mains. In this case the valid range for

using the approximation is

0.3 <

| =

<10 03<S<1O T<1O
- TTHT H

Other closed form capacitance models with diffeiatérconnect configurations are also
given in [46], [47], [134].

2.4.3 Inductance

Inductance is another important parasitic. It can described by the magnetic flux
generated due to the flow of current in a loopintagrated circuits several electrical loops
can exist which produce inductive parasitic effeétshigh enough operational frequencies
of the circuits, the inductive impedance associatél interconnects become comparable
or prevail over the resistive part [48]. The induetinterference caused due to the
interaction of the magnetic fields can affect thgnal integrity in the form of signal

distortion, delay variation, crosstalk noise antches.
In this research we have ignored the effects aidgtehce due to the following reasons:

(a) The interconnect delay is not significantly effettey the inductive effects. For
scaled global interconnects, the line resistancaupi length increases (according
to the ITRS) and so the effects of inductance om plerformance of global
interconnects actually diminishes [49]. This isetrespecially for the technologies
and interconnect geometries we have consideredhisntihesis. Using the delay
models of [143] for RC and RLC interconnects, it lieeen found that the percent
increase in the propagation delay caused by neggectductance and considering
an RLC line as an RC line, is nominal. For instarcethe global interconnects of
25, 18 and 13 nm technology generations at SmB8d W=1W,,, this increase is
1.74%, 1.25% and 1.16% respectively. Similarly tlee fastest interconnects with
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S=10Sin, W=10Wh, (we used in this thesis), the maximum increasdelay is
14.2%, 10.92% and 10.01% for the correspondingn&olgies.

(b) The inductive effects have much longer spatial @amgcontrast to the capacitive
effects which primarily depends on features in el@soximity. The inductance
matrix generally becomes very dense and is diffitubpecify in a straightforward
way. Therefore, accurately simulating inductiveeet§ might not be practical [48].

(c) The effective interconnect inductance in a chipirmment is very difficult to
predict accurately. For the estimation of the indoce associated with a wire, the
return current path should be defined. However, riétern current path can be
dynamic in a real chip environment, as it depengly on the signal condition

and the overall layout and configuration of thegrated circuit.
2.4.4 Impact of Technology Scaling on Interconnect Parasitics

In order to study the impact of technology scaliog interconnect resistance and
capacitance parasitics, particular interconnectaipaters have been taken from the
International Technology Roadmap for Semiconductéf&®S) [50] for the technology
generations of 25, 18, 13 and 10 nm. These arengivelable 2.1. It is important to
mention that these lengths (technologies) corresponhe MPU physical gate length. The
data shows that interconnect pitch is reducing la@idht is increasing with technology
scaling for all three wiring tiers. The parasitiesve been calculated using equations (2.1)-
(2.4) for minimum wire width and pitch and are pdot in Figure 2.14 as a function of the

technology generation.

Table 2.1: Interconnect Technology Parametershiorfhree Wiring Tiers

Parameter/ Technology Generation 25nm 18nm 13nm | 10nm
Local wiring pitch (hm) 136 90 64 50
Local wiring aspect ratio 1.7 1.8 1.9 1.9
Intermediate wiring pitch (hm) 136 90 64 50
Intermediate wiring aspect ratio 1.8 1.8 1.9 1.9
Global wiring pitch (nm) 210 135 96 75
Global wiring aspect ratio 2.3 2.4 2.5 2.6
Metal Resistivity (i€2-cm) 2.2 2.2 2.2 2.2
Dielectric Constant 2.5-2.4 2.3-2ff 21-25 1.9-2.3
On-chip local clock frequency (MHz) 4,700 5,87  443| 8,522
Chip Size at production (nfin 310 310 310 195
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The curves show that the interconnect resistanteisasing more rapidly as compared to
the capacitance which is decreasing (as wire widttes decreasing) with technology
scaling. This indicates that RC delay increaseh withnology scaling and will contribute

a larger portion of the path delay.
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Figure 2.14: Impact of technology scaling on inbaect resistance and capacitance per unit lefigh (@)

and (b) respectively) for local, intermediate atwbgl interconnects with minimum width and pitch.

2.5 Performance Metrics

2.5.1 Signal Delay

Signal delay is the most important parameter desgithe performance of on-chip

communication, as it determines the maximum posspeed at which communication can
be made. For reliable communication, it is requitest the signals reach their destinations
within the specified timing constraints. Consideg simple circuit of Figure 2.15 where a
signal propagates through two buffers via the gudenect. The signal delay depends on

the interconnect RC, the driver resistance and dag@ecitance.

If tge1qy is the time between the step input voltage exoita¥in and output voltage a4t
reaching 90 percent (0-90%) of the final value theoording to Bakoglu [51], the signal

delay to the first order is given by
tdelay = O7RthL + O4RlntClTLt + O'7RtTCL + O-7RtrCint (25)

Where different interconnect parameters have bé&ews in the equivalent circuit in

Figure 2.15 and are defined as follows:
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R;,: = total interconnect resistance,
R:-= on-resistance of the transistors in the buffer,
Cin: = total interconnect capacitance,

C, = load capacitance (capacitance of the output Huffer

" i

RINT

VOUT

I ilo

—L —L

CINT

Figure 2.15: The circuit used for the derivatiorttef delay expression, where an interconnect i®drby an
input buffer and at the output another buffer isrexcted.

It is assumed that when nMOS transistor in the dsufiirns ON, the pMOS transistor
immediately turns OFF and vice versa (so no cr@ssehbrrent occurs). The on-resistance

of nMOS and pMOS transistors can be approximated as

lerr
R, = 2.6
rn “nCox (VDD - VTn)W ( )
and
lerr
R, = (2.7)
i “pCox (VDD - VTp)W
where,

le¢ = transistor gate length,

W = transistor width,

u = mobility of carriers in the transistor,
C,x = gate capacitance per unit area.

If the interconnect is long such th@f,; > C;, then equation (2.5) reduces to
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tdelay = O-4RintCint + O-7RtrCint (28)

The expressions given above can provide a quaktatiea of the effects of different
parameters on the delay. Moreover, they help toerstdnd how variations in these

parameters can affect the delay characteristics.

It may be noted that the delay given by the expoasg2.5) and (2.8) is the Elmore delay
[52]. Elmore delay is the most common and fastpgir@ach for computing the signal
delay of a wire. However, it accounts for only first order moment and thus gives an
approximation of the actual RC delay. When bettecugacy in delay estimation is

required, higher moments will have to be includsmhg SPICE simulation.
2.5.2 Skew

The difference in the arrival times amongst a grofigignals (at a specific location) is
defined as the skew in the group. The skew istacariparameter for high speed circuits,
as it can limit their performance. Therefore itsnmiization is emerging as a difficult
engineering challenge to afford proper circuit @pien under the tight design margins left
by the increasingly short clock period. Traditidpakskew has always been a point of
concern for the clock distribution network in syr@mhous circuits. However, it is also
becoming an important parameter to control in hégleed data transmission between

different functional blocks on the chip.

2.5.2.1 Clock Skew

There is a fundamental difference between clockidigion and data distribution because
clock signal is periodic and predictable and eveguential element in a synchronous
circuit needs it. Generally, the delay of the cl®ignals does not matter, as long as the
clock signal reaches all circuit locations simudtansly [53]. However, in all practical
systems (especially large synchronous systems)ltioi signals do not exactly arrive at
the same time at different spatial locations, aedce are skewed. Figure 2.16 gives an

illustration of clock skew in a simple H-tree clodistribution network (CDN).

The possible causes of skew in the clock signalg Ineathe mismatch of the signal path
length in the clock tree, imbalance of loads afedént nodes of CDN, or process
variations in the devices and interconnects. Cldaiers (buffers) of different sizes are
used in the CDN which can be a potential sourceirfboducing skew (due to device

variability) along with the interconnect variabylit
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Clock
Driver

@)

Clock at Location 1

Clock at Location 16

(b)
Figure 2.16: (a) A simple H-tree with 16 nodes, @bdan illustration of skew in the clock signalsedto

difference in their arrival times at location 1 dndation 16 of the H-tree.

2.5.2.2 Skew in Data Links

With the speed increase of digital systems, theasheirfor high speed links used for the
exchange of data between different functional bdook the chip has also increased. The
link can consist of a single wire, a group of wifesming a parallel link or a more
complex serial link. However, all these links hatee perform the difficult task of
orchestrating fast computation and data transfemigh the functional units connected to

them.

The serial links use a small number of wires angallg operate at high frequency to meet
bandwidth requirements. The overall bandwidth ofiaselinks depend on the
characteristics of the interconnect and the addit{complexity) of the receiver (and

transmitter).

A high speed differential serial link is shown ilg&re 2.17. Ideally, the differential signals
travelling on two separate lines should remain Bymeous at any time until they reach the

receiver. However, in reality there are certairtdes such as mismatching of wire lengths
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due to routing constraints, variability in intercaets and/ or devices, due to which the
signals arrive at slightly different times. Thidesit causes skew in differential pairs as
shown in the figure. Skew beyond a certain valuey mat be tolerable for proper
functioning of the receiver. Thus the skew beyoedpssible limits can either limit the

speed of these links or can cause functional errors

Differential Channel

yoo|g |euoneindwo?

Computational Block
Transmitter
NETNEREN

» Q

PV AT P 7 R
s AT T

No skew Skew

Figure 2.17: A high speed differential serial lifkie skew beyond a limit can also effect its funrtig.

Alternatively, parallel links can also be used data communication. Here a group of bits
is simultaneously transferred through a number inésv(typically the number of bits is
equal to the word size). Ideally, all the bits @rsimultaneously and are sampled with the
arrival of a clock edge. Again, in reality this @ idealization and in reality signals
travelling through different wires of a parallehli arrive at the destination at slightly

different time instant as shown in Figure 2.18.

Data Link

Jw o=

(puz Buinieoay ejeq)
3o0|g [euonjeindwon

Computational Block
(Data Sending End)

Figure 2.18: An N-bit parallel link. The skew redache amount of the bit overlap.
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Due to the presence of the skew in the signalsatheunt of overlap at the destination
reduces, thereby increasing the probability of datmpling error. The skew can either
reduce the operational distance or the throughpatparallel link. If left unbounded, data

corruption and functional errors will ensue.
2.5.3 Delay Variability

The variability in the devices and/ or interconnbas a direct impact on the performance
of circuits. In the presence of variability, thgrgl delay no longer remains a deterministic
fixed quantity and so the arrival times of signedsy vary significantly. Thus the signal
paths which are not critical in a circuit designynteecome critical under the impact of
variability and can result in the malfunctioningtbé circuit; in other words, there ceases
to exist a unique critical path. On-chip communaatcircuits may also suffer from such
variability issues and can affect the performan€eicuits. The delay variability is,
therefore, an important design metric and shouladresidered in the design process for

making accurate signal timing plans.

Under the impact of variability, the signal delagcbmes a random variable (RV). The
characteristics of this RV can be determined by matng its probability distribution
function (PDF) or cumulative distribution functig@DF). The moments of the probability
distribution function represents their differentacdcteristics. For instance, the first
moment represents the mean value (1) and the senontent gives the dispersion of the
distribution about the mean (in terms of the staddbeviation,c). Similarly, other aspects
of the distribution such as whether the distributis skewed or peaked are described by

higher moments.

The delay variability is defined asdq/g) wherec is the standard deviation apdis the
mean value of a set of delay data. It provides asme of the dispersion of delay values
about the mean value. This metric should be as |saglpossible for the circuits.
Depending upon the shape of the distribution, olfigiher moments are also required for

accurate timing analysis.
2.5.4 Crosstalk

Crosstalk arises when a neighbouring wire (aggrgssoeintentionally affects (couples
energy into) another wire (victim). It occurs doethe coupling between the neighbouring
wires and can be classified infonctional noise and delay variatiofrunctional noise

refers to a fluctuation in the signal state of &gwire (non-switching) due to switching in
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the neighbouring wire. This noise produces a glitbht may propagate through the
interconnect to the dynamic node or a latch and teag to change the signal state. This is
illustrated in Figure 2.19, where the effect is whoon a quiet victim line due to the

switching in a neighbouring aggressor line.

Aggressor {><}
Ce /

IN-agg

(b)
Figure 2.19: Two RC coupled interconnects. Duewibching of the aggressor line, a voltage is induge
the victim line as shown in (a). The equivalentuit of the crosstalk model is given in (b).
Crosstalk can also cause variation in the delagigrials depending on the phases of the
aggressor and victim line signals. If the aggressadt victim lines switch in the same
phase, the signal speed on the victim line willéase and this is called in-phase crosstalk.
On the other hand, if the two signals switch in dp@osite phase, the crosstalk will reduce
the signal speed in the victim line and this idezhbut-of-phase crosstalk [54]. On a chip,
an interconnect may have multiple couplings witlihghkouring wires and simultaneous
switching on these wires will increase the magretotithe crosstalk, thereby affecting the
propagation delay and introducing delay variatifitd. These delay variations may result
in timing failures. Therefore, crosstalk effect® atery critical in the designing of high

performance circuits.

There are several publications [30], [56], [57] whihave discussed crosstalk in

interconnects and have derived analytical exprassia relatively simple expression used
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to calculate the induced voltage due to a risimgp sif amplitudé/y; and rise timel, at
aggressor driver output, in an RC coupled intereohis given by [58] and is

R,C.V - —(—1r - Ui
Vx:—”TCTdd{Tl[e t/Tl—e « T)/Tl]—l'z [e t/TZ—e « T)/TZ]} , t=2T, (2.9)
o'r

The equivalent circuit of the crosstalk model iswh in Figure 2.19(b), wherk,, C,, C,
andC, are respectively the aggressor line resistanta, capacitance of the aggressor line,
total capacitance of the victim line and couplirgpacitance between the two lINn&$._;,;
is the victim line resistance amit), is the driver resistance of the victim line. Thetim

resistance®, isR,_;,; + R,. The time constants,, 7;, andt, are given by

Tog = a? —4p (2.10)
2p
= 2.11
f a+ T ( )
2p
= 2.12
T2 a—1, ( )
where,
a=R,(C,+C.)+R,(C,+C,) (2.13)
B =R,R,(C,C.+C,C, +C.C,) (2.14)

The above expressions clearly show the dependdraesstalk noise on interconnect and

device parameters.

With technology scaling, signal speeds are incnggsinterconnect aspect ratios are
increasing and also interconnects are coming clddereover, the supply voltages and
also the design margins are reducing. More imptytamariability is also influencing

crosstalk effects. Therefore, it is important toalgee the performance of on-chip

communication networks in crosstalk environmenterritie impact of variability.
2.5.5 Power Dissipation

Buffer (repeater) insertion is a common techniqueptimize the performance of global
interconnects for on-chip communication networksthAechnology scaling, more and
more functionality is being integrated and thuscbip communication networks are also
growing rapidly. Moreover, the number of optimalfless per unit interconnect length are
also increasing (due to progressively resistiveeragnnect) and therefore very large

number of these buffers are used in high performassigns [59]-[60]. Optimal repeaters
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are used to construct delay optimal interconnestamd are of a significant size. Thus they
consume a proportionally large portion of the siicand power [61]. The power
dissipation has been pointed out as the main hgitactor in the scaling of the future
CMOS circuits [62]. Therefore, power estimation fom-chip communication (and the

whole chip) is an important metric to consider dgrihe design process.

The power dissipation in CMOS circuits comprisels; {the dynamic (switching) power
(Psw), (2) the short circuit poweiPs.) and (3) the leakage powéP,,,). The average

power can be expressed as the sum of these thmgeooents
Protar = Psw + Psc + Pleax (2.15)

A brief description of these power components v@gibelow [24], [42]:
2.5.5.1 Switching Power

Switching power is the power dissipation whenebhere is a state transition, from low-to-
high or from high-to-low, in the circuit. The engrgluring this transition is actually
consumed in charging or discharging (low-high oghhiow) the load capacitance
connected at the output of the driver (a buffer)déep sub-micron on-chip communication

networks, the load capacitance consists primafith® interconnect and gate capacitance.

The switching power dissipation in a buffer driviag interconnect of length having

resistancer and capacitance per unit length is given by [24]

Psy = a[s(co + cp) + lc]dedfCLK (2.16)
where

¢o =input capacitance of a minimum sized buffer,

¢, = output parasitic capacitance of the minimum sizeffer,
fcx = clock frequency,

V,a = power supply voltage,

s = buffer size,

a = switching or activity factor and gives the fractiof buffers switching during an
average clock cycle.

The switching power is independent of the rise alir time of the input waveform. The
expression oPsy,, (Eq. 2.16) shows that the switching power candakiced by reducing

the supply voltag®,,;. However, this is at the cost of increased delay.
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2.5.5.2 Short Circuit Power

The buffers or repeaters which are used to driveréonnects consist of inverters
constructed with nMOS and pMOS devices. If the tmjpua buffer has a finite rise time
and fall time, then during the switching processhboMOS and pMOS transistors may
conduct simultaneously for a short interval of tjini@erming a direct path between the
supply and ground for the flow of the current. ®i®rt circuit power is that dissipated
during this eventuality. Unlike the switching powéhne rise time and fall time play an
important role in the determination of the magnéwd the short circuit power. i, and

Vr, are the threshold voltages of the nMOS and pMGfststors respectively, then

following condition holds during the short circpitase
Vrn <Viy <Vaa = |Vp|

Approximating the short circuit current by a triatey waveform, the total short circuit

power is given by [24]
Pse = at,Vyq aninSISCfCLK (2.17)
where
W, .. =minimum width of the nMOS transistor,
s = transistor size
Is¢ = 65uA/um across all technologies.

t, is given by
Ty 1
t, = [rs(co +cp) + ;cl +riscy + Erclz] In3 (2.18)

If the input rise and fall times are much largeartithe output rise and fall times, the
transistors will conduct for longer time and therefshort circuit current will increase. It is
proposed in [63] that the short circuit current bareliminated if the power supply voltage

is adjusted such that
Vaa < Vrn + |[Vip|

Under this condition, both nMOS and pMOS transsieill not be ON simultaneously for
any input voltage. However, this technique will rake circuit more vulnerable to noise

effects due to reduced signal to noise ratio.
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Figure 2.20 shows a rough sketch of the voltagecament waveforms of a simple buffer
(inverter) circuit during its switching. Figure B(®) shows the short circuit current and
Figure 2.20(c) shows the switching current. Not #$hort circuit current is much smaller

as compared to the switching current.

2.5.5.3 Leakage (static) Power

Ideally, the power dissipation in CMOS circuitstli®ught to occur only during their state
transitions and once the circuits are in a stakdeéesthere should not be any power
dissipation. However, a leakage current flows tigrothe CMOS circuits during any of the
states. This constitutes an increasingly importaniponent of the total power dissipation-

called leakage power.
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Switching Current

Time

(©)

Figure 2.20: (a) A rough sketch of voltage and enirwaveforms of a simple buffer circuit, (a) ingrtd
output voltage waveforms, (b) the short circuitrent peaks appear when both nMOS and pMOS conduct,

and (c) the switching current used for the chargind discharging of the capacitive load.
Five major sources of leakage power in CMOS dewice464]

(1) Sub-threshold leakag€/SUB)

(ii) Gate oxide tunneling leakagédy)

(i)  Reverse bias junction leakag€éRREV)
(iv)  Gate induced drain leakagéGIDL)

(V) Gate current due to hot carrier injectighn)
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These effects are becoming more important as thdceke are miniaturized with
technology scaling and so leakage power is rapiddyeasing and dominating in the
CMOS circuits [65].

The buffers used in on-chip communication also leiklthis mode of power dissipation.
According to [24], the average amount of leakagevgroin the buffers inserted in the

interconnect is given by

Preak = Vaalieak (2.19)
= Vdd % (Ioffn anin + Ioffp mein) S (220)

where, I, = leakage current through the buffer,
Logs, (Ioffp) = |leakage current per unit width of nMOS (pMOS) siator,

Vl/nmin(mein) = width of the nMOS(pMOS) transistor in a minimumesbuffer(inverter).

Like delay, statistical device variability has alatroduced variability in the leakage power
and has become a point of serious concern in delegmicron technologies. Both delay
and leakage power variability, are seriously effecthe performance, yield and reliability
of the circuits and seems to be an obstacle inpifugression of designing power-

constrained high performance circuits using mimiagd devices [65]-[67].
2.5.6 On-Chip Area

On-chip communication networks are deeply spreadr dlie whole chip to provide
communication media to the functional units. Howewas previously stated, they consume
a larger portion of the chip area due to large nemif buffers. In future technology
generations, unconstrained optimal buffering oéricdnnects might require up to 80% of

the total on-chip area [68].

The area of the on-chip communication network mspdy the area occupied by the wires
and the area of CMOS circuitry used to drive theges (line drivers, buffers, switches,
etc.). The total area of the repeaters of siz#aced at regular intervals of lengthn an

interconnect of length can be estimated as

Ll,c¢s
Avepeaters = e{f (2.21)

where, l¢f is the effective transistor gate length. (Thisasually a lower bound; routing

might add more area).
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Limited area resources available on the chip hasderthis metric very important for the

present and future system designs.
2.5.7 Throughput

Throughput is one of the important parameterstefest and is defined as the average rate
of error free delivery of data over a communicatdhrannel. It is generally measured in

bits per second (bps) or data packets per second.
2.5.8 Bandwidth

Bandwidth refers to the maximum capacity of erroeef data transmission over a
communication channel. The higher the bandwidttiebevill be system performance and

so there are always been design efforts to maxitize
2.5.9 Parametric Yield

Due to process variations, the uncertainty in tbggsmance and power characteristics of
the designs is increasing [69]. This can lead sggaificant deviation of the manufactured

products from their actual designs.

Parametric yield is defined as the percentage efntfanufactured dies which meet the

specified frequency and power consumption requirge@0]. It can be calculated as

XTarget

P(x < Xrarget) = f p(6)de (2.22)
0

where, y is the observed delay or power dissipation gng.,.. is the corresponding

constraint.

The yield measurement could result in discardifegge number of dies which do not meet
the performance or power criteria, even if they aftf@erwise functional. This results in
parametric yield loss. Since power dissipation dethy are negatively correlated, fast
designs may consume more power, causing an inctegsél loss. Similarly, power

efficient designs may not fulfill the performancequirements and again result in yield

loss. Therefore, careful consideration of this mes required in the designs.
2.6 Performance Characterization Methodology

In some recent studies, the effect of intrinsicapaeter fluctuations introduced due to RDF
and other sources, on the performance of CMOS itsrtias been studied for the future
technology generations [71]-[73]. The 3-D atomisticulation method [74], [75] is used
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to study the effect of different sources of variiiypat device level. However, this method

is not feasible for circuit level analysis, beirgmputationally expensive.

In this research, the performance of on-chip comoation circuits for the future

technology generations of 25, 18 and 13 nm phygjatéd length bulk MOSFETSs has been
accurately characterized using Monte Carlo (MC)hodtand HSPICE simulations of a
large number of distinct realizations of the citcunder investigation. The industry
standard BSIM4 model card libraries have been frsethe given technology generations
[76]. These model card libraries are developedutinopparameter extraction strategy [77]
in which the comprehensive Glasgow 3D statistichygical device simulations are
performed and fluctuation information due to randawpant fluctuation (RDF) is

transferred into the model card libraries.

The devices in each library are macroscopicallyilambut are microscopically different
due to the difference in the number and positiothefdopant atoms in the channel. So all
the devices in each library have different chamsties due to statistical variations in the
device parameters and the distribution of theséatvans represents the distribution of
variations found in the general population. For #tatistical analysis, a Monte Carlo
simulation method has been used (as previouslhedytawith random selection of the
devices from the given model card libraries, whienstructing different circuit
realizations. The circuits are biased with a supplyage of 1.1V, 1.0V and 0.9V for the
technology generations of 25, 18, and 13 nm, resede [78]. Different delay
measurements taken during this study correspori% of the signal levels during the
transitions. Power measurements for the circuitse halso been made through this
methodology. Several sets of HSPICE simulationseHaaen performed for the transient

analysis of the circuits.
2.6.1 Extraction of I-V Characteristics of MOSFETs

The dependence of the device drain current on #ie goltage is given by the I-V

characteristic curves. In order to validate thé testhodology, the IV characteristics of the
devices in the library has been measured. Thesesurave been plotted for the nMOS
and pMOS devices of the given three technology ig¢iess and are shown in Figure 2.21.
Each set of the curves is plotted for 200 devieéeri from the model card libraries. The
blue curve (with symbols) over the red curves awaurve (with symbols) over the blue
curves is for the uniformly doped devices. Theswes match the data in [145] and show

that I-V characteristics of the devices in the mlozbed libraries differ from each other
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under the impact of RDF and lie on both sides efuhiformly doped device curves. It
may also be noted that the spread of these cuneesaises with technology scaling. This
hints that the delay characteristics of the deviee®l circuits) will certainly be affected

due to the variability in the |-V performance.
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Figure 2.21: 1-V characteristic curves of 200 desidor each of nMOS (left) and pMOS (right) for the
technology generations of 25, 18 and 13nm. Alontl wach set of curves, the characteristic curvehier
uniformly doped device is also plotted and the elisjpn of other curves around this curve showseffert
of variability due to RDF.
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2.7 Summary

This chapter gives an introduction to the on-clopnmunication structures used in SoCs.
In all the structures, the underlying communicatioks play an important role in their

design. Therefore, modeling of interconnects usedthiese links is first presented.
Subsequently, different performance metrics useceualuate the performance of the
communication structures in DSM regions have basoudsed. Finally, the methodology

used in this thesis to characterize the performahdéferent circuits is outlined.
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Chapter 3

Communication Structures under

Device Variability

A clock distribution network (CDN) and a data chah(DC) consists of basic circuit
elements like tapered buffer drivers, buffers (e#pes), flip-flops (or latches) and
interconnects, as shown in Figure 3.1. Hence théopeance of CDN and DC (and
consequently the synchronous system) depends orpeh®rmance of these circuit

elements.

The performance of on-chip communication circu@®N or DCs) can be estimated either
through modelling or simulation. However, it is yatifficult (if possible) to accurately
model these circuits while considering variabil@ifects due to different parameters. In
this situation, simulation can provide accurateuitss The performance can be
characterized by simulating the complete commuiginahetwork or from the known
performance of the individual communication elerseAgain, evaluating the performance
of a complete communication network through simakatis computationally very
expensive and might not be feasible for large systelherefore, the performance of such
large systems can be estimated with reasonablerasycwsing the performance of the

individual communication structures in some st tframework.
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Figure 3.1: Communication structures in CDN andhddtannels: (a) an H-type CDN, (b) a repeater teder

synchronous data channel, (c) a flip-flop baseeélpipd data channel.
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In this chapter we present a systematic studyvesiigate the effect that variability will
introduce in the communication structures for fattechnology generations. Such a study
becomes important for designers and academia $dahénacan formulate efficient design
methodologies for the coming technology generatiorer tight design margins and other
technology challenges.

3.1 Technology Scaling and Gate Delay

In a particular technology generation, the maximelotk speed and the speed at which
computation can be performed, is determined bygtie delay. On-chip communication
will need to be designed to support these speedsler to preclude data starvation. Due to
statistical variation in the devices, gate delapaslonger a fixed quantity, but a random
variable (RV) which follows a given distributionoFbetter estimation of the maximum
clock speed, statistically accurate descriptiorthef delay is required to be derived with
consideration of the effects introduced due toalality. In this section, we study the
impact of device variability in the gate delay of mverter in a given technology, as
representative of delay in more complex combinatiaircuits and gates. This delay has
been measured in terms of FO4 delay and is usadeference or benchmark to which we
can compare the results of the communication strast The metric FO4 delay or “fan-
out-of-four inverter delay” has been used elsewl@and is a quite reasonable metric, as
four is the typical average gate connectivity idigital circuit [79]. This is defined as the
delay through an inverter driving four copies cflf. Since the effect of variability is

more pronounced in smaller geometries, FO4 delaylean measured corresponding to
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Figure 3.2: The definition of FO4 delay.
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the delay of minimum sized inverters, as shown igufe 3.2. Here we have used
minimum sized inverters of size,,;,=25, 18 and 13 nm for the given three technology

generations of 25, 18 and 13 nm, respectively.

HSPICE simulations were performed (using the MdZ&elo method, described in section
2.6) and FO4 delay measurements were taken fogittem technology generations. The
mean value of the FO4 delay is plotted for thedhexhnologies and results are shown in
Figure 3.3. The standard deviation of the FO4 dislaso represented in the form of error
bars. It can be seen that the mean value of the d&lsly decreases, whereas the delay
variability increases, with the decrease of the dagth. This is to be expected. However,
we are interested in determining the nature ofdbky distributions. For this reason,
histograms are plotted from the measurement datashawn in Figure 3.4. It becomes
evident that the dispersion of the distributiongréases with gate length scaling.
Moreover, the distributions are asymmetric abowt thean delay and the degree of
asymmetry increases with the decrease of the gattH. The positively skewed nature of
the distributions has a detrimental impact on #dgymance of the circuits as a significant
number of samples beyond the nominal value implyng tail which will certainly limit

the speed of the circuits and also introduceshiétiaissues.

11

10 .

FO4 Delay (ps)

3 1 1 1
25 18 13

Technology Generation (nm)
Figure 3.3: FO4 delay for different technology gesiens. The error bars represent the uncertaimty i
delay(+10).

More importantly, it becomes obvious that the dise and the worst case of FO4 delay

grow hyper-linearly as the technology scales dolue to this fact, the performance of
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circuits will certainly be affected unless somereotive measures are not incorporated in
their design. The effect becomes more importarnthen design of synchronous systems
under the tight design margins typical of high parfance circuits. It is obvious then, that
variability in the devices warrants a careful cdesation during the design of high

performance circuits.
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Figure 3.4: Delay distribution of minimum sized émers with a fan-out of four for the technology

generations of 25, 18, and 13 nm.

3.2 Delay Uncertainty in Buffers

The efficiency of high performance circuits not yrdepends on the performance of
computational elements but also depends greatlytl@n communication network

responsible for the exchange of data between thmpatational elements. Delay
uncertainty in the clock signal can produce setod hold time violations at the data
registers. Similar violations can also occur in ta&a signals. A large number of buffers
are used in these communication networks that naonduce delay uncertainty in the
signals. For designing high performance circuitstiiwcorrespondingly tight timing

constraints), the delay uncertainty will have to beduced. Therefore, design

methodologies that reduce delay uncertainty shoeldxplored.

42



Chapter 3 Communication Structures under Device Variabili

The delay of a CMOS buffer (inverter) to the fiostler, as given by Bakoglu [51] is

ty = 0.7R 4, C, (3.1)
whereR ., is the on-resistance ar is the capacitive load at the output of the imnmert
The inverter resistanae;,,,, which is approximated by averaging the drain ents at the

extreme points (0 anid,) of the high-to-low and low-to-high transitions,given by

L
R.. =
arv WuCox(Vpp — Vr)

(3.2)

where,

L = transistor gate length,

W = transistor gate width,

C,x = gate capacitance per unit area,

u = mobility of the transistor,

Vpp= supply voltage.

A variation in these factors will cause the inventesistance (and consequently the drain
current) to change and eventually will result imiahility of the gate delay. In deep sub-
micron (DSM) region, it is impossible to preciselyntrol all transistor parameters during
the fabrication process. Therefore in a batch milar transistors, different parameters can
have a complete distribution with some nominal gaknd a wide spread about this
nominal value. For instance, due to variationggrticular to random dopant fluctuations),
the threshold voltagg; of the transistors will have some distributiondesi or narrower).
Hence, the on-resistance of the transistors cafomger be treated as a fixed quantity;
rather it will follow a distribution, resulting ithe distribution of the inverter delay. Let

Xaev Fepresents the effect of RDF Bp, then the on-resistance of the inverter will beegi

by

L
R = 3.3
arv WuCox(Vop — VrXdev) 55)
Therefore,
0.7LC,
(3.4)

fa = WuCox (Vop — VrXaev)
In order to evaluate the effect of variations Wp on the delay of the inverter, we
differentiatet,; with respect tg,,.,,, yielding
oty 0.7LV;C,
OXaev WHCoy (Vob — VrXaev)?
This shows that the sensitivity of the inverterageis inversely proportional to the size

(3.5)

(width) of the inverter. In the same way, the dedapsitivity to other transistor parameters
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can be determined. Therefore, we can deduce thatithple technique of circuit scaling

can be used to minimize the effect of RDF on dekyability.

We proceed to quantify the effect of RDF on theaggderformance of individual buffers
of different sizes. To this end SPICE models anesliged for the buffers of sizes 1, 2, 3,
5, 7, 10, 15, 20, and 25 times,;,, with a load of &5w,,;, buffer connected at their
output (wherew,,;,, = size of the minimum sized buffer = 25, 18 andnb3 for the given
three technology generations). The results of M@&do simulations are shown in Figure
3.5, where mean delay and delay variability arétptbfor the given buffer sizes. It can be
seen that the buffer delay and dispersion in dedaypversely proportional to the buffer
size, as expected from equation (3.4) and (3.5yeNaportantly, the relation is not linear
and a small increase in the size of the buffergiae us significant advantage towards the

improvement in delay and delay variability, espigiat smaller buffer sizes.

It has also been found that there is a differencé amount of delay variability for low-
to-high and high-to-low transitions, as shown by thashed lines in Figure 3.6. For
instance, it is larger during high-to-low transit®oand the effect is more prominent at
smaller buffer sizes. This is due to the inherdiO% and pMOS asymmetries i-e the size
of the pMOS transistor is normally taken as twite size of the nMOS transistor to make
identical delay in both swings. Therefore, whilensidering delay variability, its

magnitude in both swings is required to be consder
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Figure 3.5: Mean buffer delay (a), Delay variakil{b), plotted as a function of buffer size for b&
technology generation. The curves have been plétetthe average response in low-to-high and higlew

transitions.
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If we assume that delay variations in buffers dfedent sizes are independent of each
other and ifV;(1wy,in) = 30(1wWnin)/u(1wy,,) is the delay variability of a minimum
sized inverter in a given technology generatioentthe delay variability of an inverter of
sizemw,,;, can be approximated as

3o0(mwpn) o 30 (W) / u(IWpnin)
1 (MWmin) Vm

(due to properties of the normal distribution). Srelation can be used to make an estimate

(3.6)

Va (mein) =

of the delay variability in a buffer of given sizeé.is, however, important to mention that
equation (3.6) gives only an approximate resultpeemlly in deep sub-micron
technologies because this relation is valid for disributions which are close to the
normal distribution. However, we have seen thatdbty distributions under RDF are

skewed and the degree of skewness increases withggdown of the technology.
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Figure 3.6: Delay variability plotted against buffize for 18 nm buffers. The smaller dashed |negsesent
delay variability for low-to-high transition anddger dashed lines for high-to-low transition. Sarly, the

solid lines are for the average response.

3.2.1 Skewness of Delay Distributions

Skewness is a measure of the degree of asymmatly @f symmetry) of a probability

distribution of a real valued random variable. T8leewness of a distribution can be
positive or negative or zero. If the tail on thghti side of the probability density function
is more pronounced than the left tail, the distiitouis said to have positive skewness. In

this case, the bulk of the values lie to the Iéfthe mean. If the reverse is true, it is said to
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have negative skewness. Zero skewness indicatéshihavalues are relatively evenly

distributed on both sides of the mean. The skewofadistribution is defined as

wherey; is thei™ central moment.

As we have mentioned earlier, delay distributiohthe buffers under RDF are positively
skewed. The degree of skewness, however, depentte @ize of the buffers. Figure 3.7
shows the dependence of the skewness on the side difuffers for 13 nm technology
generation. The curve shows that the delay digidhs corresponding to small buffers are
significantly skewed and the degree of skewnessedses as the size of the buffers

increases. Thus for larger buffers, the delay ibistions tend to approximate Gaussian

distribution.
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We will discuss skewness in more detail in Chagter

Figure 3.7: Skewness of delay distributions asatfon of the buffer size for 13 nm technology.
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3.3 Ring Oscillator (RO)

A ring oscillator is a type of test structure whishcommonly used [80]-[81] for timing
tests. It requires only one input start up sigoalno signal in case of self oscillating) and
gives output in the form of frequency. This circeain be used to assess the performance of

buffers under the impact of RDF for a certain inpighal and load conditions. A five stage
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Chapter 3 Communication Structures under Device Variabili

ring oscillator is shown in Figure 3.8 where theveiriers have been constructed of
minimum sized square devices and interconnect dapae have been assumed to be

negligible.

W S O o L . R
H0HC A0 HCHD T
' L

Figure 3.8: A five-stage ring oscillator circuitrgtructed of minimum sized devices.

The netlists for the ring oscillator were generatedh random selection of the
devices from the model card libraries and HSPIQRusations were performed. The
results show that the average delay of a five-stagg oscillator for 25 and 18 nm
technology generation is 20.4 ps and 16.6 ps, whkmfiesponds to a frequency of
24 5GHz and 30.1GHz respectively. However, due @FRthe frequency has a
spread with standard deviation of 0.8GHz and 1.67 G¢drresponding to a five-stage
delay variation 065=0.67ps an&=0.925ps), respectively for 25 and 18nm technology
generations. This shows that the uncertainty in tihneng signals increases with

technology scaling.
3.4 Tapered Buffer Drivers

In CMOS integrated circuits, large capacitancescaramon in large fan-out circuits and/
or in long range interconnects. Therefore, in orgesource and sink a relatively large
amount of current, a tapered buffer system is useltive such circuitry, especially where
the load is predominantly capacitive. For instarinea clock distribution network, such
drivers are used to power up the clock source kigisin any element, device variability
will introduce delay uncertainty in these driveesulting in the introduction of skew in
clock distribution networks and in on-chip commuation networks, thus limiting the

performance and yield.

Such drivers are composed of a chain of cascadeult@rs with increasing buffer sizes as

shown in Figure 3.9. The drivers are sized accgrthn[82] with total number of inverters
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in the system equal t& such that the last inverter in the chain can dtive load
connected at its output. For the optimal delaygrennce of tapered buffers, a logarithmic
tapering factor £ = e = 2.72) has been proposed [83], though in practice thigevas

seldom used.

A VDD Tapering Factor

Figure 3.9: Tapered buffer driver system.

While using such buffers in the circuits, theiraleperformance under device variability
needs to be known. Therefore, in this work we havestigated their delay performance
when implemented in the given three technologiesh&in of five inverters (the first stage
being of minimum size) has been used for this sty adjacent inverters in the driver
chain are sized with a tapering facfoequal to 3. The delay performance of the drivers

has been studied during low-to-high and high-to-iopwut transitions.

50 T T T T T
45

0 1 I I I
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Stage Number

Figure 3.10: Cumulative mean delay in tapered buffivers of the given three technology generataoag

with the delay uncertainty shown as error barsrésponding to &).

48



Chapter 3 Communication Structures under Device Variabili

The results show that as we proceed along the abfainverters, the cumulative mean

delay increases at each next stage, in a lineanenaas shown by the straight lines in
Figure 3.10. However, the slope of these lines es®s with technology scaling, which
means that tapered buffers can be constructed wslttively lesser delay penalty for

smaller technologies. However due to device vadiigpthe inverters used in the tapered
buffer drivers introduce delay uncertainty at eatztge which accumulates statistically and
appears at the output of the driver. The amourhisfdelay variability increases in a non
linear fashion with the number of stages and isshm the form of error bars in Figure

3.10. This delay variability will have a detrimehgdfect in the designing of high speed
circuits. The tapered buffer drivers from all thewem technology generations show the

same response and maximum delay variability has beserved in 13 nm drivers.
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Figure 3.11: Delay variability introduced by diféert stages of the tapered buffer driver for lovhitgh input
transition.

Since inverters of different sizes are used in dhiger chain, the share of each stage
towards delay variability cannot be the same. Tésulis show that earlier stages of the
tapered buffer drivers contribute a major portidntiee delay variability (as shown in
Figure 3.11), because they are constructed witttively smaller transistors. Again, it has
also been found that the delay uncertainty intreduzy each stage is different during low-
to-high and high-to-low transitions due to the ceasnentioned before. However, this
difference reduces as we move along the chain ttsMarger sizes. This fact is shown in

Figure 3.12 where the gap between the two solidsligradually decreases with stage
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number and finally the lines almost coincide aftex fifth stage. The difference developed
in all the stages travels through the chain andimoatates accordingly, thus making a
difference in the delay variability at the outptitlie nt" stage, depending upon the type of
the input transition. For instance, the differencéhe delay variability for low-to-high and
high-to-low input transitions at the output of t8& and %' stages is about 9% and 5%,
respectively, for 13 nm drivers. It is also observihat maximum delay variability
appears in the cumulative and stage delays forttetvgh input transitions, as shown in
Figure 3.12.

70
—e&—  Stage Vd-HL transition
\  —#&— Stage Vd-LH transition
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Figure 3.12: Cumulative and stage delay variabditying low-to-high and high-to-low transitions fb8 nm
tapered buffer driver.

As previously stated, during the circuit desigriapering facto = e is not always the
best choice and so tapered buffers with differapeting factor are used. Therefore, we
have extended the study on tapered buffers to Beeeffect of 5 on their delay
characteristics. The results are shown in Figule3,3where delay variability has been
plotted for the tapered buffers having taperingdes of two, three and four for the given
three technology generations. In all these caapsréd buffers are so constructed that their
first stage is a minimum sized invertev,(;, = 25, 18 and 13 nm for the technology
generation of 25, 18 and 13 nm, respectively) witimber of stages equal to 6, 4 and 3
corresponding to the tapering factor of 2, 3, andedpectively. All these tapered buffers

are driving a load equivalent to as4;,, inverter in the corresponding technology.

50



Chapter 3 Communication Structures under Device Variabili

An interesting observation has been made on thdtsethat delay variability increases
with the increase of tapering factor and this dffeecomes more prominent for smaller
technology generations. This is to be expectedesitite majority of variability is

introduced by the smaller inverters. As discusseidie, the delay variability is different

for low-to-high and high-to-low transitions for eveproperly T-sized devices in the
inverters (for identical performance in both swingdowever, it has been observed that
this difference in performance also increases withincrease of the tapering factor and

becomes worse for smaller technologies at largeariag factors.
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Figure 3.13: Delay variability of tapered buffeivers for different tapering factors during highttowv and

low-to-high input transitions.

Larger tapering factors are sometimes attractivepimver and area efficient designs.
However, in the presence of device variability, tesigners will have to make a trade-off
between these parameters and the amount of tadedsdhy variability (largef means

lesser power and area requirement as comparedaltesf) but greater delay variability).
If n is the stage number in the tapered buffer drivem its size will be given by
w(n) =gt (3.7)

Due to random dopant fluctuations, the delay uaga introduced by each stage of the
tapered buffer driver is independent of each ofmelependent RVs). Therefore, the delay

uncertainty introduced by the" stage can be approximated by
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0-(:lvvmin )

Jw(n)

For optimally sized chain of buffers (accordingstpin the tapered buffer driver, the mean

oq(n) = (3.8)

value of the delay at‘" stage is

tdmean (n) ~n- tdmgan(lwmin) (39)

By using equation (3.8) and (3.9), the delay valitgbat the n"* stage of the tapered

buffer driver can be approximated in first order as

[3J6§(1) +05(2) +05(3) ... aj(n)]
Vd(n) ~ l[ t ) Jl
dmean

~ {3"2?:105(1)]'
Va(n) = —l

| apmoan ()

| |

The denominator of equation (3.10) increases ligednereas the numerator increases as a

(3.10)

square root with the increase of the number ofestaig a tapered buffer driver. This means
that the delay variability decreases with the iaseeof buffer stages; however at the cost

of a relatively slower driver.
3.5 Repeaters

Owing to the technology scaling, the interconnectbecoming slower relative to the
devices. Therefore, the use of repeaters is vemnoon in long interconnects for reducing
the dependence of the interconnect delay on lefngth quadratic to linear. Although, the
insertion of repeaters in the interconnect linekices the overall delay, it introduces delay
uncertainty in the lines. In the individual intentect lines, the effect of the delay
uncertainty introduced by the repeaters is thatbdwedwidth will have to be reduced in
order to obtain a particular yield. In clock distrtion networks, the delay variation due to
these repeaters can produce skew across varionshiesaand will limit its performance.
This delay variation is particularly unfavourabewider communication channels because
in synchronous links, the speed of the link is tediby the slowest line in the complete
channel. Due to statistical variations in the desjahe cumulative delay at the receiving
end of the communication channel will become a oamd/ariable. Moreover, the delay

characteristics of the same communication chanmelifferent chips produced in the same
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batch will not be the same but randomly distribut@tierefore, while designing such
communication links, the delay characteristicshef tepeaters should be known to explore

different design options for better performance.

In this study, we have quantified the amount o&gelariability in a chain of repeaters of
various sizes. Figure 3.14 shows the results ferrépeaters constructed with minimum
sized inverters (MSI). It is evident that the meaimulative delay increases linearly with
the increase of the number of repeater stagesdnctain. The dispersion (standard
deviation) of delay also increases as square rbtteonumber of repeater stages. This is
because statistical variations in each repeatgesdee independent of each other and can
be additive or subtractive towards the cumulatieay The delay variability on the other
hand decreases with the number of repeater stagest khe expense of reduced speed of

the repeater line.
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Figure 3.14: Delay variability in a chain of minimusized repeaters of 13 nm plotted against the suwb

repeater stages.

If t4 , is the mean delay ang;__is the standard deviation in the delay for evectisn of

repeated interconnect line, then the cumulativemaeday at thert” stage will be
ta,,,(M) =ntg (3.11)
and the standard deviation for cumulative delapiatstage will be

04, (M) =~ nag,, (3.12)
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Therefore, the normalized delay variability at t#i& stage will be

_ 3O-dcu_m (n) ~ 3\/ﬁo-dsec _ 3O-dsec

v, = ~ _
cum tdcum (n) ntdsec \/ﬁtdsec

(3.13)

Since the magnitude of the delay uncertainty inioedl by buffers (inverters) depends on
their size, a repeater line having large sized a&ge will have less delay variability as
compared to one constructed with small repeatawsndra particular interconnect load.
The simulation results shown in Figure 3.15 enddlse fact. Here cumulative delay
uncertainty has been plotted as a function of reepesaze for a chain of 20 repeaters. The
results demonstrate that a repeater interconneitt Marge repeaters offers less delay
uncertainty as compared to the similar chain coiestd with small repeaters. However, a
trade-off will have to be made for getting this adiage, as large sized repeaters consume

more power and chip area.
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Figure 3.15: Cumulative delay variability plottesl afunction of repeater size in a chain of 20 atgrs.
3.6 Data Storage Elements (Flip-flops)

A common technique to enhance the throughput icleymous digital circuits is the use
of Flip-Flops (FFs) to implement pipelined desig8smilarly, flip-flops are also used for
the storage of different digital signals on thepghior instance as the last stage of a
communication channel. Thus clocked storage elesnam@ essential for a digital circuit.
As a result of this tendency, the number of flipg$ on a chip is growing and therefore
FFs represent a significant area of the chip.
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The performance of the circuits incorporating flipps as storage elements depends, to a
great extent, on the timing characteristics of ti@flops. However, as before, these
become random variates due to variability. Consetiyiethe performance of the whole
circuit is affected by this variability. Hence iedomes imperative to estimate the timing

characteristics of the flip-flops under the impatstatistical variations in order to design
high-performance circuits with high yield.
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Figure 3.16: Schematic view of a standard CMOSipffbp circuit [84]-[85].
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Figure 3.17: Basic timing parameters of a flip-flop

In this work, the effect of device variability die RDF on the timing characteristics of a
standard CMOS D-flip-flop (DFF) [84]-[85], as showm Figure 3.16, has been studied.
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Flip-flops are typically characterized by differgimhing parameters which are pictorially
represented in Figure 3.17. Since accurate analytiodelling of flip-flops with statistical
variations in the devices is difficult, transiemiadysis of the timing parameters of the FFs
has been performed through HSPICE simulations dourate results. Although flip-flops
of various sizes are available in the standard ltwkries used for modern designs, we

chose to construct them with the minimum sizerfiirimum transistor dimensions).
3.6.1 Timing Measurement Procedure

The procedure adopted for the measurement of drffeirming parameters of the flip-flops

is given below:
3.6.1.1 Setup time

The minimum data-to-clock rising edge time for white flip-flop correctly latches the
data is the setup time. In order to find the seime for a large sample of flip-flops under
RDF, a rough estimation of it is made first. Foistipurpose the flip-flop circuit is
constructed using uniform devices (having uniforopaht fluctuations and is available in
the device models). The clock pulse width is madaécsently large and the data is also
kept stable for sufficiently long time after theiaal of the clock signal. The data is made
available at the data input D of the flip-flop quéarlier than the arrival of the clock edge.
Thus the flip-flop safely latches the data at otifpuin the next step, the data at input port
D is made available with some delay than the previcase and latching of the data at the
output of the flip-flop is monitored. The processepeated until the flip- flop is just able
to hold the data. At this point, the time differerfsetween the arrival of the data and the
clock signal is the setup time for the uniform @e@. This value gives a reference point
and setup times of large number of devices undeF R expected to lie around this

value.

Now 5500 netlists of the flip-flop circuits wererggrated with random selection of devices
from the model card libraries. For each of thesdist® several new netlists were

generated by gradually delaying the arrival timehef data (with an increment of 0.2ps),
starting from a large value with reference to teug time we have already measured for
the uniform devices. HSPICE simulations were cdroet and setup time was measured

for each of the flip-flops.
3.6.1.2 Hold Time

The hold times were measured in a similar way as$ ¢ the setup time. During the

measurements, the setup time and the clock puldth wiere made sufficiently large to
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avoid setup time and other timing violations. Theet for which the data remains stable
after the clock pulse was gradually reduced (stgrtiom a long time) and the hold time
was measured as the minimum time between the resiigg of the clock and the falling
edge of the data for which the data at output €prsectly registered. Again the hold times
were measured with an accuracy of 0.2ps for tipeflitip circuits used for the setup time

measurement.
3.6.1.3 CLK-t0-Q time

The CLK-to-Q time is measured as the time delayben the rising edge of the clock and
the output Q. Since CLK-to-Q time depends on thevalrtime of the data prior to the
clock edge (D-to-CLK time) as shown in Figure 3.fl&refore in this study CLK-t0-Q
time has been measured for large value of D-to-@ke. Similarly, the hold time and
clock pulse width were also made quite large toichemy of the timing violations due to
these parameters. These measurements were maskvéoal flip-flops (5500) constructed

with random selection of devices and CLK-to-Q timeneasured with an accuracy of 0.2ps.
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Figure 3.18: Dependence of CLK-to-Q delay on th{fZLK time.
3.6.1.4 Minimum Clock Pulse Width

Again for these measurements, the setup time aldtinees were made sufficiently large.
The clock pulse width was gradually reduced to measninimum clock pulse width for
which the flip-flop can hold data, similar to thechnique used for setup time

measurement.
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3.6.2 Results and Discussion

From the Monte Carlo simulations, different timipgrameters of the flip-flops have been
characterized and are given in Table 3.1 in terihshe first four moments of their
distribution. The results show that the timing paegers of the flip-flops are very sensitive
to statistical variation in the devices. It hasrbebserved that while the mean decreases,
the dispersion of these timing parameters is irsg@awith technology scaling. The
increase in the standard deviation quantifies thispersion and warns for careful
consideration of timing variability analysis durititge design of synchronous systems. For
instance, for 13nm technology generation, the i (c/Q) in the setup time increases
up to 13%. Similarly, the variation in the hold &mthe clock-to-Q time and minimum
pulse width requirement reaches up to 15%, 19% 22fb, respectively. Due to the
variability in the timing parameters of the flipfis, extra safety margins will have to be
assigned, thus slowing the pipeline. Although tlédHime is negative for the Master-
Slave flip-flops used, its spread also increasdschvsuggests transparent latches will be

affected by this increase.

Table 3.1: Statistical Analysis of the Timing Paetens of a Standard Flip-flop

Statistical attribute Technology Setl(J[[))S;l'im Hol((:);l')ime C‘II'_ir};-eQ D-?pgme Mi?bSI;W
Mean, u (ps 25 nr 17.t -12.7 igsé 43.7 12.€
Standard deviatioto (ps; 0.7¢ 0.7z 0.8¢ 4.84 1.1C
Skewnes 0.3¢ -0.32 0.2 1.6¢ 0.0¢
Kurtosis 3.4¢ 3.0¢ 3.2¢ 7.32 2.9¢
Mean, p (ps 18 nir 14.5 -10.2 11.1 36.2 10.4
Standard deviatioto (ps; 1.0¢ 0.91 1.0¢ 4.67 1.37
Skewnes 0.5¢ -0.44 0.3¢€ 1.74 -0.38¢
Kurtosis 3.81 3.67 3.2¢ 7.817 6.97
Mean, p (ps 13 nir 9.t -6.3¢ 6.¢ 23.¢ 7.54
Standard deviatiotc (ps; 1.2t 0.9¢ 1.2¢ 3.94 1.4¢
Skewnes 0.94 -0.8¢ 0.8¢ 1.7¢ -0.17
Kurtosis 4.4¢ 4.4¢ 4.71 9.4C 5.82

From Figure 3.19, we can see that setup time, thold and CLK-to-Q time spans a large

timing space (there appears to be no visible catiogl between the parameters) and design
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margins will have to be chosen while keeping inwithis space in order to achieve a

particular yield.
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@

18

12
CLK-Q Time (ps)

Setup Time (ps) 14749

Figure 3.19: 3D-space occupied by the timing pataraef the DFF.

Circuits become increasingly faster with technolsggling, demanding a drastic reduction
in the tolerances allowed to their clocks. Howevke, magnitude of the timing variability
we have observed in the flip-flop circuits will tainly tend to reduce the performance of

the circuits, unless some corrective measuresaraken.

3.7 Interconnect

The interconnect also exhibits variation in its refuéeristics due to the structural variation
in the lateral and vertical dimensions. Besidesemit variations, the structural variation
in the interconnect can appear in conductor thisti®, the widt{WW), and interlayer
dielectric thicknesd). It is important to mention that interconnect dgpgcis not an
independent parameter and is automatically effegtéd the variation in interconnect
width. In addition, there are other sources ofrta@nect variability such as surface and
edge roughness or sidewall thickness but all ofehgeometrical variations result in the
deviation of the electrical properties of the iotemect like, the resistandg), the
capacitance(C) and the inductancg€l). Consequently, this will result in the delay

variability of interconnects.
3.8 Performance of Communication Links

The variability in the delay characteristics of thedividual communication circuits

(discussed above) will cause uncertainty in theaigelay through the complete channel.
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If the delay of a signal is larger than the nomiwalue plus the design margin, this will
introduce a link failure. In order to get the bestrformance of the design, we need to
quantify the effect and allow for the expected adoin in the design margins. It is
important that these margins are neither pessitnjathich waste resources) nor optimistic
(which affect yield). Whatever these margins arés certain that under delay variability,
the throughput of the channel will have to be delyacompromised (as compared to the
deterministic case) in order to keep the probabibf link failure below a certain
acceptable limit. Conversely, additional resour(@®a and power) will be required to
attain the same bandwidth. It is clear then thavicge variability will contribute
significantly towards the performance/area/powempmmise of clock distribution

networks and the data links, which are basicallpposed of these structures.
3.8.1 Estimation of Link Performance

A simple communication link is shown in Figure 3.2@ich consists of tapered buffer
drivers, interconnect wires, repeaters and dataagto elements. The output of the
combinational logic is powered up using taperedfdsutiriver before transmitting it
through the link. The repeaters are used to imptheedelay characteristics, especially in
predominantly resistive interconnects. Similarhp flops or latches are used to hold the
data at the receiving end. The link operating fezgpy depends upon the cumulative delay
introduced by each of these elements plus the st of the flip-flop. The nominal
delay of such a data link from input to output dam calculated using the following

equation

Tayme = tarap-purs T tdrep—inter T ECLK—Qpp (3.14)

In the above expressioffy, . is the total delay of the link, is the repeater-

rep_inter

inserted interconnect delay angy o, is the CLK-Q time of the flip-flop.

Vout

Tapered Buffer
Driver

>
Section of repeated-
interconnect

Figure 3.20: A simple data communication link. Téignal coming out from the combinational logic is
powered up through tapered buffer driver and thgmasses through the repeater inserted intercorioect

reach the input of the flip-flop.
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Let k be the number of repeaters (each of $izémes the size of the minimum sized
repeater). In a particular technology, if the owtipypedance of a minimum sized inverter
iS Ry, @nd output capacitance Gy,.,, then the output impedance of a repeater of kize
becomesk,,,/h and the output capacitanéex C,,.,. In Figure 3.20, the symboRiir-
represents a capacitively coupled interconnectvdfassume thak is the interconnect
resistance(. is the coupling capacitance with the neighbounitgrconnects ands is the
self capacitance of the interconnect, the propagadielay of one section of the repeated
interconnect [86], which is taken to be the timdfedence of the input and output
waveforms at 50% of the transition points, is gitgn

to.ssec = 0.7Rgry (Cs + Cypy + 2.2 X 2C.) + R(0.4C5 + 0.58C, + 0.7Cyy,) (3.15)

The total delay of the interconnect inserted wéheaters is given by

Rary (Cs 2C, R Cs Ce
tos =k [O'7T (7 +hCary + 22— ) +o <0.4? +058-~+ 0.7hCm)] (3.16)

Under the assumption of statistical independenke, time delay in the link can be

calculated from its component’s distributions d&fes

leink ~ udtap—buff + ”drep—inter + #CLK_QFF

2 2 2
+ \]O- dtap—buff to drep—inter to CLK—-QFF (317)

This equation consists of two parts, the mean vahe standard deviation of the delay
distribution. The standard deviation has been addélde mean delay in order to estimate
the maximum delay @ or 60 can also be used to estimate the worst casedayf)d&wo

parts of the equation (3.17) can be denoted as

udlink = udtap—buff +”drep—inter +uCLK—QFF (318)
—_ 2 2 2
O-dlink - \]O- dtap—buff to drep—inter to CLK-QFF (319)
L 2 .
Similarly, Herep_inter ando drep—inter TE QIVEN by
#drep—inter = Usec1 T Usecz T Usecz T " Usecn (320)
and
2 — 2 2 2 2
drep—inter O0%ec1 T 0%ec2 + 0%z + 0%y (321)

whereu,,. ando?,,. represents the mean and variance of the delagadf section of the

repeater inserted interconnect.

Now if we have complete description of the delayarelsteristics of the individual
communication structures under the impact of deai@# or interconnect variability due to

any of their parameters, we can approximate theatlygerformance of the complete link
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using equations (3.17)-(3.21). The results canla¢sosed to estimate the probability of the

link failure due to variability, as explained below
3.8.2 Link Failure Probability

Let us assume that the link is operating at a cfoeguencyf having clock period’c; k.
For the flip-flop (having setup timé&,,,) to correctly latch the data, the delay of the

interconnect must satisfy the following constraint

TCLK - Tsetup = tdtap—buff + tdrep—inter
Therefore, the probability that correct data is¢raitted between the input and output is

given by

q =P (Teuk — Toerwp = taray-pusy + Lrep-incer) (3.22)
A design margin is also used to cater for the defayation due to different circuit

parameters and let it ldg,,. Therefore, expression (3.22) can be written as

q= P (TCLK - Am - Tsetup = tdtap—buff + tdrep—inter) (323)
We define the time delay between the input of #peeted buffer driver and the input D of
the receiving flip-flop to b, . Then the probability that the delay of the linklve

greater thac x — Ay, — Tsernp IS given by

P[Télink >Terg = Bm — Tsetup] =1- P[Télink <Tck = Bm — Tsetup]

=1—F /TCLK B Am B “59“11) B lJ'dlink\ (324)
\ (G + e

!
Terk — A Hsetup Hd“nk

J (6, ) + (Gsetup)?

(3.25)

In the above expressions,

! —
My — Hdeap-burs T My op_inter

andGdlink = \/O-Zdtap—buff + O-Zdrep—inter
If we assume that the delay variability in the &l@ignal isoc x with some meamp ;,
Eqg. (3.25) will become

62



Chapter 3 Communication Structures under Device Variabili

!
Ucrk — Dm Hsetup “dunk

\](G&link)z + (Gsetup)? + (OcLk)?

(3.26)

P[Télink > Terg — Am - Tsetup] =

Again in expressions (3.24)-(3.26, is the cumulative distribution function of the Kin
delay andQ is the classical error function, respectively. TBarjesson’s approximation

[87], as given below, can be used to evalgate

forx =0

Qb )N[(l—a)x+a\/x2+ ]

with a = 1/;; andb = 27
3.8.3 Case Study

Consider a typical interconnect of length 508, width 0.675um, and thickness 0.324
um in 18 nm technology. The delay characteristicshed interconnect inserted with 10
repeaters of sizeug,;, are given in Table 3.2 along with the performackaracteristics

of the tapered buffer driver and flip-flop usedhe complete link.

Table 3.2: Statistical Delay Characteristics off@iént Elements of the Link. These values have baleen

from the characterization data of different eleraent

Tapered Buffer | Repeater Inserted Flip-Flop Setup | Flip-Flop CLK-
Interconnect Time Q Time
Mean,u 20.95 ps 152.9 ps 14.52 ps 11.12 ps
Standard Deviationy 1.11 ps 2.12 ps 1.05 ps 1.09 ps

For a design margid,,= 5 ps and an uncertainty in the clock period x = 2 ps, the
probability of the link failure has been plottedaainction of the operating frequency and
is shown in Figure 3.21. Both curves, one obtainsohg equation 3.26 and the other
through Monte Carlo simulation of the complete atelnare shown for comparison. It has
been observed that beyond a certain operating drexy the link failure probability starts
increasing from zero (observe the slope due toaspirethe PDF). These particular curves
correspond to delay variability due to only RDFle devices. However in the real case,
there are other sources of variability in the desias well as in the interconnect, and
therefore overall delay variability in the link Wide even larger. Thus for a particular link
failure probability, the operating frequency wilh\e to be reduced, otherwise the yield

will be reduced for high speed links under tighsiga margins.
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Figure 3.21: Link failure probability as a functiaf link operating frequency, as calculated usihg t
analytical model and Monte Carlo simulation.

It may also be noted in Figure 3.21 that the resofiithe analytical model slightly deviate
from the simulation results, especially in the Ibegig of the curves. This is due to the
reason that the probability distribution functiohtbe delay of different communication
structures, for smaller devices, deviate from tbamal distribution (as explained before).
Therefore, the cumulative delay distribution of tt@mplete channel may also be non-
normal (skewed). Hence, in order to obtain accuraselts, the delay distributions of all
the communication structures should be accuratélgracterised and corresponding

statistical operators may be used to obtain theutatime delay distribution.
3.9 Summary

In this chapter, we have critically examined thieefof device variability due to RDF on
the performance of the basic elements of on-chipreanication, such as tapered buffer
drivers with different tapering factor, repeatefslifferent sizes, and data storage registers
(FFs). FO4 delay measurements have also been talemepresentative of the logic
circuitry and results can be used as a performéecehmark. The study revealed that
RDF has significant impact on the performance ahewnication structures and their
performance deteriorates very significantly witbheology scaling from 25 to 13 nm. As a
design methodology, scaling up of circuits in thtical paths can be employed to
minimize the effects of device variability, in paclar, since we have shown that this

trade-off is not linear and a small increase inréy@eater size can give substantial benefit
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towards the performance. For instance, we haveborated that large sized repeaters can
be used in the interconnect to reduce delay vditlgbhowever, the power and area
penalties due to this passive technique of cirscatling should be compared with active

countermeasure techniques which can be used tgatatihe delay variability.

Although NoC is more robust against on-chip comroation faults than simpler designs,
we note that such occurrences have increased Higparly (and will continue to do so)
due to device variability. In order to evaluate gerformance of a typical NoC link, we
have derived analytical models to predict link desl probability (LFP) using the
characterization data of the individual on-chip commication elements. The results show
that link failure probability increases significntvith the increase of device variability

and is a limiting factor in the maximum operatingdguency of a synchronous link.
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Chapter 4

SSTA of Pipelined Communication

Circuits

The performance of circuits under variability cae lvaluated accurately through
simulation (as it has been done so far in thisisheslowever, for large designs this
method is not feasible; being computationally exgpen The solution to this problem is
the use of Statistical Static Timing Analysis (S Which is a powerful analysis tool and
provides a convenient means of estimating the itifgerformance under the impact of
variability. In this chapter we describe the useS&TA to examine the performance of
large on-chip communication networks, formed by t@@mponents that have been

analysed and characterized so far (FFs, BuffersTapéred Buffers).
4.1 Introduction to STA

During the designing of the digital circuits, it @ways necessary to ensure that timing
constraints are met. This requires to find the maxn delay between the inputs and
outputs along different paths. In the traditionasidn, this analysis is used to identify (and
subsequently optimize) a critical path in the airclihe delay along this path determines
the maximum operating frequency. Figure 4.1 showsrgple circuit consisting of seven

combinational blocks between two flip-flops. Thetical path for such a circuit can be
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determined using Static Timing Analysis (STA), itiah individual circuit elements are
pre-characterized through simulation and then de{egrresponding to the worst-case) are
added up along different paths from input to outdite latest arrival time of the signals
along different paths for which the data is colyetceived at the output is calculated and
is then compared with the required timing. The edléhce between these two values is
signal slack. For the example of Figure 4.1, theskearrival time of the signal is 4.4. If the
slack is negative, the circuit will not meet thafpemance requirements. The minimum

slack along any of the paths in a circuit is thgaal path.

1

Figure 4.2: An example of the timing graph for gei@versal from source to sink.

A timing graph is very useful for the timing anafy/®f the circuits and describes the

timings of the combinational logic between the seuand the sink along different paths. It
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is a Directed Acyclic Graph (DAG), as shown in Fig4.2. In the timing graph, the signal
lines are denoted as nodes and input-output tramstmn through every gate in the circuit
is shown as an edge. The delay associated witly emput-output is represented as the
weight over the corresponding edge. For STA, thégkteover every edge is usually

corresponds to the worst-case delay.
4.2 Introduction to SSTA

In traditional circuit design, corner based appheacare used alongside STA in which the
best-case or worst-case corner values are idehitfieresponding to different sources of
variability. Thus for die-to-die variations, it then assumed thai3deviation of circuit
parameters for different manufactured circuits wadk be beyond these corner values [88].
However, due to technology scaling, the magnitutiehe variability due to different
sources is increasing manifold and so guard-baruirsgd on & corners will significantly
affect the performance due to excessive marginslétay variations. Moreover, in actual
chips with many sources of variability, it is extrely unlikely of all the factors
contributing towards delay variability, being atithcorner values and so this approach

produces pessimistic results and too much slatkeiresign [89].

Under the impact of statistical variability, thelale of each gate becomes a random
variable. Therefore, statistical methods are regluio accurately analyze the circuit delay.
SSTA modifies STA such that the random variatioindhe delay are considered as random
variables. During the SSTA of large digital cirgjithe probability density function (PDF)
and cumulative density function (CDF) of the timipgrameters of different circuit
elements are analytically processed to estimatdifiag characteristics of the complete
circuit. Notice then that the design paradigm istesti from deterministic to stochastic.
There is no single critical path in the circuityygmath can potentially become the critical
path. Because of its statistical nature, the acgum@ the analysis depends on the
characterization data of individual circuit elengntaccurate representation of the
characterization data in the form of PDéfsl finally the correctness of different analytical
operations, like MIN, MAX, or SUM which are appliedlring the analysis, and are

usually computed with fast approximations.

The statistical SUM and MAX operations are usecddtrulate the PDF of the delay at
each node of the timing graph. These operations thltay variations of the gates and
interconnect as input and give that of the outplitaus by traversing the timing graph

using the statistical operations, the overall PORdifferent circuit parameters can be
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calculated. The basic statistical operations (SUM 8MAX) are pictorially shown in
Figure 4.3. For the signal paths in series, thaydat the output is calculated using the
SUM operation. If the two circuits in series hau@H3 as ‘g1’ and ‘g2’ then the PDF of the
circuit at the output can be calculated using thevolution integration. Similarly, if a gate
has multiple inputs, the delay distribution at thetput is calculated using the MAX

operation.

PDF of delay at ‘g’ is the
statistical SUM of ‘g1’ and ‘g2’

Gate
g1 A g2

Probability

Probablity
Probablity

\

- R —
3 sig=s1 3 sig=s2 3 sig=s
(@)
g1 PDF of delay at ‘g’ is the upper bound of the
o A MAX of ‘g1’ and ‘g2’
ks |
2 | g
a |
L >
<> 2 :
3 sig=s1 1 § :
g2 9 § !
= o |
z | 92— |
1 |
T l '
. > ! >
<_> <—>
3 sig=s2 3 sig=s

(b)
Figure 4.3: Basic statistical operations used iA @hd SSTA. The SUM operation (a), and the MAX
operation (b) [89].
4.3 Representation of Characterization Data
For the SSTA of circuits, accurate characterizatainthe timing parameters of the

combinational logic, interconnect and sequentiairents (flip-flops and latches) is vitally

important [90]. This need becomes more cruciahendesign of high speed circuits due to
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the strict design margins required [91]. The tas&dmes more challenging when statistical
device variability effects are also considered. /the maximum achievable performance
and yield of a circuit depends on the magnitudthefvariability in the timing parameters,

a better estimate of these parameters can onlydse by the transient analysis of the
circuits through the SPICE simulation using dethidievice models. In current state-of-the-
art chips, the device count has already exceededitlion, mandating the estimation of

the distributions more precisely, especially in th# regions, as events deep within the

tails will most likely be realized.

Parametric analysis, in which a known parametrstrifhution (e.g. normal) is fitted on the
experimental data, can be used to undertake thima®n. However, the limitation of this
approach is that its accuracy depends on the clobiagarticular a-priori density function
[92]. Therefore, the distribution functions may Hetermined through non-parametric
estimations. With correct approximation of the dgnfinctions, a better estimate of the
circuit yield can be made which is neither optimigtor pessimistic and thus helps in

enhancing circuit performance with minimum yielddo

In order to demonstrate the effectiveness of usmgparametric estimations, we use the
simulation data obtained during the characteriragbdifferent timing parameters of the
CMOS flip-flops (Chapter 3). The histograms of wais timing parameters of FFs for 13
nm technology are shown in Figure 4.4. The histmgraindicate that the timing
distributions are asymmetric (positively skewed eptchold time which is negatively
skewed). The degree of asymmetry (around the mesachthe shape of distributions have
been measured in terms of skewness and kurtosis@ndiven in Table 4.1 for all the
timing parameters. As mentioned earlier, skewnessa imeasure of the degree of
asymmetry; whereas kurtosis is a measure of whetkealata is peaked or flat relative to a
normal distribution (high kurtosis means peakedritistion). The non-zero value of
skewness and kurtosis confirms that the distrilmstiare not normal, supporting our
conclusion drawn from the visual inspection of thstributions. Similar asymmetry has
recently been reported for the distribution/pfin 65nm technology generation [93] and in
35nm channel length MOSFETs [94]. The increasintyevaof these parameters with

technology scaling shows that the asymmetry ine®as the technology scales.

The characterization of these timing parametersbeansed alongside SSTA to determine
analytically the impact that variability will impain a more complex circuit. This is done

by determining its probability distribution functiqPDF). For instance, the timing analysis
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of flip-flop based sequential circuits involve thiming characteristics of the sequential
elements and circuit elements pertaining to a clogtwork, in addition to the

combinational logic.
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Figure 4.4: Histograms of observed data taken tifrddonte Carlo simulations for the timing parametef

the FFs of 13 nm.

Table 4.1: Statistical Analysis of the Timing Pasdens of the Standard Flip-flop shown in Figures3.1

Statistical attribute Technology Setl([:);;ime Hol((:);l')ime C‘II'_ir}:{eQ D-?p'gme Mi?bSF))W
Skewnes 25 nr 0.3¢ -0.32 (ngSg 1.6¢ 0.0¢
Kurtosis 3.4¢ 3.0¢ 3.2¢ 7.32 2.9¢
Skewnes 18 nir 0.5¢ -0.44 0.3¢€ 1.74 -0.38¢
Kurtosis 3.81 3.67 3.2¢ 7.817 6.97
Skewnes 13 nm 0.94 -0.8¢ 0.8¢ 1.7¢ -0.17
Kurtosis 4.4¢ 4.4¢ 4.71 9.4C 5.82

Most of the previous work on statistical static itign analysis (SSTA) is based on the
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assumption that the underlying distributions ar@ig3@n (i.e. the distributions of various
timing, physical and electrical parameters of tleeicks). Any deviation from normality

(as for instance the skewness and kurtosis showigire 4.4) in the timing parameters of
the circuit elements will introduce inaccuracy e tanalysis results. However, the use of
non-Gaussian distributions is likely to pose selvefallenges for efficient SSTA, as

analytical results for the combination of non-Gaas$ DFs would need to be determined.
As a first step into this uncharted territory, & fequired to determine an analytical

distribution which provides a good match to theestssd data.
4.4 Estimation of the Timing Distributions

Statistical methods can be used to estimate thebdisons from the experimental data. As
mentioned before, parametric estimation of therihistions does not give a satisfactory fit
to the experimental data (for instance Normal oruss&n), since higher moments
(skewness and kurtosis) are not zero in our casexefore, in this work we chose to use
non-parametric statistical methods and found tlearson and Johnson systems fit the data
much more precisely, as they have the ability tapadhemselves to the data and do not
requirea priori or a posterioriknowledge of the data-producing process. They lihge
property of being able to capture skew and kurtasid so provide a good match to the

data.

The PDF based on the simulation data has been cethpath the normal distribution,
Pearson and Johnson systems. It has been foundhthatormal distribution does not
provide an accurate fit to the simulation data tuigs asymmetric nature, whereas Pearson
type IV from the Pearson system and the SU system the Johnson family of systems
closely matches the data. A good description of$éeaand Johnson systems is available
in [144].

4.4.1 Pearson Distributions

The Pearson distribution is a family of continugu®bability distributions to model
skewed observations. The Pearson system definesidyfof distributions parameterized

on the mean, standard deviation, skewness, anddisirtThere are seven basic types of

distributions all available in a single parametramework [95].

The Pearson type IV distribution is characterizgddur parameter®) = (m,v,a,A) and
these parameters uniquely determine the first fm@ments of the distribution. The

probability density function of the Pearson typedistribution can be expressed as [96], [97]
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1+ <¥)2]_m exp [—vtan‘1 <x ; A)] , (m > %) (4.1)

Here the parametetsandA are for the scale and location, whereas the spap@meters

p(x) = k(m,v,a) x

m and v jointly determine the degree of skewness and kigt@f the distribution.

k(m,v, a) is a normalization constant given as

r(m) rim+ %’) 2

Vral (m — %) ram

k(m,v,a) = (4.2)

whererl is the Gamma function.

The maximum likelihood fitting requires minimizinige negative log likelihood [96] given

below and can be computed numerically.

Y Xi—l z Y Xi—l
—lnL=len 1+< - ) +v2tan‘1<T)—Nlnk (4.3)
i=1 i=1

=

We have used this equation to fit a Pearson typdistfibution for the PDF of the setup
time from the simulation data of 13 nm flip-flopkhis is shown in Figure 4.5 along with
the normal distribution fit. It can be seen thag¢ thearson type IV distribution closely
matches the PDF of simulation data, as determiggtidogoodness of fit statistics given in
Table 4.2. This clearly shows that the assumptiahthe timing distributions are normal is
not correct and can produce incorrect conclusidys.an example (refer Figure 4.5),
consider the probability of occurrence of a timireyent at tg..,, = 12.76 ps
(corresponding to&of normal distribution). With the assumption ofi@mal distribution,
this probability is given by = 0.0043, whereas it ip = 0.0243 with the Pearson type IV

estimation (5.6 times higher than the normal case).

The CDF of Pearson type IV is given by [96]

P(x) = Zr:i T [1 + (X ; )\)2]_ exp [—vtan‘l(g)

2

1-ix=2
a

X — A iv
x(i— )F 1,m+5;2m;

- (4.4)

where F is a hypergeometric function and can bautated using the method given in [98].

The above function converges fo A — av3. Forx > A + aV3, the symmetry identity
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P(x|m,v,a,A) =1 — P(—x|m, —v,a,—A) can be used and in the cdge- A| < aV3, the

linear transformation as given in [99] can be emjptb
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Figure 4.5: The probability density function of igettime for the 13 nm flip-flops plotted with diffent
systems.

Table 4.2: Goodness of Fit Statistics (for Figurg) 4n terms of R-Square, Sum of Squares due torErr
(SSE), Adjusted R-Square, Root Mean Squared ERBISE)

Distribution R-square SSE Adjusted R-square RMSE
Normal 0.9845 0.004279 0.9826 0.01635
Pearson type IV 0.9989 0.0002925 0.9986 0.004571

4.4.2 Johnson Distribution

Statistician Norman Johnson formulated a systewistfibutions such that for every valid
combination of mean, standard deviation, skewness kairtosis, there is also a unique
distribution. The Johnson system is based on expiahelogistic, and hyperbolic sine
transformations, plus the identity transformatid®b][ The systems of distributions
corresponding to these transformations are knowsLasSU, SB and SN, respectively. The
general form of the three normalizing transform@digexponential, logistic and hyperbolic

sine) is given by [100]

X_
Z=v+06f [T"; (4.5)

WhereZ is a standard normal random varialfids the transformatiory andé are shape

parameters] is a scale parameter ads a location parameter.
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The lognormal system of distributions, SL, is gi\®n
X-s
Z=y+6log[T], X>¢ (4.6)

The unbounded system of distributions SU is defimgd

Z=y+35log [X;"C]+{[X;";]2+1}1/2 , —w<X<+o  (47)

and the bounded system SB is given by

Z=y+610g[EX_€

m, f<X<f+A (48)

In order to generate a sample from the Johnsonkdisbn that matches the given data,
first the sample quantiles of the data for the clatnwe probabilities of 0.067, 0.309,
0.691, and 0.933 are computed. These probabildteesespond to four evenly spaced
standard normal quantiles of -1.5, -0.5, 0.5 asd45].

The cumulative distribution function of the expeeintal data for the setup time of the flip-
flop and Johnson system which matches four evepdged standard normal quantiles of -
1.5, -0.5, 0.5, and 1.5 corresponding to the cutivelgrobabilities of 0.067, 0.309, 0.691,
and 0.933 are plotted in Figure 4.6. The normal @B§ also been plotted for comparison.
Again, the type of the distribution within the Jebn family of systems which matches
these quantiles is the SU system.
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Figure 4.6: Cumulative delay distribution of setupe of 18 nm flip-flops. The SU system from Johmso

family of distributions better fits the simulatiolata as compared to normal distribution.
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4.5 Estimation of Timing Distributions and Yield

Accurate estimation of the yield depends signifigaan the evaluation of the CDF at the
tail of the distribution. With a better estimatiari the probability distributions with
Pearson or Johnson systems, the designer cantpiesligield of a design more accurately.
The use of a normal approximation will produce wytic results, whereas fabricated
chips will suffer from significant yield loss. Fanstance, the cumulative distribution
function (CDF) for the setup time of 13 nm flip{ile is plotted in Figure 4.7. The
performance yield for the target setup time of 1dsSs 96.69% with normal and 91.57%
with a Pearson IV approximation. Since typical dasiinclude a large number of flip-
flops, and no failures are tolerable, the failureb@bility for the whole system behaves as
a power function of the probability of failure ofsngle device. Therefore even small
errors in the estimation of this probability ared#y scaled up and will provide very

different failure rates for the complete system.
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Figure 4.7: Cumulative distribution functions faetsetup time of 13 nm flip-flops with Normal aneaPson

type IV approximations.

4.6 Timing Distributions of Pipelined Circuits

In high performance designs, data and control pathsaggressively pipelined to enhance
the throughput. The pipelining is realized by its®y sequential elements (flip-flops or
latches) in the circuit at different locations, shdividing it into several segments.
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However, after a certain pipeline depth, the timowgerheads of the pipeline become a
significant bottleneck for the throughput of thecaits [101], so the number of segments
for maximum throughput is bounded. In any casergel number of sequential elements

are used in heavily pipelined designs.

The effectiveness of high performance system destigmgly depends on the timing yield
of the fabricated chips. The timing yield is definas the ratio of the chips who meet
certain target delay (or the target frequency) e total number of fabricated chips.
Conventionally, high performance circuits are desdyfor particular target frequencies. In
synchronous data transmission through the pipetlree speed of the circuit is limited by
the pipe segment which is slowest (having largetyd amongst the other pipe segments
[102] in the complete path, which becomes theaaitpath. However, due to variability
any pipe segment can potentially be the criticad.drherefore, statistical approaches are
required to determine the maximum pipeline delayhsd an estimation of the maximum
achievable speed of the circuit can be made unei@nipsible yield loss. From the arrival
time distributions of different pipeline segmerit&e maximum arrival time distribution of

the complete pipeline is computed in SSTA throdghuse of SUM and MAX operations.
Most of the existing statistical static timing aysas (SSTA) approaches [103], [104] are

invariably based on Clark’'s approximation [105] ¢compute the distribution of the
maximum arrival time. The Clark’s approximation fre MAX operation gives exact
results for the operands having joint bivariatenmairdistributions. The MAX operation is
intrinsically a nonlinear function as the maximuftwo normally distributed arrival times
is typically a positively skewed distribution [10®Jloreover, the variability in the devices
and interconnect also results in asymmetric nommabrdistributions [107], [108].
Therefore, performing Clark's MAX operation by appimating the non-normal
distributions with normal distributions will prodeiénaccurate results.

There are some recent studies [109]-[111] whiclppse analytical evaluation of SUM
and MAX operations by approximating the arrival ésnwith skew-normal distributions.
However, the accuracy of the proposed models styodigpends on how accurate the

arrival times are represented by the skew-nornsatidutions.
4.7 Pipeline Delay
Consider an N-stage pipeline as shown in Figure ®h& flip-flops have been inserted at

regular intervals to store the signal states. If deeote the delay of the combinational

logic in thei-th segment by'.;;, the CLK-Q delay of the flip-flop b¥';,,_,:, and the
77



Chapter 4 SSTA of Pipelined CommunicationcGits

setup time of thé + 1-th flip-flop by T i+1, then the delay of thieth pipeline segment,

setup

will be given by

seg"

Tsegi =T+ TCLK—Qi + Tsetupi+1 (4.9
Driver Receiver
FF(1) A= \ FF(3) ( I “ FF(N)
D Q D Q1 Db Q
A LAl S LA
tCLK %) T teik 3) T tok (N)
CLK (1) CLK ) CLK (3 CLK ()

Figure 4.8: N-stage flip-flop based pipeline.

Under the impact of variability, the delay of egupeline segment is a random variable
(RV) with a certain distribution and the delay bétoverall pipeline will depend upon the

distributions of the individual segment delays.

In order to determine the overall delay of the e we will make use of the Jensen’'s
inequality [105], [112]. It states that the expectalueE of the convex transformatidrof
a random variable is at least the value of the convex function atriean of the random

variable

E[f()] = f(Elx])
Since “max” is inherently a convex function [112ferefore according to the Jensen’s
inequality, the overall delay of the pipelirig,,, will be the maximum of the individual
pipeline segment delays and a relatively less figiver bound on the expected maximum

is given by

E [imax Tegi ] >  max (E[Tsegi]) (4.10)

E| max T,,| > max x (E [TCLL +Tork—ot + Tserupi+]) (4.11)

The statistical static timing analysis of the pipetl circuits can be performed using
numerical integration method, Monte Carlo methadyrobabilistic analysis method [106].
However, the first two approaches are quite expensi runtime as compared to the third

approach.

The overall pipeline delay can be approximatedl@8]
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1T

seg*,

Tp, = max|T T ToqN-1Toqn | (4.12)

segz' S€g3, T seg

= max {Tseg1, Tsegz Tsegss -+ MaAX (Tgegn-1,Teqn)} (4.13)

= maX{Tsegl, seg? I'seg® ...,maX{TsegN—z, lpsegzv—l,zv}} (4.14)
where . v-1n represents a distribution which is obtained assalt of max operation on

Tgegn-1 and Tgogn. NOw, onceyg v-1n is determined, we can find,, n-2n =

g
max (T s n-2 Pseqn-1v) DY iteratively applying the above procedure. Hebgeepeating
this procedure N-1 time, by taking two variablesaatime, we can get the overall
distribution of the pipeline delay in terms of itements that can accurately represent the

distribution.

The maximum of two normally distributed random whies typically produces non-
normal positively skewed distributions [111]. Thé&ewed arrival time distribution
resulting from the MAX operation at a given nodedraes input for the max operation at
a downstream node. Moreover, due to device andcome@ect variability, the timing
distributions of the circuits themselves are asymiménon-normal) [93], [106], [107].
Hence, in the pipeline system described above|afk® approximation is used at each
stage, the final distribution will deviate signdiatly from the actual distribution. Again,
there are some recent works [109]-[111] which pegsathe evaluation of max function by
approximating the timing distributions with skewrnml distributions. However, the
SSTA results entirely depend on how accuratelytithang distributions are represented by

the underlying approximation models.

4.8 Statistical Analysis of the Timing Yield

We now proceed to discuss the yield of a pipelioiecuit. The timing yield of a pipeline
depends on the timing constraints introduced dubkdsetup time and the hold time of the
sequential elements. The pipeline should be sgdedithat the signal from one flip-flop
to the next flip-flop reaches at least one setmpetiearlier than the next clock edge.
Moreover, the signal should not be so fast thatsémond register can not latch the data
correctly. Under statistical variations, both skettand longest paths in the pipeline no
more remain fixed and therefore both setup and tiwld constraints need to be considered
in the statistical analysis and for yield estimatio

Considering data transmission between flip-fléify;) and FF(;.1, such thatFF ;) is the
source andfF ;.1 is receiver, then the constraint introduced bysétip time for proper

data latching by thEF ;. 1) is
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O S TCLK—Qi + TCLi S TCLK - Tskew - T i+1 (415)

setup

where T, is the clock periodT.,is the skew between the clock sign&lsK; and

CLK;4q-

In order to avoid race-through condition, the coaist imposed by the hold time is
Ter—gi ¥ Tepi 2 Thprgivt = Tskew (4.16)

The above constraints dictate that, for succeskdtd transmission, the longest path delay
should be less than and the shortest path delaydshe greater than some target values.

The time margin under setup time constraint forgipe segmentis given by

6tmsetupi =Tcik = Tskew =T i+1 ™ TCLK—Qi - TCLi (4.17)

setup
Similarly, the time margin under hold time congttdor the pipe segments given by
8tmy, 0t = Tep_oi + T = Thoigivt + Tskew (4.18)

In order to minimize the yield loss, both thesegimargins should be greater than zero for
all the pipeline segments. Therefore, we needrd the minimum of both the timing

margins for the whole pipeline so as to check ti@ase are greater than zero.

All the parameters in the expression&sin,,,, . . anddtm,,, i, €Xcepttc k, are circuit

setup

dependent and have certain timing distributions ¢ha either be obtained through detailed
device and circuit modeling or through simulatidfrom the distributions of timing
margins of different pipeline segments, the timmargins of the complete pipeline under

setup and hold time constrainé&f ¢, 6tm,,,,c) can be determined by applying the

setup

MIN operation over all pipeline segments, followitige same procedure as laid down in

the previous section. Finally, MIN operation is imgapplied ovetm,,,,c, §tmy, , 4 t0

find the combined time margidtm,,,,, Of the pipeline. The MIN operation can be
performed in the same way as that of MAX: MIN(xD),x2-MAX(-x1,-X2).

The timing yield of the pipeline at a clock perifigxcan then be determined as
Yield(Te k) = P(8tMeomp (Terk) > 0)

It can be seen that for SSTA, the accuracy of theng yield depends on how accurately

the timing distributions are represented and MIN/KIdperations are performed.

4.9 Experimental Setup and Results

We used Monte Carlo simulations in HSPICE for tigefine structure of Figure 4.8 with

six pipeline stages. The transistor level structfréhe single segment of the pipeline is
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shown in Figure 4.9. The study has been carriedaruhe technology generations of 18
and 13 nm. During the simulation of the pipelirtee variation in the clock signal is not
considered and a common clock signal is appliedllate flip-flops. Large numbers of
simulations (5000) were run to extract the timiraggmeters. All timing measurements

were taken corresponding to 50% of the maximum guérel.

Clock Circuit Combinational Logic
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e |
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oot — il |
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Flip-flop

Figure 4.9: Transistor level model of the pipelssgments.

The CLK-Q delay of each flip-flop and the propagatdelay of the combinational logic
between the flip-flops has been measured. Basedhese measurements, the delay
distribution of the maximum of the complete pipelising Clark’s approximation [105],
has been determined and plotted in Figure 4.10galith the delay distributions of the
individual stage delays. It may be observed that itidividual stage delays are not
Gaussian and rather are having skewed distribytiom$er the impact of RDF. Therefore,
the maximum delay distribution of the complete pipecan no longer be Gaussian, as
expected. However, the Clark’s approximation alwgiyes the results in terms of Normal
distribution. The maximum delay distribution of tlwemplete pipeline has also been
obtained through Monte Carlo simulations and i® gktted in Figure 4.10. The visual
inspection shows that the actual distribution hismng positive tail and significantly differs
from the Normal distribution. The statistical paeters of the two distributions verify this

fact.
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In order to examine the impact of technology scplion the evaluation of MAX
distribution, the simulations were performed foe technology generations of 18 and 13
nm and the results are shown in Figure 4.11. Tkelte show that the asymmetry in

different timing parameters of the flip-flops arftetcombinational logic increases with

technology scaling, resulting in increased asymynigirthe MAX distribution, as is also

evident from the statistical parameters given ibl&a&.3 (for 0-1 input transition).
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Figure 4.10: MAX delay distributions of individupipeline stages and overall pipeline for 18nm tebbgy

generation.
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Figure 4.11: Overall pipeline delay distributiont @ pipeline consisting of 6 stages simulated fog t

technology generations of 18 and 13 nm.
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The increased asymmetry means greater deviatiom thhe Gaussian distribution and more
error in estimating MIN/MAX distribution using Cles approximation, as is evident from
Figure 4.11. Although the Clark’'s approximation yades a conveniently fast means of
finding MAX distribution, but the inaccuracy of wédts, particularly in the tail section
makes it not a good choice for the given purposat will give very optimistic results for
the pipeline delay. Therefore, it will result ireld loss due to difference in the PDFs at the

tail section.

Table 4.3: Statistical Parameters of the MAX Ddbastribution of the Complete Pipeline

Par ameters 18 nm 13 nm
Mean Delay (ps) 25.2 16.93
Std. Dev. (ps) 0.843 0.994
Skewness 0.464 0.676
Kurtosis 0.426 0.922

It has also been observed that stage delays dexedif in opposite transitions even if
NMOS and PMOS transistors are properly T-sized. kstance, the stage delay
distributions for low-high and high-low transitioase shown in Figure 4.12. Although the
size of the PMOS transistors is chosen to be dothiglesize of the NMOS transistors to

keep the circuit delay close in the two swings. Iduer, the delay variability is inversely

057
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Figure 4.12: Maximum delay distributions plotted fow-high and high-low transitions for the 13 nm

pipeline.
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proportional to the size of the transistors [10@{l @herefore the statistical parameters
(mean, standard deviation, skewness, and kurtcamigs) also different for the two
transitions. Therefore, while determining the MAXtdbution, the delay distribution in

both swings needs to be considered.

While measuring the timing parameters of the flgp$, different interdependencies need
to be considered. These interdependencies alsoehaggative impact on the shape of the
distributions due to variability, thus pushing themay from the normal distribution. For
example, Figure 4.13 shows two histograms for angjnmandom variable formed by the
sum of D-CLK time, CLK-Q time and combinational loglelay. The narrow and high
peak histogram is corresponding to the case wh@iLBR+ime is very large. Similarly, the
wider histogram is corresponding to the case wheTLE time is short. The setting of D-
CLK time depends on the clock period and combimatidogic delay. However, its value
greatly affects the shape of the timing distribnsicand then increased deviation from

normality for small D-CLK time.
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Figure 4.13: Histograms of timing variable comprisiof D-CLK time, CLK-Q time and combinational
delay for a 13 nm pipeline.

As mentioned before, some recently reported wod@®8], [111], [113] propose to
approximate skewed arrival time distributions witkew-normal and also present
analytical models for the computation of the MAXétion. However, we have seen in this

work that skew-normal is also not an appropriateicgh for representing skewed timing
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distributions of highly scaled devices as showrthwey probability distributions in Figure

4.14. The solid curve corresponds to the actuallsiion data and the other two curves are
for the normal and skew-normal approximationsah be seen that although skew-normal
distribution better matches the actual data as emedapto the normal approximation, but

still it does not exactly approximate it. Similaiscirepancy is also reported in the arrival

time plots given in [108], [111], [113].

Figure 4.14: Probability density functions for thipeline delay with a combinational logic of 60 @nters in

series for 13 nm.

Figure 4.15: Difference in timing yield estimatiaith normal and skew-normal approximations.
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The inaccuracy in approximating the arrival times$STA has a dreadful impact on yield
estimation. In Figure 4.15, timing yield loss aRiaction of operating frequency has been
plotted for normal and skew-normal distributiong fiheir comparison with the MC
simulation results. For this purpose, the model toown in section 4.8 has been followed.
Again it can be seen that normal approximation pced optimistic results but quite
different from the MC results. The skew-normal apgmation gives relatively better
results but still with some error. For instance, yield loss at a frequency of 7GHz is 9.3%
with MC simulation data, 5.2% with normal and 7.8%ih skew normal. This error
increases to significant levels for deeply pipdineircuits with multiple MIN/MAX
operations during SSTA. Therefore, in order to kgehd loss below permissible limits,

operating frequency will have to reduce.

4.10 Summary

In this chapter accurate estimation of the shapeiming distributions of flip-flop
parameters has been discussed. The study of thet ekape of these distributions,
especially in the tail section, is of fundamentaportance in the design and modeling of
high-performance, reliable, economically feasidteuits. In this chapter, the distribution
tails are estimated based on simulation data, with aid of statistical nonparametric
probability density functions, and it has been fbdimat timing distributions can better be
represented by certain nonparametric distributionsparticular Pearson and Johnson
systems. The use of these representations durngt#tistical static timing analysis will
provide more accurate results as compared witmoéhmal approximation of distributions
and will eventually reduce the probability of yieldss. The skew normal distribution
provides an interesting alternative to represeatsikewed data; however, it does not give
better results than Pearson and Johnson systent® @i current state-of-the-art systems
the device count has already crossed several pila@curate representation of data for
SSTA is imperative to avoid yield loss. Therefooe $uch large systems also, Pearson and

Johnson distributions provide very accurate resdtsompared to other distributions.

Under statistical device variations, the delayribistions of the pipeline stages follow a
skewed distribution in highly scaled devices. Thame in order to determine the
maximum operating frequency of the pipelined ciiguaccurate estimation of the slowest
pipeline stage will have to be determined. Thiggtahows that identifying the slowest
pipeline stage using Clark’s approximation will fuze quite optimistic results and will

lead to significant yield loss. Moreover, it hagheshown that while estimating the yield,
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the stage delay distributions in both low-to-higid éhigh-to-low transitions need to be
considered and hold time distributions should dsoconsidered along with setup time

distributions.
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Chapter 5

Optimal Scaling for Variability

Tolerant Repeaters

5.1 Introduction

As technology scales, on-chip interconnectionst@eoming progressively slower when
normalised by the logic delay. Techniques to mandge discrepancy, and avoid a
possible bottleneck, are therefore required. The afscaching, and wide buses are all
possible. However the most fundamental solutiothésuse of repeaters inserted in the
communication links. The placement and size of aggrs can be tuned to construct delay
optimal interconnections. Again due to technologglisg, the number of optimal repeaters
per unit length is also increasing. Optimal repesagre of significantly large size as
compared to the minimum sized repeaters. Thusrégyire larger portions of the silicon
and routing area [114] and a significantly largertjpn of the chip power [61]. Due to
their large number and size, their total power oomstion can be as high as 60W [115].
For the future technology generations, unconstdaiogetimal buffering of interconnects
might require up to 80% of the total on-chip ar@8][ The impact of technology scaling on

the number and size of delay optimal repeaterisas/s in Figure 5.1.
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Figure 5.1: Optimal number and sige W,,;,,) of uniformly inserted buffers in an interconnettanimum
width and spacing for the three technology genamati

Due to the increasing trend of the on-chip powssigition, it has been pointed out as the
main limiting factor in the scaling of CMOS circsiiff62]. In previous technology
generations, the switching power was the dominamhponent of power dissipation.
However the relative contribution of different coomgnts of power dissipation (switching,
short circuit, and leakage) is changing along sgalTherefore, it becomes important to
determine different components of power dissipatmatividually, as this approach may be

helpful in designing more power efficient designs.

The increasing magnitude of the variability in degp-micron (DSM) technologies is not
only affecting the delay characteristics of the ides but also their power dissipation. In
this work we will show that RDF causes inherentalaitity in the power dissipation of the
devices. Therefore, similar to the operating frempyeand yield which are affected by the

delay variability, the variability in the power dipation may also affect yield.

In the first part of this chapter, we present tlesuits for the power measurement in
repeaters. We used Monte Carlo simulation methedHe accurate characterization of
power dissipation in repeaters of 25, 18 and 13uatk MOSFETS, and to see the effect of
RDF on all the components of power dissipationc&irepeaters of different sizes are used
on the chip, therefore, the effect of repeater simepower dissipation has also been
investigated under the impact of RDF. The resulitsioed through this study can be used
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to develop accurate models for other sizes andigumattion of devices. Moreover, the

characterization data so obtained can be usedsigrdmore effective power optimal links.

In the second part of this chapter, we investigate impact of variability on area and
power optimal repeater insertion technique for bipdinks. In [116] it has been shown
that absolute performance is expensive in termsoafer dissipation and silicon area and
we can make significant savings in these parametetke cost of a little performance
penalty. However, we argue that in addition todbé&ay performance, the predictability of
the timing of the signals for all the wires in altibit link is another important parameter
for high performance designs. The timing variapilitot only degrades the system
performance but can also produce timing violatiamsl system faults, thus reducing
system vyield. With aggressive technology scalirfie variability in the devices and
interconnect is continuously increasing, posing ynamllenges for high performance and
yet reliable designs [117], [118]. The power oplimepeater insertion methodologies in
[116], [24] suggest the use of smaller sized baff@nd increased inter-repeater segment
length), whereas it has been shown in [107] thitydeariability of the buffers is inversely
proportional to their size and that this relatismot linear. Therefore, reducing the size of
the buffers may be of little benefit if variabiljityeliability and yield are to be maintained
within certain acceptable limits. Hence, robustiglesag of communication links require
the need for studying any power and area effiaieethodologies against the reliability of
the system and any such methodology should aldodedahis metric in the optimization

process.
5.2 Methodology for Power Measurement

The arrangement for the measurement of differemipoments of power dissipation is

shown in Figure 5.2. Minimum sized inverters (M®F) 25, 18 and 13 nm technology

generations were used with a supply voltage of 110V and 0.9V, respectively. Based

on the predictive model card libraries, Monte Cailmulation method has been used and
10,000 HSPICE simulations were run for accurate smeaments, for each of the given

technology generations. The measurements were thkemg both swings (M. and M)

for the repeaters switching at a frequency of 2@ zll the three technology generations.

The typical value of activity factor 0.15 [119]used in this study.

The leakage power of the inverter R is measureagusie leakage current flowing through

zero-volt voltage sourcesp\and \ in each of its possible states.
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The short circuit power has been determined by oreasthe energy dissipated across the

supply voltagd/p, by integrating the current over the per{@ of interest:

T
0

wherei(t) is the short circuit current flowing through theverter which can be sensed
through the zero-volt voltage source Yor the LH transition and through the zero-volt
voltage source ¥for the HL transition. The transient analysis veasried out over the

whole switching period, which was taken to be digantly long to cover the whole

transition.

The switching power is determined by first measyitine total energy dissipated by the

inverter over both transitions and then subtractihg short circuit and leakage

components.

Voo (%)

— VN

Figure 5.2: Arrangement for the measurement of palissipation in the repeater.

2T

Etotar = VDDf iy (t)dt (5.2)
0
= ESWLH + ESWHL + ESCLH + ESCHL + 2TPleak
1
ESWLH = ESWHL = E (Etotal - ESCLH - ESCHL - 2TPleak) (53)

whereE; :a1 » Esw » Egc @re the total, switching and short circuit energiespectively. The
subscripts LH and HL represent the transitions flom-high and high-low, respectively.

P,.qxiS the leakage power.
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5.3 Results and Discussion

Different components of power dissipation alonghitie total power are shown in Figure
5.3 for the three technology generations. The ausl®w the trend of these components
with technology scaling. It may be noted that legk@ower increases; whereas the other
two components decreases, as the technology stat®s25nm to 13nm. The pace at
which leakage power and short circuit power charigesughly the same, whereas the

switching power decreases more rapidly.
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Figure 5.3: Different components of power dissipatalong with the total power in a minimum sized
inverter (MSI). The inverter under investigatioffers ‘R’ in Figure 5.2 operating at a frequency of 2GHz.
Technology scaling has made it possible to switod tircuits at higher speeds. As
mentioned before, the FO4 delay metric can be tcsedmpare the speed of the circuits in
different technologies. In Figure 5.4, the FO4 gdia the given three technologies has
been plotted along with the leakage power in MShefcorresponding technologies. It can
be seen that the devices become faster with teocynaicaling, as expected. However this
gain in performance is associated with dramatiosase in the leakage power. Hence there

is an inverse correlation between circuit speedisleakage power.

The relative contribution of different componentgpower dissipation in the total power is
graphically shown in Figure 5.5 and the correspogdiata is given in Table 5.1. It has
been found that leakage power is no more an irf§igni quantity in comparison with

other two components and can affect the performafhdegh performance designs. The
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increase in the leakage power is mainly due to itieeease of sub-threshold leakage
current. The short circuit power is decreasing &ndue to the reason that devices are
becoming smaller with technology scaling, havintptreely higher output resistance.
Amongst all components of power dissipation, switghpower is the most dominant
mode of power dissipation.

9 T 0.04

~ — — FO4 Delay
8t ~ ——  Leakage Power 4 0.035

_
(]
]
= 003 §
w (]
S 2
3 0025 3
o] Py
002 9
=
Q
=

{ 0.015

3 - 0.01

25 18 13

Technology Generation (nm)

Figure 5.4: A plot of FO4 delay and the leakage groiw MSI.
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Figure 5.5: Normalized power distribution compoisentMSI operating at 2GHz.
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From Table 5.1, we can see that the leakage paepeesents a very significant portion of
the total power dissipation. It becomes even mooement if the system is operating at
lower frequencies because short circuit and switgliower components are frequency
dependent and become small as frequency decre@besefore power optimization

methodologies should also consider individual podissipation components along with

total power dissipation.

Table 5.1: Statistics of Power Measurements for MSI

Tech. Reak Psc Psw Poot
Mean (W) 0.0125 | 0.16 1.5 1.67
St. Dev. (W) 25nm 0.01 0.004 0.016 0.022
3o/ Mean (%) 259.1 7.0 3.3 4.0
Mean (iW) 0.021 0.0754 | 0.8701| 0.966
St. Dev. (W) 18nm 0.021 0.0034 | 0.0095 0.0209
3o/ Mean (%) 303.1 13.7 3.3 6.5
Mean (W) 0.0318 | 0.0285 | 0.364 0.425
St. Dev.(1\W) 13nm 0.0368 | 0.0066| 0.0121] 0.0341
3o/ Mean (%) 346.6 69.4 10.0 24.1

Due to variability in the devices, power dissipatibecomes a random variable. For
instance, due to the variation in the thresholdagd of devices, the leakage current is
different for different devices on the chip. Simiya due to the mismatching in the
switching timing of the NMOS and PMOS devices ia thverter, the short circuit power
varies for different inverters. However, there itld effect of device variability on the
switching power. As a result of this behaviour, powdissipation follows a certain
distribution, with statistical data given in Tablel. It may be noted that there is a
significant variation in the power dissipation, esially in the leakage component. As can
be seen (Table 5.1), the variability of leakage @oin 13nm inverters reaches up to 346%

with respect to the mean power.

Figure 5.6 shows the histogram of leakage powe@5inm minimum sized repeaters. The
spread of the distribution is quite evident whickams that the leakage power of a large
number of repeaters is away from the mean valuerefbre, when considering power
issues (for instance, in optimizing a circuit foower consumption), the complete
distribution of power dissipation needs to be adex®d instead of just the mean value.

More importantly, it is apparent that the distribat is not normal; rather it is quite
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asymmetric about the mean value having positivavakss. This implies that some

devices will dissipate a far larger amount of potan the mean.
5.3.1 Impact on Repeater Inserted Links

Due to the long tail in the distribution, a largenmber of on-chip repeaters will dissipate an
excessively large amount of power. A similar asyrmgnkeas already been observed in the
delay distribution of the repeaters [107]. Thisredevant, since an inverse correlation
between the repeater delay and leakage power ¢k$ and therefore the simultaneous
optimization for delay and power becomes challeggirne variability in the devices, with
asymmetric distributions of delay and power, hasss implications on the yield of the
chips, as many of the chips would have to be diszhrdue to unacceptable delays and
many more due to excessive power dissipation. dfigpcorrelations exist (due to process
issues; not due to RDF), there may exist a cluitedf such highly leaky devices on the
chip which can further create reliability issuese Wave also observed that the skewness in
the leakage power distribution greatly increaseth wechnology scaling which further
deteriorates the situation. This instigates the afssome preventive measures to control

the leakage power in the circuits.
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Figure 5.6: Histogram of leakage power in 25nm M3l distribution is quite asymmetric about theame
5.3.2 Impact of Repeater Size on Power Dissipation

In the global interconnect, repeaters of differsizes are used. Therefore, the study has
been extended to investigate the effect of repesi/r on power variability. We have
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chosen repeaters of sizes 1X, 2X, 4X, 8X and 16 wi similar repeater connected at
their outputs to act as the load. HSPICE simulatiwere performed and results are shown
in Figure 5.7 for 18nm technology. The error basresent the uncertainty (corresponding
to 1xsigma) in the leakage power. It can be seanttie leakage power increases linearly
with repeater size. Similarly, the uncertainty e teakage power also increases almost
linearly with the increase in the repeater sizeweler, we have shown in [107] that
increasing the size of the repeaters reduces tlag dacertainty but this advantage is not
achieved in case of power. The normalized leakaxyeep on the other hand, decreases

with the increase of repeater size.
5.3.3 Impact on NoC links

In Network-on-Chip (NoC), links of different widthre designed to achieve a given
throughput, and latency. The width of a communaatink is usually defined in terms of
the phit size which determines the number of bits that canibiltsaneously transferred
through the link. In many cases the link utilizati@tes are not constant and can be very
low, just a few percents [121]. Larghit sizesare preferred to meet latency requirements
but such links also remain idle for most of thedirnhus in such links, leakage power will
be the main contributor of power dissipation. Theme, a stronger tradeoff will have to be

made between the power and other performance meiricthe presence of increased

variability.
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Figure 5.7: Effect of repeater size on leakage poweakage power and its variability increases with
repeater size.
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5.4 Power and Area Optimal Repeater Insertion
5.4.1 Unconstrained Repeater Insertion

We consider a global interconnect having resistaneed capacitance per unit length,
inserted with repeaters of equal size at equahwiig as shown in Figure 5.8. The whole
interconnect, therefore, consists Kf wire-segments each with repeater of sizend
interconnect lengtlh (which is the length of the interconnect betweey &vo repeaters).
We assume that the output resistance of a minimned sepeater in a given technology
generation igg, the input capacitance é¢g, and an output parasitic capacitance,isThese
values are scaled accordingly for the repeatedifigfrent sizes such that for a repeater of
sizes, the total output resistance beconkgs= s/ s, the total input capacitance becomes
C, = c,s and the total output parasitic capacitance becafpes c,s. The delay per unit

length corresponding to 50% of the full swing vgéas given by [24], [51].

1 T 1
T, = (Trs(co +cp) + SCHTSe + Ercl) log,2 (5.4)

[
%

Rint/K Rint/K Rint/K
W --------- > o>

Clnt/ Clnt/ Clnt/ |
CLK—/,\

Figure 5.8: Buffer inserted interconnect.

The values of ands, which gives optimal delay per unit length, areegi by [51]

21,(c, + cp)

lopt = - (5.5)
15C
Sopt = E (56)
Usingl,,: ands,,, in equation (5.4), the optimal delay per unit lénig given by
1 Cp
Ti_opt = 24/ Tscorc | 1+ —<1 +—) (5.7)
2 C,
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5.4.2 Repeater Insertion under Area Constraints

We consider again the interconnect of Figure 5e8sl,, andl,,. be the optimal repeater

size and inter-repeater segment length and End! be the corresponding values under
some area constraint. Théw al,,. ands = fs,,,, wherea andp are taken to be > 1
and0 < g < 1. The area required for a repeater inserted intg@ct of lengthl is the
sum of the area of all the repeaters inserted r@galar interval of lengtii. The area
occupied by the interconnect itself is not includedhe total area because it remains the
same in the area constrained and area unconstreased Only the number and size of the

repeaters will be reduced in the area constraiasd as shown in Figure 5.9.
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Figure 5.9: An interconnect between the transmiied receiver (a), optimal buffer insertion (b)ffeu

insertion under area constraint (c).

If Ais the total buffer area for the area constraicese andi,,. is the area for the area-

unconstrained case, then we define the areayatiol/A,,:, 0 <y < 1 [116].

L. leff S/l

A = = S/SOPt = E
Aopt L le f Sopt/ l/l (04

opt opt

Y= (5.8)

Using the value of,,; ands,,, from equation (5.5) and (5.6) and performing s@ngple

mathematical steps, we can find the optimal valoks& under the area constraint as

follows.
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’1 +Pfe + N2y
aZ,e(¥) = (5.9)
’1 + Cp/co +vV2y

The value ofx,,, (y) can be used in equation (5.8) to get the valyg nf(y) such that

lgopt (y) = Y &opt ) (5.10)

The speed at which the signal travels throughberéonnect of length in time T is the
signal velocityv. Under area constraint, the delay per unit lemggtlen by equation (5.7)

can be used to derive the optimum value of recagdreelocity, which can be written as

Vope = performance™!
= 2log(2) (rscr)1/4
[co +Cp 1/C0>< 1 )
* + 15CrCcy +—= [15¢r(Cco +C 5.11
\/( \/7 y y N o \/7 S ( o 14 ( )

Now for any value of, there will be a combination ef,,, andp,,; (equation (5.9) and
(5.10)) that will give the best possible performaierough equation (5.11), as shown in

Figure 5.10.
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Figure 5.10: Optimal repeater size and inter-regresegment length (both normalized) for differergaa

ratios.
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5.4.3 Repeater Insertion under Power Constraint

The power dissipation in repeatefB.,) consists of three components namely, short

circuit power f.), switching power K,,,) and leakage powefP,;) such that the total

power is
Prep = Psc + Psw + Pleak (512)

In an interconnect of length havingK uniformly inserted repeaters, the power dissipatio

per unit length is given by [24]

’ K'Prep 2 1
Prep - L = | %t Voo Vl/nminISCfCLK + C((CO + CP)VDDfCLK + EVDD (IOfannmin
s
+ logs, mein)] 1 + aVip ferke (5.13)
KP, s
Plyp = L”"” = ki 7+ ks, (5.14)

wherek1 andk?2 are constants. Buit= al,,, ands = fs,,., therefore,

P = Kprep -k IBSopt
rep L ! alope

+ kye (5.15)

This expression shows that in order to reduce palisgipation per unit length (due to

repeaters), the ratg)will have to be minimized. This will simultaneoyskeduce the area

A

becausg =
a opt

5.4.4 Communication Reliability

Reducing the repeater size seems attractive instefrthe silicon area and power savings.
However in deep sub-micron region, reducing the siz the repeaters for area and/ or
power savings will increase variability and produebability issues in data transmission.
This is because the delay variability is inversgtgportional to the size of the repeaters
and spread in the delay distribution increases teithnology scaling [107]. The variability
in the devices and interconnect can produce unogrta the arrival times of the signals
with respect to target values and thus can cauBeatdata loss. In this section we will

determine the probability of such a failure inagée line interconnect.

We again consider Figure 5.8, where at the recgieind of the interconnect, a positive-

edge triggered D-flip-flop (DFF) is used to registiee data. For the DFF, lef.,,, be the

setup time and,,,, be the propagation delay from D to Q after theitp@sclock edge
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andrt,,;. be the propagation delay of the interconnect oftleL. We assume that the link

is operating at a clock frequengy x having period’¢; k.

For a data bit meeting the desired timing constrianreach the output of the FF, the

following delay constraint must be satisfied
0< Twire < TCLK — Tsetup — Tprop (516)
The probability of correct data transmission caeréfore, be expressed as follows

q= PI‘(O < Twire < Terg — Tsetup — Tprop) (517)

where the clock period@.,, wire delayz,;.., propagation delay,,,,, and setup time of
the DFF,7...,, are random variables. Therefore, the total detayugh the interconnect
(from source to receiver output) will also be adam variable. This distribution can be
determined analytically (by considering all possilsources of variability) or through
simulation (as in this work). This relies on acdaraharacterization of the underlying
distributions. Letu., and o., be the mean and standard deviation of resujpaifitof
pdf (wire) + pdf (setup) + pdf (prop) — pdf (CLK), then the probability of correct
data transmission is given by the error functio22f[1

1 Ilch
—= Ken 5.18
q=3+erf (%) (5.18)

whereerf(x) = \/%fox exp (— g)dt

and the probability of failure for the data bit risaitted through the on-chip

communication channel is then given by
PoF=1—g¢q (5.19)
5.5 Optimization Methodology

The design objective can either be the optimizatibarea, power or performance, under
the permissible limits of delay variability. Theseetrics are coupled with each other so a
trade-off will need to be established. For a paléiccommunication link design, a unique
cost function is established. For this functionggimum configuration is found, which

will give the best results in terms of the givemgmaeters. This optimum is determined
though a standard optimization technique using tthde-off curves connecting these

parameters.
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5.5.1 Case Study

We used Monte Carlo simulation method to perforrpeexnents for this optimization
study under the impact of device variability dudRiDF. The interconnect structure is such
that the middle wire under consideration is surdmechby two similar wires. The width of
each wire and interspacing between them was kep0d48um for 13 nm and 0.067bm

for 18 nm technology generation. The interconnecameters were taken from ITRS 2007
[50] and interconnect capacitances have been deusing the analytical models given in
[45]. The wires are modelled as distributed RCrodanect with 100 ladder-segments. The
variability in the interconnect wires is not coreied in this study. The buffer size and
inter-repeater segment length for optimal repemsertion iss,,.=140 andl,,.= 80.67
um for 13 nm ands,,,=137 andl,,.= 152.1um for 18 nm technology generation. A
supply voltage of 0.9V for 13 nm and 1.0V for 18 nircuits was used. A large number of
HSPICE simulations (6000) were performed and dplawer measurements were taken
during each run. The delay measurements were madesponding to 50% of the
maximum swing level. The total power measuremesulte are based on leakage,

switching and short circuit power components ategudency of 2GHz.

Based on the simulation data, the delay variability,;qy/tge1qy) IS determined and

plotted in Figure 5.11(a) for the given technolsgik can be seen that the delay variability
increases rapidly with the decrease of repeater @i also increases with technology

scaling. In the presence of other sources of vditialthe delay variability increases to
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Figure 5.11: Delay variability as a function offdient ratios of repeater size, in the absenceasstalk (a),

Dependence of delay variability on repeater sizkiater-repeater segment length (b).
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greater extent. The dependence of delay variakolity and! is also shown in Figure
5.11(b) for 13 nm technology. It may be noted thelay variability not only increases with
the decrease of repeater size but also with thease of interconnect segment length. For
using this trade-off in the optimization process surface plot can be converted into an
empirical expression using multiple regression méghes. This helps to understand how
the typical value of the dependent variable (fatance, delay variability) changes when

any one of the independent variables (I and Siged over a particular range.

As we have already seen, in order to reduce areajesd to incread¢l,,, and decrease
S/Sope ratios according to Figure 5.10 for getting thetimpm performance for a
particular configuration. The performance degradatiue to different values ¢f and!
with respect tc5,,. andl,,. can be predicted using equation (5.11). In Figuie, these
predictions are compared with the simulation reswhich matches very well at most of
the area ratios. The model, however, deviatestylifflom the simulation results at smaller
area ratios. This is because at smaller repeates,sihe delay distributions deviate from
normality due to RDF [93], [94] and show some aswtmn Figure 5.12 also shows the
effect of area scaling on delay uncertainty. It barnseen that the standard deviation of the

delay increases almost 3 times with4,,.=0.2.
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area scaling.
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In Figure 5.13 different trade-off curves have bedrited together to explore different
design choices. The area, power and performaneesshow that in order to get ultimate
performance, we will have to consume significanoant of power and area. However,
with only 4% of performance degradation, we canuoed30% power dissipation and 40%
area. Whereas, in the presence of variability,duese effect of this trade-off is that delay
certainty (defined as the reciprocal of delay Maitigy) will reduce by 24% from the

optimum level. This will increase the probability failure of the link at a particular

frequency, which can be estimated using equatid8j55.19). Therefore, the speed of the
link will be limited in order to keep the probabjliof link failure below some acceptable
limits. This problem will aggravate in high speedader links where the skew amongst
various wires in the link will play a detrimentalle in determining its performance. This
effect will be considered in Chapter 6. It becomesgent then that during the optimization
process, the delay variability should also be aersid in the figure of merit; otherwise the

yield will be badly affected.
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Figure 5.13: Performance, area, power and perfarenaertainty trade-off curves.

5.6 Summary

In the first part of this chapter we have measyeder dissipation in repeaters of given
three technology generations under RDF. The reshltsv that the relative proportion of

different components of power dissipation is chaggind leakage power is emerging as a
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serious problem in the designing of high perforneaand power optimal chips. Therefore,
design methodologies should consider individual ponents of power dissipation along
with the total power. Wider links in NoCs, whicheapreferred for better latency, will

consume more power due to higher leakage curréfdsvactivity levels.

The variability in the devices which is affectingetdelay characteristics is also effecting
the distribution of power dissipation. A signifitaasymmetry has been observed in the
distribution of leakage power and hence effectivédakage is increasing more rapidly
than anticipated. This in turn, is badly affectihg yield. It will be more advantageous to
consider power variability along with delay varigli while making different circuit

optimizations. Active countermeasures, such asuge of sleep transistors, could be a

possible solution against leakage power.

In the second part of this chapter, we have andlyise impact of device variability on the
performance of on-chip single bit data links. Wepbasize that due to increasing trend of
the variability, power and area optimal repeateseition methodologies should also
consider performance variability. Analytic modelsr farea, power, performance and
probability of link failure have been presentedténms of the size of the repeaters and
inter-repeater segment length. It has been fouaidlt®yond a certain reduction in the size
of the repeaters, the delay variability may excaedeptable limits while still satisfying
other constraints. Therefore, while optimizing arpawer and performance of on-chip
communication links, delay (and power) variabiltyould also be included in the figure of

merit.
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Chapter 6

Design of Variability Tolerant Data

Channels

6.1 Inter-Resource Communication

Different functional units in SoCs communicate witkach other through the
communication infrastructure, consisting of severdhks. The inter-resource
communication link usually consists of a large nembf parallel interconnects, as shown
in Figure 6.1(a), which are coupled with each otfR€/RLC) along the length of the
channel. In a Network-on-Chip (NoC) platform, thendtional units are connected to the
routers through such communication links. Similathe routers are also connected with
each other, in a certain topology, through anotireup of communication channels, as
shown in Figure 6.1(b). The communication channals be wider or narrower in terms of

the number of lines they contain and this determthephit size

In order to reduce the resistance-capacitance (RGy of interconnects, low resistivity
and low dielectric constant materials are used][1225]. A common technique to reduce
the delay of the global interconnects is the useepéaters and increasing the width of the
wires [126]. However, increasing the width of thees may reduce the channel capacity,

as fewer wires can then be accommodated in the sdnaenel widthW,). Similarly,
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interconnect spacing also effects the delay andlwalth (since the coupling capacitance
changes with spacing). The literature is abundaiht several works on the optimization of
the performance of global interconnects considediifgrent metrics [24], [25], [127]-
[129]. However, most of the literature ignores a&hility and sources of noise (for
instance, crosstalk), during their proposed optatian techniques.

LINK/
We CHANNEL

@)

P ,/ —
Rout&r
& o
Router
FU FU

(b)
Figure 6.1: Simple Core-Core link consisting of tipié interconnects (a), Functional unit-Router and
Router-Router links in a Network-on-Chip (b).
As the process dimensions are shrinking to the mater region, the impact of variability
has become extremely critical to the performancehef communication channels. The
variability is affecting both the device (front-enéithe line) and interconnect (back-end of
the line) [130] resulting in the performance degtazh of the whole channel. Moreover,

under device scaling, leakage power is becominign@ortant source of power dissipation
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alongside the switching power and therefore chadasigners should also consider these
aspects during optimization for a certain paramei#hough some recent work has been
done on the modelling and analysis of the globedraonnects with the consideration of
variability [131]-[133], but no comprehensive wodn the optimization of the data

channels under different trade-offs for future tealbgies, where these effects are quite

prominent, has been published.

6.2 Channel Configuration and Modelling
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Figure 6.2: Structure of a multi-bit bus, where thember of interconnects in a fixed channel widith
depends on the interconnect width and spacingth@)cross-sectional view showing different dimensio
and (b) the top view of the bus indicating outed amddle lines. The input signals on any two adjad@es
are opposite in phase, thus simulating the wors ofcrosstalk. Each line in the bus can be censitas an

aggressor or victim, as they can affect the perdme of each other.

The performance of a data channel strongly dependss geometry. There are several

possible configurations of a channel correspondmdlifferent values of interconnect
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width (W), spacing (S), thickness (T) and dielexthickness (H), as shown in Figure 6.2.
The variation of these parameters affects the d¢pae, resistance and inductance of
interconnects, which in turn changes the delaya@hdr metrics. Inductance is less of an
issue for interconnects under consideration dufiéaeasons mentioned in section 2.4.3.
Amongst these geometrical parameters, T and H earlenblogy dependent and so the
designers have only the choice of varying W ana 8dsign a channel for the required
performance. While designing such channels, thesanpeters are set at the designed
values. However, these parameters are also affedted to process variations, thus
affecting the geometrical dimensions of intercomsiecThese changes are process

dependent and controllable only to some extent.
6.2.1 Interconnect Resistance

In a given technology generation, only interconmeidth (W) affects the resistance (T and
H are assumed to be fixed). The interconnect esist for a given geometry can be

calculated using equation (2.1).
6.2.2 Interconnect Capacitance

The capacitance of an interconnect in the chamnmmipeises of the fringe capacitance, the
coupling or mutual capacitance and parallel plagacitance. The fringe capacitance and
parallel plate capacitance add up to form the eeliground capacitance. In order to
investigate the characteristics of the interconmagiacitance, we will use the electrical

model of [134] as it closely matches the actualation for interconnects in a bus.

The capacitance of a global interconnect for 18teamnology with minimum width has
been plotted as a function of the spacing betwkemeighbouring interconnects in Figure
6.3. The technology parameters have been taken fheniTRS 2007 [50]. The curves
show that the coupling capacitance quickly dropshwhe increase of the spacing.
Similarly, the ground capacitance increases wighitisrease of the spacing. The reason for
the increase of ground capacitance with spacimgis/ery obvious. Actually the parallel
plate capacitance is not affected with the increasgecrease of the spacing; however the
fringe capacitance of interconnects (except atroetiges of the bus) increases with the
increase of the interconnect spacing. This resuitie increase of the ground capacitance
with spacing. The effect of spacing on the couptagacitance is more dominant than the
ground capacitance and therefore the total capmeitdecreases with the increase of the
spacing. Consequently, the signal delay throughelyidpaced interconnects is less than

the closer interconnects.
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Figure 6.3: Capacitance curves for minimum widtbbgl interconnects of 18nm plotted as a function of
interconnect spacing.

The impact of line width variation on the capaat@ns shown in Figure 6.4. The total

capacitance increases linearly with the increasehefinterconnect width. The main

contributor of this increased capacitance is thealfgh plate capacitance, whereas the
coupling capacitance remains almost constant duéhdgoobvious reason of constant

spacing.
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Figure 6.4: Capacitance curves for 18nm globalr@oienects plotted as a function of width at minimum

interconnect spacing.
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Figure 6.5: The total capacitance of an interconifect at the outer edge) of a bus in 18 nm teamol
plotted as a function of the interconnect spacmd)aidth.

A 3D surface plot of the total capacitance of a imsrconnect as a function of the width
and spacing is shown in Figure 6.5. The surfacd plwws that the interconnect
capacitance is largest for wider interconnects inmparallel to each other at shorter inter-

spacing. Both resistance and capacitance affectdlasy.
6.2.3 Interconnect Delay

We assume that all lines in the channel bus afemumly coupled with two neighbouring
aggressor lines. The lines at the extreme-edgeshaveever, coupled with only one line.
We also assume that the length of the buk @&nd all lines in the bus have the same
designed geometrical dimensions. IRtCg, and C. be the total interconnect resistance,
self capacitance and coupling capacitance of @aehrespectively. Now for a step input,
the delay corresponding to 50% transition leveltfer middle and outer edge conductors

in the bus has been approximated by a simple limeaiel in [135] as

Toia = 0.4RC, + A,RC, (6.1)

C
Touter = 0.4RC + A;R (7> (6.2)

In equation (6.1) and (6.2), the coefficieiyt is selected according to the type of the
switching activity in the neighbouring aggressare$. [135] gives six possible cases
corresponding to which the valuesiois given in Table 6.1.

Case 1: Both the neighbouring aggressors switah tate 1 to state O.
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Case 2: One aggressor is quiet and the other ssittbm state 1 to sate O.
Case 3: Both the aggressors are quiet.

Case 4: One aggressor switches from 0 to 1 anothies switches from 1 to zero.
Case 5: One of the aggressors switches from Gatalthe other remains quiet.

Case 6: Both the aggressors switch from O to 1.

Table 6.1: Coefficients of the delay model for elifint switching patterns [135].

Case Switching

i pattern A; Wi

1 (@) 151 2.20
2 (b) 1.13 1.50
3 (c) 0.57 0.65
4 (d) 0.57 0.65
5 (e) N/A N/A
6 ® 0 0

If the victim line switches from zero to one theasgé 1&2 will slow down the victim line
and Case 5&6 will speed up it. For the time being, consider Case 3 only to find the

reference delay. In this case, equation (6.1) &r2) (ill reduce to
Tmia = 0.4RCs + 0.57RC, (6.3)

Touser = 0.4RC, + 0.285RC, (6.4)
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Figure 6.6: Propagation delay of the middle intare@xt of minimum width of a bus for the given three
technologies plotted as a function of the spacitgvben the conductors.
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Using these equations, the delay of the bus interects has been estimated for the three
technology generations. Also the dependence ofdi#ay on interconnect spacing and
width has been studied and results are shown iaré$g6.6 & 6.7. The curves show that
the interconnect delay can be reduced by increaiaginterconnect width and/or by
increasing the spacing between the neighbouringlwciors. It is, however, important to
note that increasing the spacing beyond certamevil not very beneficial in terms of the
delay because coupling capacitance effects arenmalmafter some interconnect spacing.

Increasing spacing beyond this point will simplysteachip area.
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Figure 6.7: Propagation delay of the middle intermxt of a bus with neighbouring interconnects at
minimum spacing for the given three technologiedtptl as a function of the width of the conductors.

On the other hand, increasing width may improveaylglerformance over some large
range of width as compared to the spacing. Theedserin the delay is due to the decrease
of the interconnect resistance but at the same timaeground capacitance also increases
with the increase of the width. The increase of width has a negative effect as the
switching power increases with the increase ofdhpacitance. Therefore, there will be
some optimum value of the spacing and width théit giwe the best delay performance

under some area and/or power constraints.
6.3 Repeater Insertion

The delay of the long interconnect can be redugedhberting repeaters at appropriate
locations along its length, thus dividing it intmall sections. For such a system, the delay

of each section can be approximated by [135]
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tsec = 0.7R gy (Cs + Cgpyy + 11; X 2C.) + R(0.4Cs + A; X Co + 0.7Cypy) (6.5)

where the coefficientg; andA; are given in Table 6.1R,,, andCy,, are driver output

resistance and capacitance respectively.

The total delay of an interconnect of lengtis given by

t, =k {0.7R";l"m (% + hCyyy,, + g %) + g <0.4% + A Ce o.7hcmm>} +t2l (6.6)
where Ry, and Cy,,  are the output resistance and capacitance of anomn sized
repeaterh is the size of the repeaters akhds the number of repeaters inserted in the
interconnectt, refers to the rise time of the signal. The optimaues ofh andk are
obtained by taking the partial derivative of eqoat{6.6) with respect t& and h and

equating it to zero

at, 0.4RC, + A,RC,

— =0 = = 6.7
ok opt 0.7Rarv,, Carv,, (6.7)
atL O'7Rd1"1] CS + 1'4”1'Rd1"1] CC
oh opt 0.7RCyyy,, (6.8)
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Figure 6.8: Optimum number of repeaters for minimatarconnect delay for different lengths of thelsll
interconnect plotted as a function of the interemrwidth. The interconnect is of 13 nm technolagy the

spacing between interconnects S
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The optimal value of the delay can be obtained fingithe value oh,,, andk,,; in
equation (6.6). For different interconnect lengthise optimum number of required
repeaters are plotted in Figure 6.8 as a functibthe line width. It is shown that the
number of repeaters which minimizes the propagalielay of the signals decreases with
the increase of the line width for all lengths loé interconnect. The results also show that
the maximum line length for an interconnect of Wrl25Win, which requires no repeater
or only one driver is 0.152 mm. Therefore for typimterconnect lengths, large number of

repeaters are required for optimum signalling {paldrly as chip sizes are increasing).

As we increase the interconnect width for fastgnailing, the line capacitance per unit
length increases. Although fewer repeaters areinredj@o drive wider lines, each repeater
will have to drive a larger section of the interneat. Therefore, in order to drive large
interconnect sections of greater width, the repeatél have to drive large capacitances.
So the repeaters will be of large size to redueeotrerall delay. Figure 6.9 clearly shows

that the repeater size for optimum delay is aneiasing function of the interconnect width.
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Figure 6.9: Optimum repeater size for minimum icoemect delay for different interconnect widthofgll

interconnect) for 13 nm technology. The spacingvbeh interconnects isns

6.4 Bandwidth Estimation

If T is the minimum pulse width that can be transmittedugh the channel interconnects
and correctly registered at the receiving registben the bandwidth of a single

interconnect is given by
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1
BWwire =T

- (6.9)

If t, is the rise time of the signal from 10% to 90%rtlthe duration of a good signal is at
least 3, [136]. The rise time of the signal can be appr@ted from the RC time constant
T ast, = 2.2t [6]. Since 0-50% time&, s = 0.697, thereforet, = 3.188t,;. andT =

9t, 5. The pulse width of the signals in the bus interexts will then be

Tp,mid = 9Tmid (610)
Tp,outer = 9Touter (6-11)

For N conductors in the channel bus, the total bandwlgiven by

N-—-2 2
BWtotal =

(6.12)
Tp,mid Tp,outer

Equation (6.4) shows that the outer edge wires ofitr less delay as compared to the
middle wires and thus can give larger bandwidthweler, when a complete data word is
transmitted over all the lines, the early arrivhtie data bits travelling on the outer edge
lines may not be very beneficial until the completerd is registered at the receiver (or
complex receivers will be required). Therefore, wit estimate the worst case bandwidth

due the middle wires.

N N
BWtotal =

ax [Tp,mid' Tp,outer] Tp,mid

Diata rate per wire (Ghis)
(4]

257

) ) 25
Mormalized Width (VAN ) g 0 Marrmalized Spacing (55

min)

Figure 6.10: Data rate per wire of a channel bus3nm technology plotted as a function of spacing a
width.
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Figure 6.10 shows the possible data rate per wirefL3nm technology bus plotted as a
function of the interconnect spacing and width withusing repeaters. The plot shows that

the bandwidth per wire can be increased by incngasire width and/or spacing.
6.4.1 Bandwidth as a Function of Length

It is obvious that the interconnect delay increasiis length (with and without the use of
repeaters). This will directly impact the bandwid®epeater inserted interconnects provide

more bandwidth as compared to interconnects witfepgaters, as shown in Figure 6.11.

The maximum allowed interconnect length correspagdd some desired bandwidth, with
and without the use of repeaters, is plotted irufgg6.11. The use of repeaters is more
beneficial for the bandwidth at larger interconnlectgths. The curves also show that the
interconnect become slower with technology scaéind provides reduced bandwidth for

the same length.

—£- Enrr-without repeaters
1oL | = 25nrm-with repeaters
—#— 18nm-without repeaters
—#— 18nm-with repeaters
—= 13nm-without repeaters
—=~ 13nm-with repeaters

1 1 1

10 L
1 2 3 4 ] B 7 g g 10
Interconnect Length (rmm)

Bandwidth per wire (Gh/s)
=

Figure 6.11: Maximum allowed interconnect length doparticular bandwidth with and without the uge o
repeaters for the given three technologies. Thasees have been plotted for minimum interconnedcitwvi

and spacing.
6.5 Channel Performance under Variability

In practical circuits, the performance of the comiation links is always affected by the
device and interconnect variability. Similarly dieethe capacitive coupling, the switching
activity in the neighbouring interconnects affedise delay characteristics of an
interconnect (crosstalk effects). Therefore, ineortb make a realistic estimate of the

channel performance, both these effects shouldbsidered in the analysis.
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In order to study the worst case due to the criksstéect on the victim line, we consider
Case 1 in section 6.2.3 where both the neighbowgggessor lines switch simultaneously
in opposite direction with respect to the victimeli This will slow down the victim line
and thus will reduce its bandwidth. The delay eguat{6.6) will then be modified

accordingly using the appropriate coefficients froable 6.1 corresponding to Case 1.

6.5.1 Sensitivity Analysis of the Delay under Varia  bility

The uncertainties in the communication structuds/€rs, interconnects, repeaters FFs)
introduce uncertainty in the delay characteristicthe interconnect-buffer system. We will
study the impact of process variations in the gdanect and statistical device variations on
the delay performance of the link. The variatiorthe width, spacing, thickness and ILD
thickness are taken into consideration. It is assurthat every part of bus wires is
uniformly fluctuated. The primary interconnect pasders have been extracted from the
ITRS2007 [50] and are given in Table 6.2 along vegittme device parameters. Since the
actual levels of interconnect variability are notiable from the manufacturing industry
for the future technology generations, we assumeztbases of the interconnect variability
in which the3¢ percentage variation for the given dimensionshefinterconnect are kept
at 5%, 10% and 15% of their mean value correspgnidircase 1, 2 and 3 respectively. We
also assume that the variation in these paramiettrses Gaussian distribution.

Table 6.2: Primary interconnect and device paramdiased on the ITRS and the device model cards [76

[77]. The device parameters are for the uniformdpet devices.

Technology Generation/ Parameters 25nm 18nm 13nm
Wpin (M) 10t 67.5 48
P in (nm) 21C 13t 96
A/R 2.8 2.4 2.t
T (nm) 241.5 162 120
H(nm) 241.5 162 120
& 2.5 2.3 2.1
p(1078uQ.cm) 2.2 2.2 2.2
r; (Q) 1848 2116¢ 2393¢
co(fF) 0.143¢ 0.08659: 0.04631!
cp(fF) 0.0425 0.083741 0.029071
Chip size at production (mm?) 31C 31C 31C
Vaa(V) 11 1.C 0.c

The interconnect capacitance and resistance arstatigtically independent. Figure 7.12
shows the relation between interconnect resistaama® capacitance for 5% thickness
variation in the global interconnect of minimum wid Similarly, Figure 7.13 shows the

similar graph for a variation of 5% in the widthdathickness. Both these plots show that
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with the increase of width and thickness, inter@mnesistance decreases but capacitance
increases.

Capacitance variation (%)

-6 -4 -2 1] 2 4 G g
Resistance variation (%)

Figure 6.12: Scatter plot of interconnect resistaand capacitance with thickness variation &% in a
13nm technology interconnect of 1mm length.

Capacitance “Wanation (%)
(]

5 . . . .
-10 -4 1] g 10
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Figure 6.13: Scatter plot of interconnect resistaand capacitance with width and thickness varatid
30=5% in a 13nm technology interconnect of length 1mm

The variability in the geometrical dimensions oé tinterconnect and repeaters affect the
delay in different proportions and a comparisoshiswn in Figure 6.14. In the plot, the
impact of variation foBa=5% in W, S, T and H (separately and all variatitogether) in
the interconnect and due to RDF in the repeatansthe delay of an interconnect of

minimum dimensions has been shown in the formlodirachart. The interconnect with and
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without the use of repeaters have been considé@tezlresults have been obtained by first
transforming the interconnect geometrical variatiorio the electrical variations (using the
analytical models) and then modelling and simuéatime interconnect in HSPICE using

MC simulations. From the results, it can be cleanfgrred that the interconnect delay is
more sensitive to width and thickness variatione €ffect of RDF is least as compared to
other sources of variation due to large size ofdéky optimal repeaters. It may also be
noted that interconnects without the use of repsatge more vulnerable to delay

variability. Moreover, a small variation in all @connect parameters together can

introduce significant variability in the delay.
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-
10 |- §

Without Repeaters

A

. With Repeaters
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Figure 6.14: Contribution of different parametriariations on the delay of a bus line of length lmmim

minimum width and spacing in 13nm technology.

6.6 Area Constrained Channel Bandwidth

On chip area is a precious resource and is nolyfraeailable. Therefore, on-chip

communication channels are also designed with aptinuse of area. During floor-

planning, a fixed area is allocated to each lind arparticular number of lines are fitted
into this area. In order to minimize the effectscapacitive coupling, shielding wires are
also used along the signal wires. The shieldingesviare normally used with minimum
width as permitted by the technology generatiodependent of the size of the signal
wires. In this way, an effective shielding agai& coupling can be achieved with

minimum area consumption.

Let W, be the channel width anl be the number of lines, each having widithand
interspacings. Then the constraints relating these quantitiesapproximated by [137] for

the shielded and unshielded wires respectively.
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W. = NW + (N — 1)S (6.13)
VVC = NWsignal + (N - 1)(25 + Wshield) (614)

In the following sections we will explore the impad variability on channel performance

under fixed channel widti/, for the channel without shielded wires.
6.6.1 Experimental Setup and Simulation Results

We consider a channel bus consisting of 128 limesecting two cores or NoC routers.
The physical width of the channel is assumed tdpe= 128 X P,,;,, whereP,,;, is the

minimum allowable pitch in the given technology gmtion. The wires have been
considered as parallel global copper traces plamest a ground plane. Interconnect
geometrical and material parameters have beencgadrdrom the ITRS2007 and given in
Table 6.2 along with the device parameters. Theréonnects have been designed with
and without the use of repeaters. The variabilitythe devices due to RDF and due to
variations in the width, spacing, thickness and Ittiickness of interconnects has been

considered. Again we consider the following thrases of interconnect variability:

Case 130, = 5%, 305, = 5%, 307 = 2%, 30y = 5%, 30p., = As actual in devices

Case 230, = 10%, 30, = 10%, 307 = 2%, 304 = 10%, 30pe, = As actual in devices
Case 330, = 15%, 305, = 15%, 307 = 2%, 30y = 15%, 30pe, = As actual in devices
These values are with respect to the minimum iotarect dimensions in the
corresponding technology. It is also assumed thaaility follows Gaussian distribution.
The repeaters have been constructed using the radklibraries with RDF effects. The
bus length is taken to be 1mm in this study andstvcaise crosstalk effects (aggressor lines

switch in opposite direction with reference to Weim line) are considered.

The objective of this study is to explore the ctelroonfiguration which gives optimum
performance under the impact of variability andrékation with the power and area. For
this purpose several experiments were designedearghsive Monte Carlo simulations
performed to get the results. The circuit netlisese generated and HSPICE simulations
were performed until convergence (~6000 simulationsach case). In order to simulate
the distributed nature of interconnects, each wWiess been made up of 250 ladder

segments.
6.6.2 Results

Here we present results for Case 1 of variabibty3nm technology, as the results for the

other cases are similar.
121



Chapter 6 Design of Variability Tolerant Dafdannels

6.6.2.1 Delay

The mean delay, the standard deviation and delagbikty of the channel bus at different
values of the interconnect width and spacing a@vshin Figure 6.15, 6.16 and 6.17
respectively. The actual data is given in Tablek, A.2 and A.3 respectively and placed in
the Appendix-A. As expected, the delay decreaseth bwath the increase of the
interconnect spacing and width. However, increasitgrconnect width is more beneficial
as compared to spacing in order to improve delajopeance under the same channel
width. In the same way, the standard deviationaeldy variability decreases more rapidly

with the increase of the interconnect width thamspacing.

Delay Wariahility (%)

Normalized Width (WAN, ) 2 2

0 Mormalized Spacing (SESDm)

Figure 6.15: Mean delay (in picoseconds) of intenemts (without repeaters) in the channel bus afrhi3or

different geometrical configurations under varigpiCase 1.

Standard Deviation (ps)

4
Marmalized Width Cv"u’f'\l"lfom) 2
0o Marmalized Spacing (S.-’Sopt)

Figure 6.16: The standard deviation (in picosecpofishe delay of interconnects (without repeaténsthe
channel bus of 13nm for different geometrical ogmfations under variability Case 1.
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Figure 6.17: Delay variability (%) of interconnedisithout repeaters) in the channel bus of 13nm for
different geometrical configurations under varigpiCase 1.

The simulations were also performed to find theqrenance of the channel inserted with

optimal repeaters. The size and number of repeadergends on the geometrical

dimensions of the interconnect (width, spacing) aetd the parameters of minimum sized
repeater in a given technology. For 13 nm techngltdge number and size of the repeaters
per unit length of the interconnect is shown inufg6.18 and 6.19, respectively. The

corresponding data is given in Tables A.4 and Adpectively.
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20
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Figure 6.18: The number of repeaters per unit femgguired for different interconnect dimensionsdftv

and spacing) for a 13 nm bus under worst crosstél&.numbers have been rounded-off.
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The mean delay, the standard deviation and delaibiity have been measured for
different configurations of the bus inserted wigpeaters and the results are shown in
Figure 6.20, 6.21 and 6.22 respectively. The cpoeding data is given in Table A.6, A.7
and A.8 respectively. The results show that theyelf interconnects improves with the
insertion of the repeaters, as expected. More itapty, the delay variability also
decreases as compared to the case when repeatexst ased.

1000 -
00 J- S
g0 Jo-
son .-t

0.

Optirnal repeater Size (Smin)

0o 2 Morrmalized Spacing (SISDm)

Figure 6.19: The size of the repeaters for differeterconnect dimensions (width and spacing) fa&B3ahm
bus under worst crosstalk. The repeater sizes lhese rounded-off.
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Figure 6.20: Mean delay (in picoseconds) of intenaxts (with repeaters) in the channel bus of 18rm
different geometrical configurations under varigpiCase 1.
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Figure 6.21: The standard deviation (in picosecpmddhe delay of interconnects (with repeaters}ha

channel bus.
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Figure 6.22: Delay variability (%) of interconne¢tgith repeaters) in the channel bus of 13nm féfedint

geometrical configurations under variability Case 1

6.6.2.2 Bandwidth

Using the data of Table A.1 and A.6, the bandwiltihe individual lines of the bus has
been calculated with and without repeaters andtseate shown in Figure 6.23 and 6.24
respectively. The corresponding data is given ibl@a\.9 and A.10 respectively. The
results clearly show that the bandwidth can beemsed by increasing the width of the
interconnect and/or by increasing the spacing batwieterconnects. Moreover, the

insertion of repeaters further increases the badftthwi
125



Chapter 6 Design of Variability Tolerant Dafdannels

Bandwidth (5h/s)

2
0o Marmalized Spacing (3/5,,,)

Figure 6.23: Bandwidth of the individual intercoohénes (without repeaters) in Gb/s given as afion of

the interconnect width and spacing for 13 nm.
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Figure 6.24: Bandwidth of the individual intercoonknes (with repeaters) in Gb/s given as a fuorctf the
interconnect width and spacing for 13 nm.
For a channel link, it is important to determine thtal bandwidth which it can support. In
order to meet high bandwidth requirements undecanstrained area, the configuration of
the bus interconnects which gives maximum bandwadtine individual lines (large value
of W and S) is used to get the maximum total badtiwthrough a particular channel
width (no. of lines). But this may occupy sufficiBnlarge chip area. However in the
actual designs, only a limited area budget is atiedt for the channel links. Therefore, in
this situation the bandwidth will be less than timeonstrained area case. Hence some sort
of optimization is required to obtain the best @ussbandwidth within the available area
budget. During this optimization process, the delayiability as well as the power
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dissipation is required to be considered, becawssetquantities may become worse while

looking for a configuration which gives best bandiili

In this study, we have explored the geometricalcepaf interconnects which gives

optimum total bandwidth under a channel area camstrThe total bandwidth has been
calculated using equation (6.12), where the valu¥ dlas been computed from equation
(6.13) for different values ol andS. The results are shown in Figure 6.25 (without
repeaters case) and Figure 6.26 (with repeatesy emsl corresponding data is given in
Table A.11 and Table A.12.
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Figure 6.25: Total bandwidth (Gb/s), without repest plotted as a function of interconnect widthd an

spacing.
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Figure 6.26: Total bandwidth (Gb/s), with repeatelstted as a function of interconnect width apdcing.
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From the results, it can be seen that there isear abptimum point which gives the
maximum total bandwidth. For the channel bus with mepeaters used, this point
corresponds t&/ = 4W,,,;,, andS = 2S,,;,. Similarly, for the channel bus when repeaters

are used, the optimum bandwidth is achieveslatS,,;, andW = W,,;,..
6.6.2.3 Power Dissipation

Total power dissipation (switching) in the chanbas for maximum throughput in each of
the bus configuration is given in Table A.13 (fbetbus without repeaters) and in Table
A.14 for the bus with repeaters. The results amvshin Figure 6.27 and 6.28. The power
dissipation increases with the increase of theréot@ect width due to increased wire
capacitance. From the results, the additional paigsipation in the repeaters may also be
observed. It is important to mention that this powessipation is corresponding to the

maximum bandwidth of the channel.

FPower Dissipation (miY)

2
0 Mormalized Spacing (SISij

Figure 6.27: Power dissipation (mW) at maximum lvedth for the interconnect of 13 nm technology

without repeaters.

The cost of data transfer in terms of power condianps measured as the total bandwidth
per unit power and is shown in Figure 6.29 (sedelrabl5) for the repeater inserted case.
It can be inferred from the results that transfegrilata from one point to the other through
widely spaced interconnects is cheaper in termgaer consumption. This cost is

different for different channel configurations.
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Figure 6.28: Power dissipation (mW) at maximum léidth for the interconnect of 13 nm technology with

repeaters.
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Figure 6.29: Total bandwidth per unit power (GbM/jrconsumption for interconnects with repeaters.
6.6.2.4 Area
The area consumed by interconnects and repeatéms aihannel bus is given by
Areawr = WyireLNjines (6.15)
Arear = Wyire LNjines + Nopt (Sopt LerrSmin) Niines (6.16)
where

Areay,p= Total area when repeaters are not used,
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Areag= Total area when repeaters are used,

Wyire = Wire width,

L= Bus length,

Niines= NoO. of interconnect lines in the channel,
N,,:=No. of optimal repeaters per unit interconnecgtan
Sopt= Size of the optimal repeaters,

L.ss= Effective gate length,

Smin= Width of a minimum sized repeater.
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Figure 6.30: Surface plot of the area consumedhéyhannel bus interconnects, with and withoutatsps.

Figure 6.30 shows that maximum area is requirednwire use wider wires at minimum

spacing. The area required with repeater insersidarger than the case when no repeaters

are used. However, the major portion of the areeorssumed by the wires. Figure 6.30

may be compared with Figures 6.15 and 6.20 tolse=eetation between performance and

area cost.

6.7 Optimization under Different Trade-offs

An ideal data channel is expected to give the mawinbandwidth, small latency per unit

length and minimum uncertainty in the arrival timgfsthe signals at the receiver with

minimum area and power costs. However, there adetoffs between delay performance,
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bandwidth, area and power. Therefore the aim ofoptimization study can be the

maximization of one or more parameters.
We define a figure of merk to achieve the most desired objectives

B TOT

F=—2>"9" _
DXPXAXV

(6.17)

WhereD is the delayV is the delay variabilityP is the power dissipation antl is the
area. For the repeater inserted interconnect,igiveef of meritF is shown in figure 6.31.
Again one can find an optimum interconnect confagion for maximum figure of merit.
For instance, for the channel configuration unaerstderation, the optimum value Bfis
corresponding t§ = 4S,,;, andW = 5W,,,;,,.

] (3] =
] rl

Figure of Merit, F

—y
L

—
Lo
g

. , 2
Mormalized Width Wwﬂm) 0 o Marmalized Spacing (SISij

Figure 6.31: The figure of merff plotted as a function of spacing and width for thpeater inserted
interconnect.

6.8 Failure of Channels under Variability

During the optimization of the channel, the maghéwf the delay variability should also
be considered in conjunction with other parametdes delay, power and area. In a
sequential channel link, the data from the trang®minoves through the interconnect lines
to the receiver simultaneously with a common syobus clock, as shown in Figure 6.32.
As we have seen, variability in the devices andrognnects introduces delay variability;

this will produce data skew at the receiving endhefchannel. The skew beyond a certain
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acceptable limit can result in data loss. This raksp result in timing failures, as the data

may not be properly latched at the receiving regist

Let T,,,: be the setup time of the—th flip-flop, T,,;,.: be the delay of thé—th

interconnect line, the clock frequenfy andT,,x be the clock period.

e e
e B e =5

& » i R )
S e
e T R

CLK

Figure 6.32: A multi-bit communication link. Tapdréuffers have been used on the transmission side,

whereas flip-flop registers have been used atdbeiving end.
For proper latching of the data bit, the followitkgjay constraint must be satisfied

0<Typet STck =T (6.18)

setup!

The probability of correct data transmission caeyefore, be expressed as follows
a= Pr(O STyiret < Terk — Tsetupi) (6.19)

Since T,;eis Terx and T, are random variables, therefofe=T,,; i +T,p,,i +

(—=Tewx) will also be a random variable with @d.f P(8) = P(T,;.00) * P(Tgepypi) *
P(—T¢.x), Where (*) is the convolution operator. If thepfllops used in the receiving
register are of large size, the timing distributioh the setup time will be Normal.
Similarly, due to sufficiently large size of thetopal repeaters (see Table A.4), the delay
distribution of the repeaters will also be normélso the delay distribution of
interconnects under variability is assumed to benid. Then

Us = Uwire T Usetup — HcLk (620)

2 _ 2 2 2
05 = Opire + 0-setup + OcLk (621)

and the probability of correct data transmissiogiven by the error function [20]
132



Chapter 6 Design of Variability Tolerant Dafdannels

1 Us
=3 + erf <U_5) (6.22)

where

2

erf(x) = exp (— —)dt (6.23)

=
The probability of failure for one data bit transted through the interconnect is given by
POFsingle =1- q (624)

In a multi-bit link consisting ofV channel lines, if the signal timing does not miet
target value in one or more lines, the communicdliitk fails. So the probability of failure

in such a link is given by
POqultiple =1- qN (625)

As we have seen that the magnitude of the delaghisity also depends upon the channel
configuration (width, spacing), this will directlympact the link failure probability;
otherwise the operating frequency of the link wilve to be reduced. The maximum
frequency at which a link can operate depends tipeulelay of interconnects. Tables A.6
gives the delay and A.7 gives the standard deviasfidhe associated delay variability as a
function of the interconnect width and spacing.tid¢ receiving end of the channel, flip-
flop registers have been used having setup 1img,, = 12.1ps and o4, = 0.15ps.
The probability of failure (PoF) has been calcudatsing equation (6.24) at 5% below the
maximum possible frequency of the link with a partar geometrical configuration and
results are given in Table A.16. The results shmvRoF is highest for S=1X and W=1X
due to large variability in this configuration awnidcreases with the increase of width
and/or spacing. The operating frequency of the &nkl PoF depends on the delay and

delay variability as shown in Figure 6.33.

As the channel width increases, theF increases and is governed by equation (6.25). In
an area constrained channel, theF is given in Table A.17 using equation (6.25) while
considering the possible number of lines in theegiarea. The results show ttatF is
extremely large for the wider links. Therefore, lghoptimizing a channel for any of the
parameters, th&oF should also be considered in the figure of medtherwise, the
channel speed and hence performance frequencynweillbe met. This is obviously

undesirable for high performance designs.
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Figure 6.33: Probability of link failure as a fuinct of operating frequency.

6.9. Channel Serialization

The channel width (bit-width) determines the siZeghe physical transfer uni{phit) or
vice versa. The data packet is accordingly dividl@d smaller units and transmitted
through the on-chip communication network. If theviadth of a processing unit (PU) is
larger than the phit size of the channel, some soserialization will be required by the
factor of:

1/0 bitwidth

Degree of Serialization =
g f phit size

The throughput is the average rate of successtal Wlansmission over a communication
channel. The throughput is usually less than thedwath; which is the maximum
capacity of a channel. In a throughput centricgigsihe channel can be designed in such a
way that the desired throughput requirements caacheved at optimum power and area
consumption. In this section, we will investigate teffect of channel serialization on

throughput, area and power consumption.
6.9.1 Concept

The power dissipation in a repeater-interconnestiesy is given by

PRep—Int = Pswitching + Pshort—circuit + Pleakage (626)
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The switching power is the most dominant comporméntower dissipation and strongly
depends on the interconnect capacitance (alongthetisize and input/output capacitances

of the driver) and is governed by the following eegsions

Pswitching—wr = L(Cs + ZCC)Vddeclk X Nlines (627)

Pswitching—rep = (6( (S(Cp + Co) + l(cs + ch)) dedfclk) X kopt X Nlines (628)
where

Pswitcning—wr= SWitching power of the bus without repeaters,

Pywitching-rep= SWitching power of the bus with repeaters,

c,= input capacitance of the repeater,

¢, = output parasitic capacitance of the repeater,

c,= self capacitance per unit length of the interemtn

c.= coupling capacitance per unit length of the tanect,

[= interconnect length between repeaters,

L= total interconnect length,

k,»,r=number of optimal repeaters per unit length,

a=switching activity,

far=clock frequency,

Niines= Number of lines in the bus.

Equations (6.27) & (6.28) dictate that in order reduce bus power, the coupling
capacitance (principal component of the bus capac#) should be reduced. This is
possible by increasing the spacing between intereds and so the bit-width will have to

reduce in area-constrained design. This motivatesée Serial links.
6.9.2 Channel Structure

The conceptual diagram of a serial data channgivisn in Figure 6.34. Multi-bit parallel
data (having U-bits) from the computational unit gorouter in NoC) is transformed into
the serial data (having V-bits) using a speciak wailed the Serializer. The degree of
serialization is defined as= U/V. The serial data moves through interconnects waieh
widely spaced as compared to the parallel cases&hel data before entering the receiver
is converted back into U-bits of parallel data tlgb a special unit called De-serializer. In
this way, the serializer and de-serializer proweinterface between the computational

units and the link. The serializer is based on arclof multiplexers in conjunction with
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flip-flops as shown in Figure 6.35. A more intedlig serializer and deserializer (SerDes) is

shown in Figure 6.36.
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SPar+ ] l ' ' : : :
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Figure 6.34: Structure of a semi-serial communérathannel.
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Figure 6.35: Conventional shift-register type SexDe
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Figure 6.36: Wave front train Serializer and Dedérér [138].

The throughput of the parallel linkT,,,) and serial link(T,.,) can be calculated as
follows

Tpar = fpar X AV (6.29)

Tser = fser XV (6.30)
To obtain the same throughput from the serial #skhat of the parallel link

fser = Afpar (6.31)
Therefore the serial bus will have to operaténes faster than the parallel bus.

The total power dissipation in a parallel and déin is given by
Ppar—link = Pdrivers + Prep (632)
Pser—link = Pdrivers + Prep + PSerDes (632)

Note that the power dissipation in parallel linkged not include the power dissipation in
the SerDes (Serializer-Deserializer). The powesip&ion in the repeaters, drivers and
SerDes is mainly due to the switching and leakam®ep. The short-circuit power has a
relatively less contribution in the total power ithgr bus operation and therefore can be

neglected.

Using equation (6.28), the switching power dissgrain a repeater inserted parallel link is
given by

Pswitching—par = (a (S(Cp + Co) + l(Cs—par + 2Cc—par)) dedfpar) X kopt xU (6-33)
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Pswitching—ser = (6( (S(Cp + Co) + l(Cs—ser + 2Cc—ser)) dedfser) X kopt XV (634)

Equation (6.33) and (6.34) show that the switclpogver of a serial bus is less than the

parallel bus by a factdic._,qr/Cc—ser)-
6.9.3 Experimental Results

The performance of the parallel and serial busesstcained in widthi/, for the same
throughput has been calculated and results are giv€able 6.3. The results show that for
A =2, (W=Whin, S=3Siin) the power dissipation decreases by 55.21% ar@b% for the
bus with and without repeaters respectively. Exclgdhe area of SerDes, the area of the
serial bus is 34.57% and 33.21% less than the @frélae corresponding parallel buses.
Although interconnect spacing is a weak functiordefay variability, the serial bus has
less variability effects as compared to the pdralls. Similarly, a serial bus will also be
less vulnerable to the crosstalk effects due toeemed interconnect spacing. Additional
advantages of serial links are the minimizatiorskdw between different lines of the link
due to the reduced number of wires. The operatidog} of a parallel link is less than a
serial link and therefore leakage power becomegrafisant portion of the total power in

parallel links. Again, a serial bus reduces leakameer.

Table 6.3: Performance of a parallel and a setigldf degree 2 for the same throughput

Parameters Parallel Bus Serial busof degree 2
Without With Without With
Repeaters Repeaters Repeaters Repeaters
Interconnect Width Snin 1Sin 1Smin 1Sin
Interconnect Spacin@um) 1Smin 1Smin 3Smin 3Smin
Number of Interconnects 128 128 64 64
Throughput (Gb/s) 66.23 154.8 66.23 154.8
Frequency (GHz) 0.5174 1.2093 1.0349 2.4194
Power Dissipation (Watt) 0.008499 0.014289 0.004 .0064
Area (mn) 0.02511 0.05229 0.01677 0.03421
Delay Variability (%) 18.16 14.35 10.13 7.39

By considering all possible geometrical configurasi of the bus (space spanned by W and
S), we can explore different possibilities whicim @ive best performance for a particular
parameter and accordingly the serialization degnag be ascertained. The extreme case
of serialization is the conversion of a multi-bitd to a single wire link. For instance, a

serialization degree of 1, 1.5, 2.0, ...,4.5 can Ib&ioed either by increasing interconnect
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spacing from 1§, to 8S,n (keeping width constant at M) or by increasing the width
from 1Wiin to 8Whnin (keeping spacing constant atixk Now if we want to operate the link
at a bandwidth of 87.9 Gb/s, the channel performandhe two cases will be different as
shown in Figure 6. 37. The results show that thiealsbus using wide interconnects is
efficient in terms of signal speed and delay valitgfand inefficient in terms of power and
area, as compared to the bus with widely spacedcmtnects. Also observe the reduction
in bandwidth capacity in the two cases. Therefdemending upon the metrics of interest

and constraints, the channel configuration foradigation can be selected.
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Figure 6.37: Different performance metrics for & lwith different serialization ratios (1, 1.5, 2.04.5
corresponding to S= 13 to 8S,» or W= 1W,,;, to 8W,in), (@) by increasing spacing and keeping width

constant, (b) by increasing width and keeping sgacbnstant.

6.10 Link Utilization and Power Dissipation

As we have already seen that leakage power isascrg significantly with technology

scaling, especially in the circuits where the agtivevel is low. In a SoC and NoC,
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different link types with various utilization ratese used which can be as low as few
percent [121]. It has been reported that averageitgiclevel of microprocessor nets is

4.5% [123], however some links may operate at hmighiézation rates approaching 100%.

In order to investigate the impact of link utilizat on the total power consumption, we
have considered two types of links (S=Smin, W=Wmamd S=Smin, W=5Wmin) and

contribution of leakage power in the total powerssibation has been measured
corresponding to different link utilization ratd$e results are shown in Figure 6.38. It can
be seen that contribution of the leakage powehéntbtal power dissipation increases as
the link utilization rates reduce. The leakage poweromes the dominant source of power

dissipation at very low link utilization rates.
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Figure 6.38: Leakage power normalized with thel jadaver for different link utilization rates.

NoC links are designed to operate at low utilizatrates in order to meet the stringent
requirements for latency. Moreover the links wiigher bandwidth capacity are used to
reduce packet collisions [146]. For such desigeakdge power may become a critical
design parameter and therefore, a careful congdideraf all the performance parameters

will help to achieve better optimization.

6.11 Summary

In this chapter we have discussed the performahgerutiibit links under the impact of
variability. We started with the modelling of intennects in DSM region and then

simulation results for the delay and power measargrhave been presented. From these
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results several plots for the delay, delay vangbibandwidth and power dissipation have
been presented. A figure of merit has been intredufor the optimization of channel
performance under delay, power, area, and vatmghdbnstraints. Then the failure of
channels under variability has been discussedhdrend, it has been shown that channel
serialization is an attractive approach for poveeea and variability efficient designs for
throughput centric systems. Moreover, it has beemahstrated that leakage power
becomes an important component of power dissipdionthe links operating at low
activity levels. Therefore, this consideration malgo be very beneficial for power-

efficient link designs.
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Chapter 7

Crosstalk in Coupled Interconnects

7.1 Introduction

Coupling capacitances have increased due to redot&dpacing and larger aspect ratios
of wires in progressive DSM technologies. The tedbgy scaling results in the increased
dominance of coupling capacitance and it can béiigh as 80% of the total wire

capacitance [139].

The technology scaling has also pushed the sigequéncies to the gigahertz region and
at such high speeds the transmission line effexth as crosstalk, distortion and reflection
are becoming evident. Crosstalk represents theatsitu when a neighbouring wire
unintentionally affects the performance of anothkare through electromagnetic field
interaction. It occurs due to coupling betweenrnéghbouring wires and can be classified
into functional noise and delay noiséunctional noise refers to a fluctuation in tignal
state of a quiet wire (non-switching) due to switichin the neighbouring wire. This noise
produces a glitch that may propagate through tteraannect to the dynamic node or a
latch and may tend to change the signal state.dSkeenoise will change the signal state
and will result in circuit malfunction depending time noise margin available. Crosstalk
can also cause variation in the delay of signajsedding on the phases of the aggressor
and victim line signals. On a chip, an interconneety have multiple couplings with
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neighbouring wires and simultaneous switching oes¢hwires will effect propagation
delays, thereby resulting in delay variations [S®fferred to as delay noise. The delay
noise (variations) may result in timing failureheldelay noise is contributing a significant
fraction of the circuit delay [140]. Therefore, sstalk effects need serious considerations
during the design process, otherwise, the systdhsuffer from performance degradation

or even system failure.

In actual circuits there are equal chances thatsteal transitions on the victim and
aggressor lines appear simultaneously or with sskee. Similarly, process variations in
the circuits are translated into delay variatiossulting in the introduction of skew at the
input of aggressor and victim drivers. It has beéserved that the amount of the delay
noise on the victim line depends on the victim-aggor skew [140]. This will cause delay
variability at the receiver. Under these situatjosignal delay noise and crosstalk are
seriously affecting the performance of high perfance designs. Accurate estimation of
these effects is necessary for the design of higtiopmance systems otherwise the
designers will have to go through the extra deg&&nations which are computationally and

time wise expensive [28].

In the past, many researchers have published atbsshalysis models and algorithms
[28]-[30], [141] but all of them either require nencal techniques to solve them or do not
give sufficient insight into the underlying crodktaffects on signal responses. Therefore,
we present closed form expressions that give ateuddtages for the aggressor and victim
lines in time domain, as a function of wire lengtlie to switching transitions on them.
Extension to this work is continued to derive atied} expressions in order to determine

the conditions that gives maximum crosstalk effectder the impact of variability.
7.2 Coupled RC Transmission Lines

Consider a coupled RC transmission line consistingvo signal conductors and a ground
line with distributed RC parameters amongst themuped element representation is
shown in Figure 7.1, where the capacitancec() are the self and coupling capacitance
(per unit length), and the resistance R is theesagsistance per unit length for each line.
We are interested in determining the transient biehaf the system when the lines are
driven by a unit step input at the source (x=0)responding to a high/low or low/high
transition in any combination. In real digital sysis, transition of the line drivers do not
occur concurrently, but rather the transitionsratgually delayed by a short tinde called

the skew of the lines. The skew is not maintaineastant throughout the line, but rather it
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is increased or decreased depending on specifiditcmms. The aim of this study is to
determine those conditions and to quantify the amhad passive skew amplification or
reduction in such a system (defined as the ratizvdren the input and output skew). As a
first step towards this objective, an accurate stadk model has been developed that can
be used to determine those conditions. Here weskifl the derivation and present only
the final results of this model [142].

V,0,t)

t I 1T I 1

Figure 7.1: Coupled RC transmission line model wliiributed RC parameters.

\\}—(

7.2.1 Voltage Representation

The voltage on the victim line as a function of theerconnect length and time is given

below for up-up and up-down transitions

1 wy(x,t) +wo(x, )] 1 wi(x,t —8) —w,(x,t —§)
Vi (6, £) = E#(t) [Wi(x, t) — Wz(x, t) + E”(t —9) [Wi(x, t—06)+ Wz(x, t—96) (7.1)
1 wy(x, t) + wy(x, t)
Vua (%, 6) = 7 1(0) [2 s (0, £) — w ()
1 wy(x,t —8) —w,(x,t —§)
_E#(t_ 8) Wi(x,t—é‘) +Wz(x,t—6) (7.2)

and describe the signals in the wires due to a ettamput. Notice the response is formed
by two functions which act at different times. Whéa input to the aggressor line is turned
on att = 0, a transitory waveformy, (x,t) —w,(x,t) is induced in the victim line.
Similarly, the switching in the victim line inducedransient response in the aggressor line
whose magnitude ibv, (x,t) — w,(x,t)|, when it is switched at= §. In both cases, the

steady state solution is started in each line wisecorresponding input switches.

w; andw, used in expression (7.1) and (7.2) can be cakedilffar the following two cases:

7.2.1.1 Finite Line with Open end

For the finite line with open end, the vecteiis given by
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> _aizt
Zaie X sina;x (7.3)

i=1

SIS

Wo = ﬂ(t) <1 -

wherea; = (2i — 1)"! anda; = n(2i — 1)/2L.

The eigenvaluei (used in (7.3)) are given below in the form obéuen vector

A= [R(Cfiszcc] (7.4)

7.2.1.2 Finite Line with Capacitive Load

Similarly, the vectorw for finite lines with capacitive loads connectedtlair output is

given by

a;’t
we=1 —ZAie_ A sinogx (7.5)

The coefficients of the series are given below

2(a? + &2)
i= 2 (7.6)
o;[L(af + §2) + &
where the parametér= A/C,, and is related to through the following equation
o tan(x L) = & (7.7)

There are an infinite number of such roots fromalthwe only need to choose the positive

ones as the proposed solution is an even funciibe.periodicity of the tangent function
implies that the i-th root is Withiﬁ$< a; <% for i >1 and so numerical
solutions can be easily found by the bisection weth

7.2.2 Model Validation

For the validation of the proposed model, we caarsidictim and aggressor line
configuration of Figure 7.1. The interconnects efidth 1mm from 25 nm technology

generation have been used havig 867.6Q,C, = 22.3 pF, (. = 88.8 pF. The victim

and aggressor lines are excited by the step irmmdshe signal on the victim line appears
0.1 nsec later than the signal on the aggresser Tihe response of the system using our
model for the finite line with open end is showrFigure 7.2 and 7.3 for the up / up and up
/ down transitions respectively. HSPICE simulati@sults are also shown in the same
figures. The curves clearly show that the modeleately matches with the simulation

results and confirms its validity.
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Figure 7.2: Typical responses of aggressor anéhvimhes during up/up transitions for finite linedth open
ends.
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Figure 7.3: Typical responses of aggressor andnvilihes during up/down transitions for finite Isevith
open ends.

Similarly, the response of the model for finiteelnwith capacitive loads is plotted in
Figure 7.4 and 7.5 for the up / up and up / dovamditions respectively. Again the

responses accurately match the simulation redubisrs along with the model curves.
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Figure 7.4: Typical responses of aggressor andnvitines during up/up transitions for finite linegth

capacitive loads.
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Figure 7.5: Typical responses of aggressor andnvilihes

capacitive loads.

7.3 Skew Amplification under Variability

during up/down transitions for finite Imevith

As mentioned before, the skew amplification is wkedi as the ratio between the input and

output skew. The analytical model and the plotsisti@t the arrival time of the signals at
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the output of the victim line depends on the ingk@w. The arrival time will be maximized
(or minimized) when the skew in its driver occutdhe same time at which the aggressor
line has managed to couple the maximum amount efggninto the victim. Under this
condition, the input skew is amplified at the fardeof the interconnect. Now, in a
particular circuit configuration, if the signal figitions in the aggressor and victim lines
always occur such that this condition is satistieein a constant skew will be observed at
the output of the channel. However, in the presericeariability, the output skew (and
hence the skew amplification) will be in the formhaoprobability distribution. Therefore,
under this condition, the uncertainty in the arritrae will also be amplified. As stated
before, analytical expressions are being develapetktermine the conditions and also to

quantify the effects. In order to emphasise itsifitance, a case study is given below.

We consider three coupled interconnects such tletictim line is surrounded by two
aggressor lines. The resistance, self capacitamze @upling capacitance of the
interconnect lines are taken to be 92.22 ohms/m26.99 fF/mm and 39.26 fF/mm
respectively. The supply voltage is taken to bé&¥.1The system response can either be
measured using our proposed model or using simuktiHere we used Monte Carlo
simulation method to incorporate the variabilitjeets. We assume that due to variability
the arrival time of the signals at the input of tietim line driver follows a normal
distribution with standard deviation equal to 3ple system response has been measured
corresponding to different values of input skevkéta as the time between the aggressor
switching and mean of the arrival time distributiéor the victim line). The delay
measurements have been taken between the inputoatplt of the victim line

corresponding to 95% of the voltage levels. Thaltesgre shown in Table 7.1.

The victim delay has been measured in the absenXetalk for reference and is about
81.34ps. Then an input signal is applied on thémitéine with input skew=0 and standard
deviation of the input delay=3ps. In order to siatelthe in-phase X-talk situation, both
aggressors were allowed to switch simultaneousphiase with the victim line. It has been
observed that the mean delay reduces to 72.25psaduephase crosstalk. However,
variability of 3ps in the input signal is amplifiey 20.83% as the variability in the output
signal increases to 3.625ps. However, the amptifinan the delay variability reduces as

the input skew is either increased or decreased fhe zero value.

Similar experiments were repeated to measure fhetedn delay variability due to out-of-

phase crosstalk. It may be noted that the inpwaydeariability is amplified as the input
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skew increases from negative values. The negathaes of offset shows the situation
when the aggressor switches prior to the victimtavimg. An amplification of input delay
variability up to 43.46% has been observed wittutrgkew of 60ps.

Table 7.1: Monte Carlo simulation results for stmndythe effect of input signal variability on skew

amplification.
No X-
talk In-Phase X-Talk Out of phase X-talk.
Mean Input Mean Mean
delay Skew delay Increased| % age delay Increased| % age
(ps) (ps) (ps) stdev(ps) | increase (ps) stdev(ps) | increase
81.34 60 105.9 1.304 43.46
81.34 50 63.78 0.863 28.76 101.44 1.216 40.53
81.34 40 65.513 0.844 28.13 98.21 1.019 33.96
81.34 30 68.17 0.470 15.66 95.4 0.696 23.20
81.34 20 69.07 0.227 7.56 93.15 0.572 19.06
81.34 10 70.26 0.483 16.10 91.14 0.606 20.20
81.34 0 72.24 0.625 20.83 89.09 0.543 18.10
81.34 -10 70.26 0.480 16.00 87.27 0.44 14.66
81.34 -20 76.32 0.460 15.33 85.82 0.375 12.50
81.34 -30 77.722 0.316 10.53 84.71 0.284 9.46
81.34 -40 78.744 0.254 8.466 83.82 0.217 7.23
81.34 -50 79.46 0.184 6.133 83.07 0.173 5.70
7.4 Summary

In this chapter we have presented a crosstalk nmbdekan be used to accurately describe
the signals in the aggressor and victim lines urwlesstalk effects due to RC coupling.
Then we have shown that under crosstalk conditithres,delay variability in the arrival

times of the signals is also amplified and canltesuncreased failure rates.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

Since variability is a major constraint in the dgsof state of the art systems, especially in
deep sub-micron technologies, and technology sgpdias caused communication to slow
relative to computation. Future designs will requito enhance the on-chip
communications while tolerating the inherent vaitipbpresent in the system. Regardless
of the communication architecture employed, thislgthas shown that variability in the
communication infrastructures can compromise thétyalo meet the designed targets,
unless due attention to it is given during the giegihase. In particular, we have critically
examined the effect of device variability due to RDn the performance of the basic
elements of on-chip communication structures, sisctapered buffer drivers with different
tapering factor, repeaters of different sizes, dath storage registers (FFs). FO4 delay
measurements have also been taken, as represemhthe logic circuitry and results can
be used as a performance benchmark. The studyledviiat RDF has significant impact
on the performance of communication structuresthed performance deteriorates very

significantly with technology scaling from 25 to h8h.

A simple design methodology, scaling up of circuntghe critical paths can be employed
to minimize the effects of device variability, immicular, since we have shown that this
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trade-off is not linear and a small increase inrd@eater size can give substantial benefits
towards performance. In a real system, howeverptweer and area penalties due to this
passive technique of circuit scaling should be careg with any active countermeasure

techniques which can be used to mitigate the dedagbility.

Although NoC is more robust against on-chip commoation failure than simpler designs,
we note that such occurrences have increased Higparty (and will continue to do so)
due to device variability. In order to evaluate gerformance of a typical point-to-point
link, we have derived analytical models to prediitk failure probability (LFP) using the
characterization data of the individual on-chip commication elements. The results show
that link failure probability increases significgntvith the increase of device variability

and is a limiting factor in the maximum operatingdguency of a synchronous link.

It has also been observed that the timing distioimstof different communication circuits
are non-Gaussian, especially for smaller geometvits have extended the study of these
distributions on flip-flops and flip-flop based pimed circuits. The simulation data shows
that the timing distributions of FFs are positivekewed (except for the hold time, which
is negatively skewed) and present nonzero highememts, such as Kurtosis, which
increase as the technology scales. The accurateaéisn of the shape of the distributions,
especially in the tail sections, is of great impade for large circuit designs, to improve
performance and reliability in the presence of afatity. The use of Gaussian
approximation is common in SSTA (mainly becausertbeessary SSTA operations are
known and easy to compute). However, as this whdws, the real distributions of the
timing parameters deviate significantly from norityain the region of interest (the tail of
the distribution) and hence will ultimately produoaccurate results. The use of the skew-
normal distribution is an interesting alternativegwever, it lacks enough degrees of
freedom to fit the fourth moment of the distributid=urthermore, it has been argued that
the skewed distributions of arrival times are regiresented accurately by it. Pearson and
Johnson systems have enough degrees of freedoroaangdrovide a very good fit to the
timing distributions of FFs as shown in this thesied therefore their use during SSTA
will provide improved results and significantly e the probability of yield loss.
However, for this approach to be fully successiulis required that different SSTA
operations (e.g., SUM, MIN, or MAX) be analyticaftymulated for Pearson and Johnson

systems, to allow efficient analysis.
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The implications of skewed timing distributions 88TA of pipelined circuits have also
been discussed in this thesis. Due to skew inithing distributions of FFs, the pipeline
segment delay distributions are positively skewbdua the mean and the degree of
skewness increases with technology scaling. Thexefa this situation determining the
slowest pipeline segment (which determines the aipey frequency of the pipeline)
during SSTA using Clark’s approximation is not aodochoice and will give wrong
results, which will result in yield loss. Again,etlskew-normal distribution is not a very
ideal choice for approximating the timing distrilmms in highly scaled device, especially
where the device count on a chip has jumped toraklélions of devices. This is because
a small deviation of the approximation from theuattesults will produce significant yield

loss.

Power dissipation is an important design metricolviplays a critical role in the design of
on-chip communication architectures. The impact te€hnology scaling on power
dissipation of buffers has been investigated is thésis. The results show that the relative
proportion of different components of power dissipais changing and leakage power is
emerging as a serious problem in the design of pegformance and power optimal chips.
Therefore, design methodologies should consideiivishgal components of power
dissipation along with the total power. Wider petioipoint links which are preferred for
better latency, will consume more power due to @&igleakage currents at low activity

levels.

The variability in the devices which is affectirgetdelay characteristics is also effecting the
distribution of power dissipation. Since there is iaverse correlation between delay
performance and leakage power, a significant asymnies also been observed in the
distribution of leakage power. This in turn, witdly affect the yield in addition to delay
variability. Therefore, it will be more advantagedo consider power variability along with
delay variability while making different circuit Gmizations. Active countermeasures, such

as the use of sleep transistors, could be a pessiiition against leakage power.

In this thesis we emphasize that due to variabilggwer and area optimal repeater
insertion methodologies should also consider vditgln their optimization methodology.
Analytical models for area, power, performance prabability of link failure have been
presented in terms of the size of the repeatersnéedrepeater segment length. It has been
found that beyond a certain reduction in the sizéne repeaters, the delay variability may

exceed acceptable limits while still satisfyingeticonstraints. For instance, with only 4%
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of performance loss due to the use of smaller tepgaalmost 30% of power and 40% of
area savings can be achieved; however timing ogyta reduced by 24%. Therefore,
while optimizing area, power and performance oftbip communication links, delay (and
power) variability should also be included in thgufe of merit; performance and area

alone are no longer a suitable metric.

The performance of multi-bit parallel links undéetimpact of variability has also been
discussed in this thesis. Based on the simulataia,ptimum channel configuration for
maximum bandwidth has been determined under ar@gawer constraints. It has been
found that delay variability also depends on thenctel configuration (interconnect width
and spacing) and so it determines the link opeyafrequency and the link failure
probability. Moreover, the link failure probabilityiso increases under variability as the
number of lines in the channel increases. We hds® eompared the performance of
parallel and semi-serial (serial) links for a parar throughput under some area
constraint. This thesis proposes the use of senaldimks for power efficient and fault
tolerant links; these also have the additional beotless vulnerability to crosstalk effects
due to larger interconnect spacing. Moreover, & &0 been shown that leakage power
becomes an important component of power dissipdionthe links operating at low
activity level and therefore this aspect needs gocbnsidered in the link optimization

methodology.

In DSM technologies, the effects of crosstalk cdrio® avoided and crosstalk severely
affects the performance of data links. Analyticaldels have been presented in this thesis
that can be used for accurate analysis of crosstikts in RC coupled interconnects. The
simulation results confirm their validity for diffent channel configurations. The models
are computationally efficient, more accurate angeglirect outputs in the time domain.
These models can be very effective for the desfgragability tolerant links. This work

also shows that crosstalk increases the input sisewell as skew variability.
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8.2 Future Work

Although the research work that was undertakerhen ieginning is extensive for this

thesis, there are still several dimensions in whitks research can be extended. The

suggested areas for future work are as follows:

The variability effects due to other sources cao dle considered to evaluate the
performance of on-chip communication architectumed3SM region.

Using the characterization data of communicationcstires and applying methods
proposed in this thesis, variability tolerant netikvon-chip can be designed along
with its performance evaluation with different nerk topologies.

Complete set of statistical analysis tools can beelbped that could work with
skewed distributions of Pearson and Johnson systemthe accurate statistical
static timing analysis (SSTA) in deep submicrortedogies.

It would be an interesting area of research tosgearctive fault tolerant techniques
that could effectively minimize the communicatianogs against increased level of
variability in DSM circuits. Similarly, there is aeed to develop circuit level
techniques which could reduce leakage power, bairsignificant component of

power dissipation in future technologies.
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Appendix A

The following tables are related to Chapter 6

Table A.1: Mean delay (in picoseconds) of interamta (without repeaters) in the channel bus of 18mm
different geometrical configurations under variapiCase 1. The columns of the table show the cai@nect
spacing and the rows show the width.

SW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X
1X 180.7| 121.4 107.4 102, 99.53 97/95 97.01 96.46 9895.95.59
2X 97.51| 67.25 60.27 57. 56.29 55.52 55/08 54.66 954.84.24
3X 69.81| 49.32 4457 42.7 41.93 4141 4108 40.86 7 A040.53
4X 55.92| 40.36 36.7% 35.3 34.72 3433 34.08 33.93 7933.33.69
5X 47.59| 34.95 32.05 30.9 304 3009 29,89 29.73 729.89.58

b

b

p

L

3

6X 42.08| 31.39 28.95 28.0 2753 2727 27.09 26.97 9 P626.84
X 38.11| 28.84 26.66 25.8 25.47 2524 2513 25.03 9324.24.87
8X 35.15| 26.92 25.02 24.3 23.96 23j72 23.6 2355 523.423.4
9X 32.82| 2541 237 23.0 22.75 2258 22,48 22.39 3322.22.26
10X 30.97| 24.23 22.6 22.0 21.79 2163 2151 21.46 4 P121.36

o[k [N[Oo o Jo o [O [k

[¢]

Table A.2: The standard deviation (in picosecorafghe delay of interconnects (without repeatensjhie
channel bus of 13nm for different geometrical ogmfations under variability Case 1.

SwW | IX 2X 3X 4X 5X 6X X 8X 9X 10X

1X 10.94| 595 514 498 484 479 48 4714 472 472
2X 427 193 185 179 178 179 18 177 179 1.77
3X 265| 128 127 128 129 128 1p8 1125 128 1.24
4X 203| 105 104 108 109 111 1.0 1/08 110 1.09
5X 167 096/ 100 100 102 1.03 1.p2 1j00 1202 1.00
6X 147 090 093 098 09 095 O0p5 094 096 0.95
X 129 087 089 091 093 092 0.p2 091 Qg9 D.91
8X 122| 085 087 083 089 087 089 0{89 0.8 0.88
9X 1.11| 0.83 084 08y 087 087 087 0/88 085 0.86
10X 1.05| 0.81 083 084 085 084 085 0|85 0.85 (.85

Table A.3: Delay variability (%) of interconnectsithout repeaters) in the channel bus of 13nm iernt
geometrical configurations under variability Case 1

SwW | 1X 2X 3X 4X 5X 6X 7X 8X 9X 10X
1X 18.16] 14.7| 14.35 1465 1459 14.67 1478 1474 1475 1148
2X 13.12] 8.632| 9.219 9.322 9.6 9.686 9.68 9.718 9.B37 9|776
3X 11.4| 7.81| 8554 8955 9.199 9.276 9.3p8 9.211 9.42 9,202
4X 10.89] 7.793| 8.826 9.154 9436 9.671 9.657 9.536 9/747 17M.7

5X 10.51] 8.241| 9.317 9.73¢  10.08 10.22 10,26 10.1  10.27 7101
6X 10.46] 8.587| 9.671 9.989 10.47 10.49 10/56 10.47 10.67 6410.

7X 10.19| 9.024| 10.05 10.54 10.95 10.89 11,03 10.88 10.94 0211.

8X 10.38| 9.453| 1045 10.8% 11.13 10.98 11.3 11131 11.29 311.3
9X 10.14| 9.847| 10.68 11.08 11.4 115 1158 11,76 11.48 4115
10X | 10.13 | 9.974| 11.01 | 11.47 | 11.71 | 11.7 | 1191 | 11.84 | 11.93 | 11.87

© |OT [©

o [W 01 [N [0 [0
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Table A.4: The size of the repeaters for differietérconnect dimensions (width and spacing) folBanfn

bus under worst crosstalk. The repeater sizes lhese rounded-off.

Sw | 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X 266 199 172 157 148 141 13p 133 130 1p8
2X 384 | 289 252| 231 218 209 208 198 194 192
3X 479 | 364 | 319| 294 278 267 260 254 250 247
4X 563 | 431 379| 351 333 321 313 306 302 208
5X 640 | 494 | 436| 405 386 373 368 356 351 347
6X 713 | 553 | 491| 458 436 422  41p 405 399 3P5
X 783 | 611 545| 508 486 471 46D 452 446 442
8X 850 | 667 597| 558 535 519 508 499 493 488
9X 916 | 722 648| 608 583 566 554 546 589 5B4
10X 980 | 776 698| 656 630 613 60l 592 585 579

Table A.5: The number repeaters per unit lengtliired for different interconnect dimensions (widthd

spacing) for a 13 nm bus under worst crosstalk.ntimbers have been rounded-off.

SwW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X
1X 30 23 20 18 17 17 16 16 15
2X 22 16 14 13 13 12 12 12 12
3X 18 14 12 11 11 10 10 10 10
4X 16 12 11 10 10
5X 15 11 10
6X 13 11 10
X 13 10
8X 12 10
9X 12 9

10X 11 9

s

~N NN o o o g |

Table A.6: Mean delay (in picoseconds) of interamia (with repeaters) in the channel bus of 13nm fo

different geometrical configurations under varigpiCase 1.

SwW | 1X 2X 3X 4x 5X 6X X 8X 9X 10X
1X 70.57| 52.95 45.9842.08| 39.65 37.99 36.83 35.97 3%.34.77
2X 50.91| 38.49 33.6530.99| 29.31] 28.18 27.39 26.77 26)335.97
3X 42.37| 32.31] 28.426.27| 24.94 24.0% 23.41 22.93 22/532.28
4X 37.38| 28.73 25.3923.57| 22.44 21.68 21.14 20.74 20/4420.2
5X 34.03| 26.34 23.3921.79| 20.79 20.18 19.6 193 19.048.83

p

)

4

3

6X 31.62| 24.63 21.9620.52| 19.62 19.0] 18,6 18.29 18/0%7.87
X 29.76| 23.32 20.8719.55| 18.74 18.19 17.81 17.53 17)317.14
8X 28.31| 22.3 20.0218.81| 18.05 17.54 17.19 16.94 16)7B6.58
9X 27.09| 21.46 19.3418.19| 17.5 17.03 16.71 16.46 16,286.12
10X 26.1| 20.77] 18.77 17.7| 17.04 16.6 16.20 16.07 15.895.76

O oo |[O]TW
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Table A.7: The standard deviation (in picosecormfs)he delay of interconnects (with repeaters)he t

channel bus.

SW | 1X 2X 3X 4X 5X 6X 7X 8X 9X 10X

1X 2.384| 1.412 1.13831.011| 0.935 0.894 0.874 0.8%4 0.830.829
2X 1.338| 0.581 0.4450.387| 0.363 0.3¢ 0.353 0.3%4 0.350.358
3X 0.998| 0.39 0.2890.258| 0.254 0.256 0.26 0.261 0.2720.27
4X 0.851| 0.317] 0.2330.217| 0.22] 0.229 0.23)7 0.242 0.pH5.256
5X 0.747| 0.278 0.21830.205| 0.216 0.225 0.234 0.238 0.248.251
6X 0.687| 0.256 0.2070.201| 0.214 0.222 0.233 0.238 0.240.253
7X 0.624| 0.244 0.2010.205| 0.22] 0.226 0.23[7 0.242 0.248.256
8X 0.594| 0.234 0.2050.208| 0.219 0.225 0.239 0.246 0.250.257
9X 0.552| 0.235 0.2080.208| 0.223 0.2383 0.242 0.2%52 0.250.258
10X | 0.523| 0.228 0.2060.215| 0.227 0.234 0.247 0.251 0.258.262

Table A.8: Delay variability (%) of interconnectsith repeaters) in the channel bus of 13nm foredéifit

geometrical configurations under variability Case 1

SW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X 10.13| 8.003 7.3987.208| 7.074 7.062 712 7.2 7.1027.15
2X 7.881| 4.527 3.9643.745| 3.717) 3.828 3.866 3.962 4.084.133
3X 7.067| 3.619 3.0492.943| 3.051] 3.194 3.334 3.408 3.612.631
4X 6.829| 3.31] 2.752.763| 2.939 3.172 3.36 3.496 3.673.805
5X 6.585| 3.163 2.7262.826| 3.117] 3.349 3.577 3.705 3.913.993
6X 6.514| 3.117] 2.8212.931| 3.276 3.506 3.763 3.91 4.134.255
X 6.295| 3.134 2.8943.145| 3.517] 3.728 3.989 4.185 4.298.472
8X 6.297| 3.148 3.073.319| 3.633 3.839 4.172 4.361 4.506.652
9X 6.11| 3.279 3.23 3.436| 3.817 4.11 4.344 4.595 4.632.798
10X | 6.009| 3.294 3.2853.636| 3.997 4.222 454 4.692 4.8//%.987

Table A.9: Bandwidth of the individual interconndictes (without repeaters) in Gb/s given as a fioncof

the interconnect width and spacing for 13 nm.

Sw X 2X 3X 4X 5X 6X 7X 8X 9X 10X

1X ] 0.615| 0.915 1.0351.088| 1.11§ 1.134 1.145 1.1%2 1.158.162
2X 1.14 | 1.652] 1.8441.929| 1.974 2.001 2.017 2.033 2.032.048
3X [ 1.592| 2.253 2.4982.597| 2.65| 2.683 2.705 2.7p 243 2.742
4X 11.987| 2.753 3.0243.141| 3.2 | 3.23¢ 3.2 3.245 3.288.298
5X | 2.335] 3.179 3.4673.589| 3.655 3.692 3.718 3.787 3.748.757
6X | 2.641] 3.54| 3.8383.968| 4.036 4.074 4.102 4.12 413 4.4
7X | 2.916| 3.853 4.1684.295| 4.362 4.402 4.422 4.439 4.458.468
8X | 3.161| 4.127 4.44 4571 4.638 4.683 4.707 4718 84 73748
9X | 3.385| 4.374 4.687 4.82 | 4.884] 4.921 4.943 4.963 4.978.991
10X | 3.588| 4585 49| 503 51 5188 5.165 5.178 5(19202

PO
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Table A.10: Bandwidth of the individual interconh&nes (with repeaters) in Gb/s given as a fumctbthe

interconnect width and spacing for 13 nm.

SW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X 1.574| 2.099 2.4192.641| 2.802 2.92% 3.017 3.089 3.143.195
2X 2.183| 2.887 3.3023.586| 3.79 3.943 4.057 4.15 4.218.279
3X 2.622| 3.439 3.9124.229| 4.454 4.621 4.747 4.845 4.922.986
4X 2.972| 3.867 4.3774.714| 4.951] 5.125 5.256 5.3%6 5.43%.501
5X 3.265| 4.218 4.7515.099| 5.343 5521 5.654 5.7% 5.8355.9
6X 3.514| 4.511 5.0595.415| 5.663 5.841 5.975 6.076 6.156.219
X 3.734| 4.764 5.3245.682| 5.93 6.108 6.238 6.337 6.416.482
8X 3.925| 4.983 5.5495.908| 6.155 6.334 6.464 6.56 6.646.703
9X 4.101| 5.179 5.7466.107| 6.351] 6.524 6.6591 6.75 6.826.891
10X | 4.257| 5.349 5.9196.278| 6.521 6.694 6.822 6.916 6.992.052

Table A.11: Total bandwidth (Gb/s) through the bosastrained in channel widif,, without repeaters in
13nm.

Sw | 1X 2X 3X 4X 5X 6X X 8X 9X 10X
1X 78.70| 78.10 66.2 55.7247.63| 41.49 36.6532.77| 29.64 27.0%
2X
3X

3
97.62| 106.16 94.7y 82.272.47| 64.29 57.6052.24| 47.64 43.8]
1 95.13B5.46| 76.92 69.7863.78| 58.69 54.4]
4X 102.93| 118.83 111.88 101.692.10| 83.820 76.7¢670.68| 65.51] 61.0]
5X 101.18| 118.09 112.66 103.695.03| 87.27] 80.5%74.75| 69.56 65.11

il

0

7

P

3]

102.66| 116.26 107.2

6X 98.46| 11549 111.30 103.5@5.76| 88.60 82.3576.80| 71.86 67.5]
7X 95.49| 112.17 109.20 102.3195.24| 88.720 82.76 77.53| 72.99 68.8¢
8X 92.37| 108.54 106.1y 100.1P3.84| 87.98 82.5477.55| 73.30 69.3¢
9X 89.38| 104.9¢ 103.1 97.§92.10| 86.61] 81.56 77.07| 72.97 69.3%
10X 86.43| 101.25 99.8 95.2490.09| 85.10 80.5176.24| 72.43 68.93

OO+ O I+ GCt

Table A.12: Total bandwidth (Gb/s) through the lwamstrained in channel widt., with repeaters in
13nm.

sw 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X ] 201.5| 179.1] 154.8135.2| 119.6 107.0 96.6 870 806 744
2X |187.0] 185.5 169.7153.6| 139.2 126.f 1159 106.7 986 916
3X [169.1] 177.5 168.2155.9| 143.7 1325 122)5 1136 105%.89.0

4X | 154.0| 166.9 162.0152.6| 142.5 132.7y 1238 1156 108.801.8
5X | 141.5] 156.7 154.4147.3| 138.9 130.5 122)5 1151 108.202.3
6X | 131.0| 147.2 146.Y141.3| 134.4 127.0 119)9 1133 107.101.4
7X | 122.3] 138.7) 139.5135.3| 129.5 123.1 116)7 110.7 10%.89.9

8X [ 114.7] 131.0 132.7129.5| 1245 119.0 113)3 1078 102.B7.9

9X [108.3] 124.3 126.4124.0| 119.8 114.8 109)7 104.8 100.B5.7
10X | 102.5| 118.1 120.7118.8] 115.2 110.9 1063 1018 975 934
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Table A.13: Power dissipation (mW) at maximum baidtkv for the interconnect of 13 nm technology
without repeaters.

SW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X 10.13| 6.29 4.46| 3.43] 27§ 234 201 177 158 1/43
2X 13.38] 9.33 7.06| 5.67] 474 40y 357 319 287 2/62
3X 14.90| 11.08 8.77| 7.25] 6.19 542 4.8 434 3P5 3|63
4X 15.78| 12.21] 9.95| 8.43] 732 649 584 530 487 4/50
5X 16.33] 13.01 10.84| 9.34 823 738 6.69 6.13 56 5/26
6X 16.71| 13.58 11.52| 10.06 897 8.1 742 6.84 6,35 593
7X 16.99| 14.03 12.07| 10.66 9.6( 876 8.04 746 695 652
8X 17.20| 14.38 12.52| 11.17, 10.13 9.29 859 8.0 7|50 706
9X 17.35| 14.68 12.90| 11.61] 10.59 9.76 9.08 8.49 798 754
10X | 17.49| 14.94 13.23| 11.97, 10.99 10.19 9.52 8.93 8|42 7.98

Table A.14: Power dissipation (mW) at maximum baidltkvfor the interconnect of 13 nm technology with

repeaters.

SIW | 1X 2X 3X 4X 5X 6X 7X 8X 9X 10X
1X 1855| 950 6.3% 476 381 318 2[72 239 2120911].
2X 18.01] 10.5) 754 592 4.89 417 364 323 29165
3X 17.00] 10.70 8.0% 6.52 551 4.y9 424 381 346173
4X 16.13| 10.677 830 6.89 593 5p2 4/68 424 3.88583
5X 15.42| 1058 844 7.14 6.23 555 5J02 458 4.22923
6X 14.83| 1047 852 732 647 582 530 487 451214
7X 14.36] 10.36 858 74p 6.65 6.3 5/583 511 4.76464
8X 13.96] 10.26 861 756 6.80 6.21 5/713 532 4.98684
9X 13.63] 10.18 864 76b 693 686 590 550 5.17874
10X | 13.35| 10.19 866 773 7.04 6.50 6/05 567 5.3805

Table A.15: Total bandwidth per unit power (Gb/s.jmnsumption for interconnects with repeaters.

SW | 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X 10.86| 18.84 24.3728.38| 31.38 33.66 35.43 36.83 37)938.85
2X 10.38| 17.64 22.525.95| 28.47 30.37 31.83 32.98 33)8%4.63
3X 9.947| 16.59 20.8923.89| 26.06 27.6Y 28,9 29.85 30/631.23
4X 9.545| 15.65 19.5122.14| 24.03 25.42 26.46 27.27 27)928.43
5X 9.176| 14.81 18.2920.63| 22.29 2349 244 25.11 256526.1
6X 8.831| 14.06 17.2119.31| 20.78 21.84 22.64 23.26 23]734.11
X 8.513| 13.38 16.2718.15| 19.46 20.41 21.11 21.65 22)082.42
8X 8.216| 12.77) 154117.12| 18.3 19.16 19.79 20.26 20,630.94
9X 7.942| 12.21] 14.64 16.2| 17.28 18.04 18.61 19.04 19,389.65
10X | 7.684| 11.69 13.9415.38| 16.36 17.05 17.57 17.96 18/2618.5
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Table A.16: Probability of link failure (in partsepthousand) of the individual lines of the chanmetler

variability.

SW | 1X 2X 3X 4X 5X 6X 7X 8X 9X 10X

1IX | 34.29| 802 381 269 206 188 189 181 172 175
2X 6.92 | 0.06| 0.05/ 0.03 0.05 005 0.05 0.p5 005 Q.05
3X 231 | 0.05| 0.05/ 0.03 0.05 005 0.05 0.5 005 Q.05
4X 1.34 | 0.05| 0.05 0.0 0.05 0.05 0.05 0.p5 0J05 Q.05
5X 0.77 | 0.05| 0.05/ 0.0 0.05 005 0.05 0.p5 0/05 0.05
6X 0.58 | 0.05| 0.05/ 0.0 0.05 005 0.05 0.p5 005 0.05
X 0.35| 0.05| 0.05/ 0.03 0.05 005 0.05 0.p5 0/05 0.05
8X 0.31| 0.05| 0.05/ 0.03 0.05 005 0.05 0.p5 0/05 0.05
9X 0.21 | 0.05| 0.05/ 0.0 0.05 005 0.05 0.5 005 Q.05
10X | 0.16 | 0.05| 0.05| 0.0 005 005 0.05 0.p5 0/05 {05

Table A.17: Probability of link failure (in partepthousand) for the channel under area constraint.

S 1X 2X 3X 4X 5X 6X X 8X 9X 10X

1X [988.51] 496.90 216.64 128.7484.38| 66.34 58.8750.19| 43.21] 40.02
2X | 448.43| 3.69 2.73 2.27 194 170 151 136 124 1.14
3X |138.36] 2.73 2.28 1.95 171 152 187 1p4 114 1.05
4X 67.18 2.28 1.96 1.71 152 137 125 144 106 Q.98
5X 32.93 1.97 1.72 1.53 138 125 115 106 098 0.92
6X 21.48 1.73 154 1.38 126 115 106 099 092 0.86
X 11.53 1.54 1.39 1.26 116 107 099 0p3 0f87 0.82
8X 9.11 1.39 1.27 1.16 10f 100 093 0.B7 0/82 0.78
9X 5.47 1.27 1.17 1.08 100 093 0.87 0.2 078 0.74
10X 3.90 1.17 1.08 1.000 094 088 083 0.8 074 071
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