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Abstract

This thesis describes the development and application of statistical circuit simulation 

methodologies to analyse digital circuits subject to intrinsic parameter fluctuations. 

The specific nature of intrinsic parameter fluctuations are discussed, and we explain 

the crucial importance to the semiconductor industry of developing design tools 

which accurately account for their effects. Current work in the area is reviewed, and 

three important factors are made clear: any statistical circuit simulation methodology 

must be based on physically correct, predictive models of device variability; the 

statistical compact models describing device operation must be characterised for 

accurate transient analysis of circuits; analysis must be carried out on realistic circuit 

components. Improving on previous efforts in the field, we posit a statistical circuit 

simulation methodology which accounts for all three of these factors. The 

established 3-D Glasgow atomistic simulator is employed to predict electrical 

characteristics for devices aimed at digital circuit applications, with gate lengths 

from 35 nm to 13 nm. Using these electrical characteristics, extraction of BSIM4 

compact models is carried out and their accuracy in performing transient analysis 

using SPICE is validated against well characterised mixed-mode TCAD simulation 

results for 35 nm devices. Static d.c. simulations are performed to test the 

methodology, and a useful analytic model to predict hard logic fault limitations on 

CMOS supply voltage scaling is derived as part of this work. Using our toolset, the 

effect of statistical variability introduced by random discrete dopants on the dynamic 

behaviour of inverters is studied in detail. As devices scaled, dynamic noise margin 

variation of an inverter is increased and higher output load or input slew rate 

improves the noise margins and its variation. Intrinsic delay variation based on CV/I 

delay metric is also compared using ION and IEFF definitions where the best estimate 

is obtained when considering ION and input transition time variations. Critical delay 

distribution of a path is also investigated where it is shown non-Gaussian. Finally, 

the impact of the cell input slew rate definition on the accuracy of the inverter cell 

timing characterisation in NLDM format is investigated. 
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Chapter 1

Introduction

 The key economic driver of the global semiconductor industry is its ability  to 

continually increase the useful, reliable functionality of each square centimetre of a 

semiconductor substrate. This driver is related to the number of transistors which 

can be fabricated per unit area, and therefore to the size of each transistor. Since 

silicon began to be used extensively to make integrated circuits in the 1960s, many 

studies on the limitations of technology scaling in terms of economics, 

manufacturability, material properties (for instance, thermal dissipation) and 

physical limitations in the transistor operation, have been carried out. This work 

contributes to the understanding of the limitations associated with intrinsic 

parameter fluctuations (IPF), which are caused by the discreteness and granularity of 

a matter in small devices. Interestingly, such effects were first forecast in the 1970s 

[1], about 20 years before they became critical for the future of device scaling and 

integration [2][3]. 

 Studies have shown that for conventional Si bulk-MOSFETs, the magnitude 

of the IPFs rapidly increase as device dimensions are reduced. This is partially  due 

to the relative reduction in the number of random discrete dopants (RDD) in the 

MOSFET channel that control the electrical properties of the transistors [4]. It is also 

due to a reduction in the physical oxide thickness and printed gate length, whilst  the 

atomic scale roughness and the line edge roughness remain constant, leading to large 

percentage of random oxide thickness and gate length variations [5]. In addition, 
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new processing steps introduced to increase device performance, such as the 

introduction of high-k  materials, may also contribute to a larger IPFs in smaller 

devices [6]. Each source of IPF at the device level introduces statistical variability 

(SV) at the circuit level.

 While the SV have affected analogue circuits and circuit design for a number 

of technology generations, they  have now begun to cause problems in the digital 

circuit domain. Static Random Access Memory (SRAM) has been the first victim of 

SV effects in the digital domain due to its minimal transistor size. Failures in the 

operation of SRAM cells already affect manufacturing yield, and require the 

addition of redundant cells in the design process [7][8]. In contrast to SRAM, digital 

logic gates typically have greater device channel widths resulting in less statistical 

variability which scales typically as 1/√(WL). However, they have also started to 

suffer from SV effects [9][10]. Failures in the functions of an SRAM  or digital logic 

cell clearly compromise the system that contains them. However digital systems also 

specify  a target operating frequency  at  specified power consumption, and SRAM  or 

digital logic cells which operate too slowly  will also increase the parametric yield 

loss in the design. To overcome such effects, extra design margin is added during the 

design verification process, which is seen as a source of design waste if it is not 

properly managed.

In conventional physical implementation flows, process variability is 

handled using corner analysis: late (setup) analysis at weak, min-voltage, high-

temperature conditions and early (hold) analysis at strong, max-voltage, low-

temperature conditions. However, with advances in technology, more sources of 

variability, larger magnitudes of variability, and the possibility of correlations 

between sources, there are too many corners to be considered in designs using 

smaller devices. This makes the worst and best  case validation technique very 

pessimistic in designs [11]. 

The technique of statistical design has been posited for the purpose of 

obtaining a more optimal design before real tape-out process. Successful tape-out in 
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65 nm technology employing such statistical design techniques has been reported 

recently  [12]. However, the cost effectiveness of this technique is still questionable 

by the majority of design communities and in-depth analysis of the statistical design 

flow is still needed to understand at which design level this technique is best suited. 

To migrate from corner analysis into statistical design also raises challenges that 

need to be addressed properly in order to tackle the variability issues with 

confidence at every targeted digital design level. One of these challenges flagged 

was the statistical library characterisation with accurate representation of statistical 

variation in advanced technology  for use in statistical tools. In order to achieve such 

accurate characterisation, a proper treatment is needed when considering the 

parameter variables especially the ones that  are difficult to characterise, such as 

IPFs. Another challenges is the lack of suitable and robust  statistical simulation and 

verification tools. Such tools must be capable of interfacing with the existing tools 

in a designated design flow.

1.1 Aim and Objectives

 The aim of this research is to study in detail the impact of statistical 

variability on digital circuits and systems. We shall consider integrated circuit 

designs using well-scaled Si bulk-MOSFET devices which have been carefully 

calibrated to match state-of-the-art devices designed for the 45 nm technology node 

and beyond. Device level variability may be obtained directly from experimental 

measurements, or in our case, obtained from statistical 3-D numerical simulations 

carried out by the 3-D ‘atomistic’ device simulator developed at the University  of 

Glasgow. We will investigate on statistical scale the performance variation of 

circuits which are subject to SV. This will be carried out using a hierarchical 

simulation technology integrating 'atomistic' compact models based on physical 

simulation of statistical variability into statistical SPICE circuit simulation tools. 

CHAPTER 1 : Introduction                                                                                                                  3



• The first objective is to investigate the limitations of supply voltage scaling 

in digital circuits when subject to SV for 35 nm, 25 nm, 18 nm and 13 nm 

gate length devices. This topic is of the interest of circuit  designers as 

supply voltage has always be one of the means of managing the total power 

consumption of integrated circuits. As the magnitude of IPFs increases at 

each subsequent technology  generation, we will predict the minimum 

supply voltage for each particular technology  based on developed models 

detailed in Chapter 4, considering the combined effects of RDD, LER, 

OTV, and PSG. 

• The second objective is to study the accuracy of time dependent circuit 

simulations; comparing compact  model simulation against  physical device 

simulations. In past studies, the ‘atomistic’ compact models developed by 

the Device Modelling Group  of University of Glasgow have mainly been 

used in static circuit analyses. In order to expand the work to transient 

circuit analyses, further calibration is needed to ensure the simulated device 

in the numerical simulation matches the SPICE circuit  simulation using 

BSIM  compact model for the well-scaled Si bulk-MOSFET devices. The 

second objective is addressed in Chapter 5.

• The third objective is to perform an exhaustive statistical study of the 

dynamic behaviour and performance of the most fundamental CMOS 

circuit, the inverter, and of chains of inverters, all subject to underlying 

statistical variability  in their constituent MOSFETs. The comprehensive 

investigation should lead to a more detailed understanding of the noise 

susceptibility of the inverter when subject to device scaling and SV which 

is crucial for circuit designers in managing signal integrity  of the designed 

circuit. This study would also evaluate delay distribution under different 

conditions of fan-in and fan-out (FO/FI), load and input slew rate to give a 

better insight  into the statistical delay model to be incorporated into any 

statistical timing analysis tool. Lastly, we will also investigate delay 
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variation in more complex circuits subject to RDD and device scaling. This 

study will help  to identify key areas for circuit optimisation when subject to 

SV for future technology generations. The third objective is addressed in 

Chapter 6.

• The fourth objective is to study the accuracy of different standard cell 

characterisation techniques in capturing the delay information of 

fundamental CMOS system building blocks, called standard cells in the 

industry terminology, for higher level of abstraction usage for the 45 nm 

technology node and beyond. This study will help  to identify  limitations in 

the current standard cell format, the Non-Linear Delay Model, which is still 

widely  used at the 65 nm technology  node. The last objective is addressed 

in Chapter 7.

 In fulfilling these objectives, we will develop a set  of simulation and analysis 

methodology and technology  which can be applied to any  small-to-medium scale 

circuit netlist, and form the foundation of a SV toolkit for statistical timing analysis. 

We trust that such technology will be of great assistance to designers trying to 

develop more robust and reliable circuits at the 45 nm technology node and beyond, 

in the presence of large CMOS SV. 

1.2 Thesis Outline

The rest of the thesis is laid out as follows:

CHAPTER 2 - Background

An overview of device scaling and its major limitations is first given. Followed by 

the impact of scaling and intrinsic parameter fluctuations in digital logics when 

subject to device scaling is entailed. An overview of statistical design and its 

advantages and disadvantages is also given.
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CHAPTER 3 - Statistical Simulation Methodology

The statistical simulation methodology employed in this study is described in detail. 

A brief discussion on devices used in this study  is presented. It is followed by 

description of Glasgow 3-D ‘atomistic’ device simulator, statistical compact models 

and the statistical circuit simulation procedures. 

CHAPTER 4 - Hard Logic Fault Related Supply Voltage Limitations due to 

MOSFET Variability 

An analytic model is developed which predicts the minimum supply voltage for 

digital circuits in the presence of SV – the voltage at which steady state faults 

become unavoidable.  Supply voltage limitations are discussed for devices subject to 

device scaling, based on collected data from the literature.

CHAPTER 5 - Accuracy of Transient Simulation Using BSIM Compact Models

Device characterisation of 35 nm gate length n- and p-channel MOSFETs, 

developed using careful TCAD calibration, is performed. The accuracy of the 

resulting BSIM compact models is evaluated against TCAD simulation. It is shown 

that BSIM compact models can be part of an accurate and computationally  efficient 

methodology for performing accurate time dependent circuit  simulations in the 

presence of variability.

CHAPTER 6 - Inverter Performance Variability Due To Random Discrete Dopants

Dynamic noise margin, timing and power variation are studied in detail for CMOS 

inverters and chains of inverters. At the end of this chapter, the impact of random 

discrete dopants (the major source of variability in bulk devices) on delay in 

inverters subject to device scaling is described.
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CHAPTER 7 - Accuracy of Standard Cell Characterisation Techniques

The standard Non-Linear Delay Model (NLDM) approach to recording the timing 

information of a circuit building block or standard cell is evaluated for 35 nm and 

25 nm gate length devices developed at the University of Glasgow.

CHAPTER 8 - Conclusions and Future Work

Lastly, conclusions of this research are drawn in this chapter and possible future 

work is laid out.
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Chapter 2

Background

In this chapter, the purpose of device scaling and the major bottlenecks to 

scaling are discussed, including intrinsic parameter fluctuations. Then, a description 

of the primary sources of intrinsic parameter fluctuations and their impact on device 

characteristics is given. A discussion of statistical design, as a method of coping with 

the problems introduced by intrinsic parameter fluctuations follows.  

2.1 Device Scaling

For four decades, Moore’s law [13] has driven the semiconductor industry in 

the pursuit of smaller geometry/higher performance devices. The continued 

shrinking of horizontal and vertical features size improves device density  on a chip 

and reduces the cost per function. However, the historical use of generalised scaling, 

which was achieved by reducing gate dielectric thickness and gate length, and 

increasing the channel doping is no longer achievable due to physical and 

technological limitations [14][15]. New technology boosters involving changes in 

device materials and processing have been adopted to comply with the speed and 

power requirements of Moore’s law for advanced technology nodes, in association 

with geometrical scaling [16][17].

One of the critical problems of conventional scaling is that the oxide 

thickness scaling needed to provide sufficient drive current at reduced supply 
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voltage in bulk-MOSFET devices, has reached a fundamental limit. By scaling the 

oxide thickness aggressively to ~1 nm, the direct gate tunnelling current through the 

oxide has become a significant issue. As a result, the power dissipation associated 

with the direct tunnelling gate current has become a major contributor to the overall 

chip  leakage and standby power dissipation [19]. Further reduction of the oxide 

thickness will exponentially increase the tunnelling current and hence greatly affect 

the power dissipation, which is especially problematic for low-power applications, 

and is the major reason for the introduction of high-κ hafnium-based dielectrics at 

the 45 nm technology node [20]. Fig. 2-1 illustrates oxide thicknesses for different 

processes and materials for three technology nodes. Introduction of high-κ materials 

have enabled the use of physically thicker dielectrics while maintaining the scaling 

of device equivalent oxide thickness.

A second problem with conventional device scaling is the high-channel 

doping that bulk-MOSFETs require to control short-channel effects. Reduction of 

channel length without increasing the channel doping causes threshold voltage 

rolloff and punch-through. Even though threshold voltage scaling is desirable to 

increase the gate overdrive (VGS-Vth) and hence increase switching speed, the 

subthreshold leakage current increases exponentially  with a linear reduction in the 

threshold voltage. Large subthreshold leakage current may lead to unacceptably  high 

power consumption. Use of shallow source and drain extensions, and lateral 
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nonuniform doping such as pocket implants compensate the threshold voltage rolloff  

and avoid punch-through [21]. However, the high doping concentration results in 

mobility  reduction due to an increase in ionised impurity scattering and performance 

degradation [22]. Process induced strain has been introduced to compensate for the 

associate performance loss [23][24]. High channel doping also introduces direct 

band-to-band leakage in the drain region and severe gate-induced-drain-leakage 

(GIDL) effects [25][26].

2.2 Device Process Variability

Apart from the scaling obstacles discussed above, process variability  also has 

become increasingly  problematic in device scaling. It  causes circuit layout or 

electrical parameters to vary from the designed values, and hence can lead to 

catastrophic or parametric yield losses. The device process variability can be 

categorised into global and local variations.  

In global variation, the physical parameter variations induced by 

manufacturing processes such as the oxide layer thickness, gate length and doping 

concentration change gradually across the chip/wafer. This type of variation is 

related to the inaccuracy of process parameters and non-uniformity of the equipment 

used to fabricate the devices. However, this type of variation can be controlled by 

using more accurate process control or better manufacturing equipment and over 

time, as new technology matures, this type of variation may be greatly reduced.

Local variation, which is associated with the fluctuations of physical or 

electrical parameters of transistors within a die, arises due to the physics of 

manufacturing process. It  can be divided into systematic and random variations as 

shown in Table 2-1 and illustrated in Fig. 2-2.
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Line Edge Roughness

Random Discrete Dopants

Oxide Thickness Variation

** SA and SB are distance from STI edge

Figure 2-2 : Illustration of local variation on a die X, marks on the wafer in (a). Also known as with-in die 
variation. (b) Schematic representation of optical proximity error and optical proximity correction [27]. (c) 

Schematic representation STI induced stress in a layout [28]. (d) Schematic representation of well edge 
proximity effect [29]. (e) Schematic representation of random variation which includes line edge roughness, 

oxide thickness variation and random discrete dopants [30]. As can be seen from the figures (b-d) the 
variation can be estimated from a layout while (e) can randomly occurs in any transistor across the die X.

(a)

(b)

(d)
(c)

(e)



TABLE 2-1
Categorisation of device variation.

Local Variation Causes

Systematic

Optical Proximity Effect

Systematic Layout Mediated StrainSystematic

Well Proximity

Random

Random Dopants

Random

Line Edge Roughness

Random Poly-Si GranularityRandom

Interface Roughness

Random

High-κ Morphology

Systematic variation is the component of the physically varying parameters 

that follow a well understood behaviour and can be predicted or modelled up-front. 

Examples of systematic variations are the optical proximity effect [31], layout 

mediated strain [32] and the well proximity effect [29]. The optical proximity effect 

is the result of diffraction phenomena during patterning process of transistors, which 

results in structure irregularities where a printed width line is either narrower or 

wider than the designed layout, as illustrated in Fig. 2-2(b). This effect is more 

pronounced at smaller technology nodes because the wavelength of the light used 

for patterning is larger in comparison to the gate feature length [33][34]. For 

example at the 45 nm technology  node, the printed feature length of the transistor is 

approximately 5.5 times smaller than the 193 nm light that prints it [35][36]. 

Strain engineering was first introduced in the 90 nm technology node to 

increase carrier mobility, and has now become an essential component of modern 

transistors [37][38]. However, the introduced strain is layout dependent, and as a 

result, varies the drive current in transistors with different geometrical layouts and 

spatial arrangements on the die. The strain-enhanced mobility  strongly depends on 

the spacing between transistors, distances from the shallow trench isolation (STI) 

and different number and position of contacts [39][40]. 

The well proximity  effect arises during the implant process where dopants 

scatter laterally  from the edge of the photoresist  mask and implanted in the silicon 
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surface in the vicinity of the well edge, as illustrated in Fig. 2-2(d). As a result, non-

uniform doping concentration within the well causes the transistors which are near 

to the edge of the well to vary in their threshold voltage and drive current from 

devices that are located remotely from the edge.

All these systematic variations can either be eliminated by adopting more 

refined manufacturing techniques (such as optical proximity correction [27]) or 

accurately estimated as a function of circuit layout as shown in Fig. 2-2 (b to d). 

Accurate estimation of layout dependent variability  allows it to be accounted for in 

the circuit design process, greatly reducing the design margin. However, random 

variations (shown in Fig. 2-2 (e)) cannot be eliminated due to more refined 

processing, or modelled deterministically, as they are a fundamental result of the 

discreteness of charge and matter. This type of variability must be margined in 

circuit and system simulations, and will be discussed next.

2.3 Intrinsic Parameter Fluctuations

The intrinsic parameter fluctuations (IPF) which arise from the discreteness 

of charge and the granularity of matter have become a serious threat to device 

scaling and integration. They have become prominent in extremely  scaled devices as 

the physical device dimensions approach the atomic scale. In contrast to the other 

types of process variability, no tightening of process control or uniformity can 

mitigate the impact of IPF on bulk devices. The intrinsic parameter fluctuations will 

affect design, yield, and pose difficulties in circuit simulation and verification for 

future technology nodes.
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Random discrete dopants (RDD), introduced 

by the implantation process in the fabrication 

of transistors have been shown to be the main 

source of statistical variability in modern bulk 

MOSFETs. Experimental studies show 

60-65% of the total threshold voltage variation 

in 65 nm and 45 nm bulk-MOSFETs results 

from RDD [43]. As devices scale, the number 

of dopants in the device channel decreases, 

and a small fluctuation in the number and 

arrangement of such dopants causes a 

significant change in device threshold voltage. The dopants induce potential 

variation locally in the channel and cause the devices to turn-on at different applied 

gate biases depending on the specific microscopic arrangement or number of 

dopants in the active region [4]. Fig. 2-3 shows discrete dopants in a hypothetical 

4.2 nm gate length transistor.

Another source of IPF is line edge 

roughness (LER), arising from the polymer 

nature of the photoresist used in the 

lithographic process as illustrated in Fig. 

2-4. As devices scale, the magnitude of this 

molecular line edge roughness causes 

appreciable local fluctuations in the 

channel length across the width of a device 

[44]. It has been demonstrated that if the 

magnitude of this roughness cannot be 

scaled below the current levels, LER could 

become a dominant  source of variability  when the transistors are scaled below 20 

nm channel length [5]. At high drain bias, the local regions of shorter channel length 

Figure 2-3 : Illustration of  RDD in 4.2 nm 
channel  length transistor [41]. Blue and red 
dots represent dopants while grey dots 
indicate the silicon lattice.

Figure 2-4 : Illustration of LER with positive 
(left) and negative (right) photoresist [41].
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induced by LER, lower the threshold voltage and have detrimental effect on the sub-

threshold leakage current, which is exponentially dependent on local channel length.

Another source of IPF is the oxide 

thickness variations (OTV) associated 

with Si/SiO2 interface roughness at the 

channe l -ox ide and po ly -ox ide 

boundaries due to the molecular nature 

of the oxide and the poly-silicon as 

shown in Fig. 2-5. With device scaling, 

the oxide layer has now reached ~1 nm, 

equivalent to approximately five inter-atomic spacings [45] and a thickness 

roughness of the scale silicon lattice atomic spacings is approximately 0.28 nm [46]

[47]. These fluctuations cause local potential variation across the channel and 

contribute to the total threshold voltage variation [48]. These fluctuations also cause 

significant variability in the gate tunnelling current as the tunnelling current is 

exponentially dependent on the oxide thickness [49].

The granular structure of the polysilicon (poly-

Si) gate has also been identified as another 

important source of IPF, termed poly-silicon 

granularity  (PSG). These fluctuations are most 

likely caused by Fermi-level pinning at the 

boundaries between grains due to a high density 

of defect states [50][51]. The Fermi-level 

pinning of grain boundaries at the poly-Si/gate-

oxide interface induces fluctuations in surface 

potential within the MOSFET channel and 

causes a variation in threshold voltage and 

current characteristics from one device to another. The magnitude of these 

Figure 2-5 : Illustration of OTV at the Si/SiO2 
interface [41].

Figure 2-6 : SEM micrograph of typical 
PSG from bottom [52].
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fluctuations depend on the unique location of the poly-Si grain boundaries in the 

gate with respect to the channel in each individual transistor [52].

As the sources of variability described above result from the atomicity  of the 

charge and the granularity matter, the introduction of new materials and processes is 

unlikely to eliminate them – although it may  be possible to adjust their relative 

magnitudes and improve the resistance of devices to some sources of variability. In 

addition, the introduction of new materials or processes may  also introduce new 

sources of IPF. For instance, the introduction of high-κ dielectrics and metal gates 

can introduce additional variability  due to local fluctuations in the composition of 

the high-κ dielectric [53]. Overall, at  the 65 nm and 45 nm technology  nodes, it has 

been experimentally shown that RDD in the channel and source/drain regions is the 

major source of IPF in contemporary bulk MOSFETs [43]. Alternatives to bulk 

CMOS devices, such as silicon on insulator (SOI), can significantly reduce the IPF 

caused by  RDD, although such devices are still subject to LER, OTV, and RDD in 

the source and drain regions, and adoption of such new device structures is non-

trivial due to: material quality issues (for instance, the uniformity  of the silicon layer 

in fully  depleted SOI and the quality  of the back interface [54][55][56]); floating 

body effects not observed in bulk-CMOS (i.e. the ‘kink’ effect [57][58][59][60]); 

and self-heating effects due to thermal insulation of the active region of the 

transistors from the substrate, leading to increased device temperatures and altered I-

V characteristics [61][62]. Hence, as long as bulk devices can still remain functional 

and scalable, information on the statistical variability caused by the IPF sources in 

circuit performances must be made available to support the design process, this will 

allow designers to deal with variability issues which will become critical in the 

design cycle in achieving optimal designs.
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2.4 Impact of IPF in Digital Circuits
 

Moore’s Law continues to drive the exponential increase in the number of 

transistors on a silicon die. However, due to restrictions in the scaling of supply 

voltage – required in order to retain sufficient circuit  and system speed –  power 

densities have begun to become prohibitive, resulting in complex design trade-offs 

between system power, speed, transistor budget and yield. IPFs have a significant 

contribution to the power crisis. The variations in threshold voltage and leakage 

current directly responsible for the increased margins in the power / speed / yield 

design trade-off. IPF have already started to affect the performance and yield of 

digital systems [43][63][7][64][19][79][65]. 

SRAMs in particular are strongly affected due to a small design margin, as 

they  are designed to have the highest density  possible, and typically  use minimal 

width transistors. The presence of transistor variability  and subsequent SRAM drive 

load and pass transistor mismatch, further reduces their functionality margin. Exotic 

memory cell designs have been proposed to cope with the variability, including the 

topology  transition from 6T- to 8T- and 10T-SRAM cells [66][67][8], which of 

course come at the expense of larger area overhead. However, the efficiency of these 

new topologies still needs to be evaluated against simple 6T-SRAM device sizing 

strategies in coping with the variations present in the 45 nm generation and beyond.

Standard CMOS logic on the other hand, it is usually designed with larger 

transistor widths than SRAM, and therefore has better susceptibility to statistical 

variability. Even so, standard CMOS logic will also inevitably  face problems in 

power / speed / yield trade-offs due to increasing device variability.

To address power dissipation issues while maintaining system speed, several 

approaches have been proposed. One approach is to compensate the use of low 

supply voltage with extreme pipelining architecture to maintain high throughput 

[68]. In this approach a long data path is shortened by breaking the logic into smaller 

data paths and flip  flops are inserted between the pieces of logic. Shorter logic depth 
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and increased pipelining compensates for the increased gate delay  resulting from 

lower power operation. However shorter logic depths automatically  result in 

increased delay  variations, as the number of gates in the logic path are reduced: it is 

known that the delay variation is inversely proportional to the square root of logic 

depth [69]. 

Another approach is to employ dynamic voltage and frequency scaling 

across the system: in situ circuitry  is used to monitor the clock frequency 

requirement and the supply voltage is adjusted accordingly to conserve energy on-

the-fly [70][71]. When employing this design approach, the design must be verified 

over a wide range of supply  voltages and clock frequencies. This technique imposes 

several challenges in the performance verification process, because the current 

industrial standard cell format, the non-linear delay  model (NLDM) has the 

following deficiencies : 1) It is not robust in evaluating the cell at various supply 

voltage values due to the usage of linear derating factor which is not valid at low 

supply voltage [72] (the derating factor is used to obtain delay values when the 

operating condition of the cell is out of its characterised conditions) and 2) It  does 

not well capture the effects of changing supply voltages on device variability  as will 

be demonstrated later in this thesis. 

Both of these proposed approaches to control system speed and power are 

influenced by the variability, mandating that IPF must be taken into account in 

circuit or system optimisation, trading off between performance, power and yield. 

The new approaches to system design must take into account the increasing 

influence of IPF on performance, power dissipation and yield. Therefore, the 

development of tools and methodologies to help designers to trade-off between 

timing, power and yield in the presence of acute statistical variability must become 

an integral part of the circuit and system design and verification.
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2.5 Statistical Circuit Design 

In order to qualify for volume production, a circuit  design must meet critical 

performance specifications. Exhaustive functional and performance verifications are 

performed at every  design level to ensure correct design implementation before 

signing-off the design for tape-out.

The de facto methodology to determine the performance spread in the 

presence of process variability  is to run multiple static timing analyses (STA) at 

different process conditions – known as corner analysis. In this approach, logic 

circuits are designed for functionality under worst-case and best-case conditions. 

However, at the 65 nm technology and beyond, where the variability has become an 

important issue, the ability to predict circuit performance under process variation has 

deteriorated. This is due to the increasing complexity of the semiconductor 

fabrication processes, extreme lithography, strain variation and the rising role of 

statistical variability. 

In the timing verification, a design margin is usually  allocated in the 

verification process to account for any unpredictable variation in the physically 

fabricated silicon. The design margin not only  accounts for unpredictable variation 

arising in the manufacturing process but also for other components of uncertainty 

such as clock jitter, noise, etc. which are either unpredictable, or too complicated to 

predict at any particular point in the design process. These design margins increase 

in magnitude with each technology node due to the increasing number of sources of 

variability and their increasing magnitudes. The margins result in over-design and if  

not managed properly, leads to greater waste in the trade-off between silicon area, 

system speed, yield and power consumption.

In corner analysis, devices are assumed to have parameters that yield the 

worst circuit performance. Corner analysis guarantees good yield, but leads to 

pessimistic design, and statistical design has been proposed to enable further 

optimisation of a design before tape-out [74]. In statistical design, the circuit 
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performance parameters which cannot be modelled deterministically  are statistically 

modelled rather than being lumped into a design margin. Fig. 2-7 illustrates the 

disadvantage of corner analysis over statistical analysis in the presence of IPFs. A 

huge power/speed design margin between both analyses occurs due to the 

uncorrelated nature of the IPFs inherent in the transistors in the circuit. In a 

statistical design philosophy, circuit designers should be able to reach a more 

optimal design because information on the distribution of the performance of a 

circuit design is made available to them, whereas corner analysis only flags a pass / 

fail status for the circuit in fulfilling its specifications. 

Although statistical design promises advantages, it is still immature and has 

clear limitations. Firstly, the characterisation of the global, local, systematic and 

random variation sources is time consuming and difficult in practice. Secondly, 

statistical design is computationally expensive because accurate performance 

distributions can only be found by running Monte Carlo simulations. Although 

techniques have been proposed to alleviate this high computational effort  [75][76], 
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Figure 2-7 : Adder circuit simulation using 130 nm technology which shows the how pessimistic the 
corner analysis can be in comparison to the statistical analysis [73].



these techniques fail to accurately predict the tails of the performance distribution, 

which is critical in the correct estimation of design yield. It should be noted, for 

example, that SRAM designs typically require design to 6σ [77], and hence, correct 

estimation of the tail is necessary  in obtaining an efficient functional design. For 

these reasons, there is still no a clear industry consensus regarding the direction of 

statistical design, and industry is loathe to incur the training and transitioning costs 

associated with a change in methodology until there is more clarity. 

In this thesis, therefore, we will evaluate different aspects of statistical 

simulation methodology which employs physical atomistic device simulation to 

account all the IPF due to intrinsic variations, up to statistical SPICE circuit 

simulation. The methodology will be applied to circuits employing 35 nm, 25 nm, 

18 nm and 13 nm gate length devices (equivalent to the 65 nm, 45 nm, 32 nm and 22 

nm technology nodes). 

In addition, past studies using the ‘atomistic’ compact models have mainly 

focused on static circuits analyses. We will expand the scope of such studies to 

investigate the impact of variability on the transient performance of circuits – 

allowing us to obtain accurate speed and power dissipation data for simple circuit 

configurations. To enable such studies, in Chapters 3 and 4, we will outline the 

proposed statistical methodology, and will evaluate the accuracy of the static 

simulation results. In Chapter 5 we will present the I-V and C-V BSIM4 compact 

model fitting results for the developed devices compared against 2-D TCAD 

simulation to ensure the accuracy of the dynamic behaviour of the devices. We apply 

the transient analysis methodology to foundational circuits, and discuss the results 

obtained in Chapter 6. Then in Chapter 7, we discuss the importance of our results to 

the present  industry  methods of capturing circuit timing data, the Non-Linear Delay 

and Current Source Models which are designed to capture the timing of standard 

cells.

Although the literature contains a number of studies which have investigated 

the effect of IPF in circuits, they: 1) neglect the correlations between device 
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parameters (e.g. off-current, threshold voltage, on-current) that occur due to the each 

specific source of IPF [78] 2) consider unrealistic, simplistic and outdated device 

structures [79][80] and, 3) ignore the 3-D nature of the device physics involved in 

correctly  modelling the underlying variations [80][81]. Thus, we believe that  our 

approach will produce more accurate and useful results than previous studies, allow 

separation of the various effects and their causes (due to the systematic nature of our 

approach), and have greater predictive power.

2.6 Summary

In this chapter, the purpose of device scaling and some of its major 

bottlenecks have been discussed. A classification of the major variability  sources has 

been presented. Focusing on the statistical variability, description of random discrete 

dopants, line edge roughness and oxide thickness variation – which are the primary 

sources of the intrinsic parameter fluctuations – and their impact in degrading the 

speed and power requirements of CMOS circuits have been detailed. Next, the 

impact of scaling and IPF on digital logic domain was discussed and the importance 

of developing tools to help designers to perform the timing, power and variability 

trade-off analyses that  are needed for good circuit and system designs was 

emphasised. 
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Chapter 3

Statistical Simulation Methodology

3.1 Introduction

 A number of studies have been carried out at the University of Glasgow to 

quantify the effect of different sources of intrinsic parameter fluctuations (IPF) on 

device operation [5][30][82][4]. However, it would be computationally prohibitive 

to perform detailed, device level, physics-based simulations on any circuit larger 

than a single inverter. In order to carry out simulations to investigate the statistical 

properties of circuits and systems we will employ a hierarchy of simulation tools to 

make the problem more computationally tractable, and develop a methodology of 

statistical simulation that will be appropriate for circuit  and system research, and is 

also applicable to industrial simulations.

 Fig. 3-1 shows a schematic hierarchical flow diagram of the tools used in this 

research. The process starts with the development of the MOSFET structure using 

the commercial Sentaurus Process tool. This tool carries out physics-based process 

modelling which can accurately model semiconductor fabrication processes such as 

implantation, annealing and etc. Then, device characteristics (I-V and C-V curves) 

for an ideal, smoothly doped device are generated using the Sentaurus Device tool, 

which uses a finite element discretisation method to solve the semiconductor 

transport equations. After generating the uniform/ideal device characteristics, the 
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developed doping profile is transferred into the Glasgow Atomistic Device 

simulator, a bespoke 3-D drift-diffusion based device simulator will be used to 

predictively simulate ensembles of MOSFETs subject to IPF. The simulator is 

calibrated to match the current-voltage characteristics obtained from Sentaurus 

Device. The result of these simulations will be I-V and C-V curves for each member 

of the ensemble. These I-V and C-V curves will contain the information needed to 

perform analysis of circuits employing the devices, and the ensemble of curves will 

contain the statistical information needed at the circuit  level (assuming enough 

members of the ensemble are available to allow the appropriate statistical accuracy). 

Section 3.2 below describes in detail the devices used in this study, whilst section 

3.3 describes the key properties of the 3-D device simulation tool. 
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Figure 3-1 : Schematic flow diagram of tools used in this research. Figures beside of the flowchart are the 
products being supplied into the next tool chain to enable statistical circuit simulation studies.
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 In order to carry out statistical circuit simulations effectively, the I-V and C-V 

curves for each device must be translated into a compact model, to be used in 

SPICE. Aurora, a parameter extraction tool for semiconductor devices, is used to 

extract the parameters of the BSIM  compact models. Statistical information on the 

electrical characteristics of the devices is then encapsulated in an ensemble of BSIM 

compact models, to be used in circuit simulation. Section 3.4 below describes the 

choice of compact model used, and the details of how these compact models are 

efficiently extracted from the large I-V, C-V dataset.

 At the next level, that of circuit  simulation, circuits will be investigated using 

SPICE (or equivalent) circuit  simulation and a Monte Carlo technique – a series of 

circuit simulations will be carried out with the devices in each nominal circuit 

replaced by random members of the device ensemble. This set of simulations will 

give the detailed distributions of any circuit parameters of interest, with the accuracy 

of the distributions dependent on the number of repeat simulations of a given 

nominal circuit, and the size of the device ensemble. 

 A limitation of this Monte Carlo technique is the sample size of ‘atomistic’ 

compact models that can be generated, a number limited by  the foundational device 

simulations which are the most computationally burdensome part of the procedure. 

In order to reduce the computational effort in generating a large number of the 

compact models, statistical enhancement techniques can be applied as reported in 

[83][84]. Such statistical enhancement techniques, although possible, were not 

required for the results shown in later chapters. 

3.2 MOSFET Devices Under Study

 Two template devices are considered in this work. One is based on a research 

device, fabricated and reported by  Toshiba in 2001 [85] which represents the 65 nm 

technology node and the other is a device design developed at the University of 

Glasgow which closely matches recently published state-of-the-art 45 nm technology 
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generation counterparts [36]. Both template devices have a metallurgical channel 

length of 35 nm, and are used as the starting points to predict the physical scaling of 

smaller gate length devices. The Toshiba device template and its scaled devices are 

used in the investigations performed in Chapters 4 and 6. The University of Glasgow 

designed devices incorporate strain induced mobility enhancement and updated 

values of the oxide thickness to match the 2007 ITRS roadmap and state-of-art 

industrial devices. They are used in the characterisation studies performed in Chapter 

5 and 7.

 Fig. 3-2 shows the cross-section of the reference Toshiba template MOSFET 

and its scaled versions used in this study. The cross-section shows the doping profile 

of the device. It has a complex doping profile featuring retrograde In channel doping 

(shown in light blue/turquoise colour), As source/drain and Si-gate doping (shown in 

red), and source/drain pockets which are heavily doped with Boron (shown in dark 

blue colour) to reduce short-channel effects.  

 Generalised scaling rules are used to obtain the structural and doping 

parameters for the scaled devices of Fig. 3-2, closely  following the prescription of 

the 2005 ITRS in terms of equivalent oxide thickness (EOT), junction depth xj, 

doping and power-supply voltage VDD. As can be seen in Fig. 3-2, the channel-

doping concentration at the interface increases while the source/drain doping 

concentration is remains constant as device dimensions reduce – it  is already close 
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Figure 3-2 : Cross-section of the scaled conventional devices from a template of Toshiba device with 35 
nm gate length, taken from [177].



to the solid solubility limit [87]. A full description on the scaling and calibration 

processes of the device can be obtained in [177].

Fig. 3-3 illustrates the cross-section of the 35 nm gate length p- and n-channel 

transistors developed using TCAD process simulation, carefully  calibrated to 

published data [36]. A cap (contact etch stop) layer is deposited on the source/drain 

in order to introduce strain into the channel region. Tensile nitride capping 

introduces tension into the n-channel MOSFETs, and a compressive nitride contact-

etch-stop layer and SiGe source/drain areas are used to introduce compressive stress 

in p-channel MOSFETs. The effect of these cap  layers increases carrier mobility  in 

the devices. A more detailed description of these device structures and the device 

processing used to create them is described elsewhere in [88]. These efforts in 

developing realistic device structures and the careful calibration of device designs to 

published electrical results give us confidence that the variability information 

extracted from simulations of these devices will be relevant and useful. 

3.3 The Glasgow 'Atomistic' Device Simulator

 In this section, the Glasgow ‘atomistic’ device simulator will be briefly 

described. There are numerous techniques that can be employed to study the 

characteristics of modern semiconductor devices, including: full quantum transport, 
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Figure 3-3 : Cross-section of the  p-MOSFET (left) and n-MOSFET (right) device doping profiles 
simulated using Sentaurus to model a standard modern process flow. These devices are enhanced with 

strain engineering to match the performance of 45 nm technology generation counterparts [88].
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Monte-Carlo device simulation (where here the Monte Carlo approach is used in the 

analysis of charge transport within a device) and drift-diffusion [89]. Each differs in 

the implemented physical models in the simulation, trading off computational effort 

against the ability  of the simulator to accurately  predict all the properties of future 

generations of highly scaled devices.

 A 3-D drift-diffusion simulator, which has been developed over a number of 

years at the University of Glasgow, is used in this study [4]. The drift-diffusion 

simulator self-consistently solves the Poisson and current-continuity equations to 

obtain the terminal currents at any applied bias. This technique assumes that 

transport is in local equilibrium with the applied field, and hence well captures 

device electrostatics. It can reliably predict sub-threshold current in deca- and nano-

meter scale devices since the main mechanism of charge transport in this regime is 

through diffusion and the corresponding injection is exponentially sensitive to the 

potential distribution. However, the effect of non-equilibrium carrier transport is not 

well captured by the drift-diffusion approach and the on-current magnitude and its 

variability are underestimated. Therefore, results in this study which rely primarily 

on the magnitude of the saturation current in MOS devices should be considered 

‘best case’ results, with realistic variability almost certainly higher. For example, it 

is well-known, that the drift-diffusion underestimates the drain current variability 

above threshold by about 45% [90] thus, the statistical simulation performed using 

the extracted compact models will also underestimate the drain current variation 

above threshold. A full 3-D Monte-Carlo device modelling treatment is necessary to 

correctly  estimate on-current variability  where the scattering rate of the particles can 

be taken into account, or a hybrid technique such as that described in [91] where the 

Monte Carlo device modelling simulator continually updates the mobility estimates 

used in the drift-diffusion simulator. The Glasgow drift-diffusion simulator employs 

density  gradient (DG) quantum corrections [92] for both electrons and holes to 

account for the quantisation effects which causes the peak of the charge distribution 
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in the channel to shift away  from the interface due to the steep potential well in 

reduced channel length devices.

 The 3-D Glasgow device simulator has been used to simulate the effects of 

random discrete dopants (RDD), line edge roughness (LER) and oxide thickness 

variations (OTV) which are the identified sources of intrinsic parameter fluctuations 

described in Chapter 2. Random discrete dopant effects are included based on a 

continuous doping profile of the reference and scaled devices described above. 

Based on this profile, dopants are introduced randomly  using a rejection technique 

[93]. LER is introduced by using one-dimensional Fourier-synthesis, generating 

random gate edges from a power spectrum corresponding to a Gaussian 

autocorrelation function [106]. The oxide thickness variation effect is simulated by 

using Fourier synthesis to generate a random 2-D surface from a power spectrum 

corresponding to an exponential autocorrelation function [94][95]. Full 

implementation of the simulation of sources of variation is described elsewhere in 
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Figure 3-4 : ID-VG characteristics of 35 nm Toshiba n-MOSFET devices subject to RDD effect (shown in 
red lines). Black line shows the ID-VG characteristic of the uniform device. Inset showing 3-D ‘atomistic’ 

potential profile of the Toshiba 35 nm MOSFET. Potential varying in the channel and source/drain region 
which indicates the presence of dopants. Taken from [41].



[41]. Typical results obtained from the simulator are shown in Fig. 3-4, which 

graphs the ID-VG characteristics of an ensemble of 200, Toshiba 35 nm gate length n-

MOSFETs simulated in the presence of random discrete dopants at high drain bias, 

VDS = 1 V. Variations in off-current, on-current and threshold voltage across the 

ensemble are clear, and distributions of these, and other parameters of interest  can be 

obtained from the simulation data. These ensembles of realistic I-V curves are key in 

developing statistical compact models and thus in performing statistical circuit 

simulation. Inset of Fig. 3-4 shows the potential distribution of the 35 nm Toshiba 

device simulated using the 3-D Glasgow ‘atomistic’ simulator where the potential is 

shown non-uniform (by  the colour contrast) in the presence of dopants in the 

channel and source/drain regions. These dopants cause the electrostatic and transport 

behaviour of an ensemble of macroscopically identical devices to differ in its 

characteristics when subject to different number and position of the dopants in the 

devices.

3.4 Statistical Circuit Simulation

3.4.1 ‘Atomistic’ Compact Models

 In this study, the BSIM4 was selected as the compact model of choice.  It is 

widely  used, and familiar to circuit designers, having served as an industrial 

standard since its introduction in 1997. It is actively updated, and has a flexible 

model parameter extraction flow, making it efficiently to work with. Although the 

BSIM  compact model is able to replicate the current-voltage and capacitance-

voltage characteristics of nominal bulk-MOSFET devices accurately, no compact 

model is able to replicate the effect of IPF accurately  in its formulation, due to the 

complexity of IPF and because IPF was never considered as part of the physical 

underpinnings of any  extant compact model family. However, we have discovered 

that the flexibility of the BSIM  model makes it possible to capture the effects of IPF 
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accurately by making use of compact model parameters originally aimed at other 

effects.

 There are two strategies that can be adopted during a parameter extraction 

process: global and local optimisation. In global optimisation, the optimisation 

algorithm finds one set of model parameters which best fit the available measured 

data. In local optimisation, parameters are extracted independently of one another. 

The generation of our ensemble of ‘atomistic’ compact models is performed in two 

stages using a combination of global and local strategies with the commercial 

Aurora tool. At the first stage, extraction of a complete set of BSIM model 

parameters over the complete operating range of a nominal, continuously doped 

device is performed. At the second stage, parameter extraction is done for each 

member of the an ensemble of microscopically different devices. However, at this 

stage only a few selected BSIM model parameters are chosen and re-extracted for 

each device in the ensemble. This small subset of the BSIM model parameters 

represent the effect of the sources of variation.

 The choice of the model parameters used in the second stage of the 

extraction procedure, depends on the sources of variability being investigated, their 

physical effect on the I-V curves of the devices being studied, the precise parameters 

available in the compact model employed, and the required accuracy of the resultant 

ensemble of compact  models. Fig. 3-4, displays the ID-VG characteristics of an 

ensemble of 200, Toshiba 35 nm gate length n-MOSFETs at high drain bias. It can 

be seen that compact model parameters relevant to device off-current, subthreshold 

slope, threshold voltage and on-current would be of most use in capturing the effect 

of atomistic variability on these devices.

 From our knowledge of the BSIM model, and the nature of the variations 

shown in Fig. 3-4, we choose seven parameters to fully capture the effects of RDD. 

These parameters are:

a) dsub - DIBL coefficient exponent in subthreshold, which is used to 

account for DIBL variations.
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b) a1 - First non-saturation effect factor, a mobility parameter which helps to 

capture current variations.

c) a2 - Second non-saturation effect factor, also a mobility  parameter which 

helps to capture the current variations.

d) rdswmin - Resistance per unit width at high VGS and zero VBS, which 

accounts for resistance variations in the channel affecting the current 

variations. 

e) nfactor - Subthreshold swing factor which is used to account for the 

subthreshold slope variations.

f) voff - Offset voltage in the subthreshold regime which is used to account 

for the subthreshold slope variations.
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g) lpe0 - Lateral non-uniform doping parameter at VBS=0, which is used to 

account for the threshold voltage variations.

 At this second stage of parameter extraction, no prior assumptions about the 

parameter distributions nor the correlations between parameters are made. A direct 

parameter extraction procedure is used and the statistical compact model parameters 

are obtained by fitting the I-V curves against the atomistic simulation results using 

the 7 parameters described above in the uniform/ideal device’s compact model. As a 

result, the extracted compact models accurately  encapsulate the IPF introduced by 

the RDD simulated in the 3-D ‘atomistic’ device simulator with mean RMS error of 

1.16% [83].  Fig. 3-5 shows the scatter plots of the extracted 7 parameters for 200 

devices subjected to IPF. Some of the mapped parameters have a strong correlation 

with the other parameters (shown by  the increasing/decreasing pattern of the plotted 

points in the Cartesian axes). These correlations should be preserved at the statistical 

compact model generation in order to maintain the correct behaviour of the device 

operation in circuit simulation.

3.4.2 Wider-Sized Transistor Model

 In a circuit simulation, the transistor width may vary from a minimum-size to 

any arbitrary number to suit the needs of circuit designers. However, the single 

device extraction strategy employed in generating the ‘atomistic’ compact model is 

based on simulation of square, minimal sized devices. Simulation of wider devices 

in a circuit by naively  changing the width parameter of an extracted compact model 

will not reproduce the true effects of the IPF distribution of a larger size transistor. 

 To overcome this limitation, simulation of a wider sized device is performed 

by slicing the wider gate into a number of square devices as shown by the fine black 

lines in Fig. 3-6 (left). Fig. 3-6 (left) shows a simplified layout of an inverter, while 

Fig. 3-6 (right) shows the corresponding schematic diagram of the CMOS inverter. 

The square-sized transistors are connected in parallel to form the wider sized 

transistor. Each square, minimal sized transistor is correctly simulated using the 
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characterised ‘atomistic’ compact models. As discussed in Chapter 2, IPF has no 

spatial correlation in a circuit layout and can randomly occur in neighbouring 

transistors, so each square, minimal sized transistor is randomly chosen from the 

ensemble of ‘atomistic’ compact models. It should be noted that even though this 

approach is accurate in capturing the effect of fluctuations in circuit level, it 

increases the size of the circuit  under test, as wide transistors are substituted for a 

series of parallel minimal sized transistors. The technique therefore has limitations 

due to the maximum number of components that SPICE can simulate, and the 

increased memory and data storage footprint of the larger circuit. 

 We can also observe from Fig. 3-6 (b) that  by adopting this approach, a 

wider-sized transistor can only  be in the form of an integer number of the minimum 

gate length size of the device. However, as stated earlier, a transistor’s width can 

vary including fractional values of the minimal transistor width. In order to 

eliminate this limitation, another approach is to generate a set of ‘atomistic’ compact 

model equipped with width-dependence model which will require an approximation 

for all the distribution of the selected parameters which are sensitive to the channel 

width. However, this technique will require more careful analysis of the 3-D 
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Figure 3-6 : A simplified layout of an inverter (left). Its corresponding representation in schematic 
diagram of the inverter (right) .
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physical simulation result and certainly require more fitting procedures to generate 

such compact models. This approach is not covered in this study.

3.5 Summary

 In this chapter, the statistical circuit simulation methodology adopted in this 

study was described, including: the 35 nm physical gate length devices and 

simulation tools calibrated and used to provide foundational, predictive device 

parameters for the tool-chain and the BSIM compact models employed. The 

template devices are based on state-of-the art 35 nm gate length MOSFET with 

electrical characteristics that have been calibrated against published data [36][85]. 

The scaling includes strain-engineered devices and follows the ITRS prescriptions. 

Using this approach based on calibrated device, gives confidence that the statistical 

data obtained from the Glasgow Atomistic Device Simulator closely reproduce the 

actual statistical data of the prototyped devices. The scaled set of transistors were the 

closest devices that could be publicly used by the group based on close relationship 

with industrial/research partners which reflect currently  manufactured devices in the 

semiconductor industries and the predicted future-scaled devices beyond the year 

2007 - when this research began. Several devices have been used previously in the 

literature which were unrealistic in terms of their doping profile and structure; and 

obsolete in terms of technology nodes [79][80]. This has resulted in results that are 

significantly more realistic than any other work in the field.

The key properties of the 3-D Glasgow Atomistic Simulator also have been 

discussed, including use of density gradient quantum corrections [92], an essential 

feature in predicting the correct  behaviour of decananometer MOSFETs where 

quantum effects start to play important role. This simulator captures well the 

subthreshold regime and threshold voltage of the simulated transistors but 

underestimates the on current and its variation [90]. This is because the drift-

diffusion method cannot capture non-equilibrium transport effects. The Monte Carlo 

method is needed in order to capture the real transport behaviour in the 
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decananometer scale transistors. However, simulation of one semiconductor device 

in order to obtain one current-voltage point takes approximately 2 weeks of 

simulation time and it is computationally prohibitive for statistical variability 

studies. There are several device modelling groups which are developing Monte 

Carlo simulation methods [198][199] but none has successfully applied it for 

statistical variability studies. At the University of Glasgow some progress have been 

made in using Monte Carlo simulation for statistical variability  studies [91][200]

[201] however it is still immature for large scale production simulations. Whilst the 

augmented drift-diffusion technique we employ does not capture the on-current as 

well as full Monte Carlo simulation, it is the most accurate and practical technique 

presently published in the literature.

Next, generation of BSIM ‘atomistic’ compact models was carried out using 

a 2-stage extraction strategy  where in the first stage, a full set of BSIM  parameters 

are extracted based on the uniform device characteristics. In the second stage, 7 

parameters are chosen to encapsulate the variation in the electrical characteristics 

observed in the microscopically different devices subject to statistical variability. In 

the literature, several attempts have been made to study the impact of statistical 

variability on circuits by  varying parameters in the compact model. However, the 

approaches are either making an assumption that the distribution of a chosen 

parameter, e.g. threshold voltage, is Gaussian [142][143][144] or neglect 

correlations between the chosen device parameters to reflect the underlying physics 

of statistical variability  [78]. Therefore, our approach produces more accurate and 

predictive result for the aimed technology node as each of the compact model is 

fitted to 3-D device simulation result subject to statistical variability. 

Lastly, the statistical circuit simulation employed in this study has been 

described. An ensemble of compact models which are macroscopically identical but 

microscopically  different are randomly chosen to be used for the individual 

transistor instances in circuit. A practical difficulty with this approach, the 

generation of wider-sized transistors was discussed and a solution is described. 
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Having the capability to run circuit simulations with the generated model cards, this 

work enables the transition to a higher level of abstraction which is the 

characterisation of statistical standard cells. Whilst there are more mature system 

analysis tools reported in the literature to analyse systems subject to device 

variability from IMEC [202] the results of this work presently provide the only 

practical systems analysis methodology  to give device accuracy of better than 2% 

accuracy.
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Chapter 4

Hard Logic Fault Related Supply 
Voltage Limitations Due To 

Statistical MOSFET Variability

4.1 Introduction

As described in the introductory chapters, statistical variability, introduced by 

the discreteness of charge and granularity  of matter, has become a major concern 

associated with CMOS transistors scaling and integration [96][97]. It already 

critically  affects SRAM scaling [79][98], and introduces leakage and timing issues 

in digital logic circuits [99][100][101]. 

Variability  is the main factor restricting the scaling of the supply voltage, which 

for the last three technology generations has remained constant, adding to the 

looming power crisis [102][103]. It is very important to understand properly  how 

variability will affect the scaling of the supply voltage in future technology 

generations, and this is the problem which will be the subject of investigation in this 

chapter.

Several attempts [104][105] have been made to predict the limitations of supply 

voltage scaling due to variability. Most of these are based on simple analytical 

models of the nature of the dominant source of variability in bulk MOSFETs – 

threshold voltage variability introduced by random discrete dopants (RDD) [4]. 

However, comprehensive numerical simulations have shown that in addition to 
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being over-simplistic, these simple models significantly  underestimate the RDD 

induced variability  of modern decananometer scale CMOS transistors [92] and 

therefore result  in over-optimistic predictions for the limits of supply  voltage 

scaling. It has also became clear that other sources of variability, among which are 

line edge roughness (LER) [106] and poly silicon granularity  (PSG) [52], may 

become as important, or more important, than RDD as devices continue to scale [52]

[5].

Results from recent and comprehensive, statistical 3D simulations for the 

statistical variability in bulk CMOS devices [52][5] can be used to study the hard 

limitations that variability imposes on the supply voltage of future technology 

generations. The most serious limitations are those which bound the logical failure 

(non-switching) of the most  robust digital circuit component, the CMOS inverter. 

The analyses of this chapter deal with the conditions under which CMOS inverters 

fail, and thus define the limits of any digital logic. Our predictions are based on an 

analytical model for inverter variability  which is carefully  tested and validated with 

respect to statistical circuit simulations.

In section 4.2 the analytical model for the statistical variability  of an inverter, 

based on a simple but accurate expression for the current in decananometer 

MOSFETs is presented. In section 4.3 the analytical model is validated to statistical 

SPICE simulations, based on statistical compact models extracted from 

comprehensive 3D physical simulations of variability. The predictions for the hard 

logic fault limitations on the supply voltage are presented in section 4.4.
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4.2 Inverter Variability Model

The transfer characteristic of a CMOS inverter, illustrated in Fig. 4-1 (b), is 

defined as a solution of the equation ID,n (Vin, Vout) = ID,p (VDD - Vin, VDD - Vout), 

where ID,n (VG,VD) and ID,p (VG,VD) are the currents flowing through the n-channel 

and p-channel MOSFETs respectively, where VG and VD are the gate and drain 

voltages of the MOSFETs and VT, (in Fig. 4-1 (b)) the threshold voltage. These 

conditions are illustrated in Fig. 4-1 (c) in which the output characteristics of the two 

transistors are superimposed. The flip voltage of the inverter Vfp is defined as the 

value of the input voltage Vin at which the output  voltage is equal to one half of the 

supply voltage Vout = VDD/2. In a well-balanced inverter at Vin = Vfp the two 

transistors are in saturation and therefore Vfp can be determined by equating their 

saturation currents as shown in Eqn. 4-1 under the approximation that the saturation 

current IDsat (VG) depends only on the gate voltage.

IDsat,n (Vfp) = IDsat,p (VDD - Vfp)                                        (4-1) 

The MOSFET current in saturation can be approximated by the product of 

the channel width W, and the sheet carrier charge density  Q and average carrier 

velocity  vav at the source end of the channel IDsat = WvavQ. The sheet charge density 

at the source is given by Q = Cox(VG - VT), where Cox is the effective gate 

capacitance. In decananometer MOSFETs the average velocity  at the source is given 

by the product of the injection velocity vin and the ballisticity factor B, vav = vinB 
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Figure 4-1 : CMOS inverter. (a) Schematics; (b) Transfer characteristics; (c) Definition of the transfer 
characteristics.

         (a)        (b)             (c)



[107]. This results in the following expressions for the saturation currents of the n- 

and the p-channel transistors in the inverter at flip voltage conditions 

 IDsat,n = Wnvin,nBnCox(Vfp - VT,n)/L                                      (4-2)

IDsat,p = Wpvin,pBpCox(VDD - Vfp - VT,p)/L                                  (4-3)

Substituting Eqn. 4-2 and 4-3 into Eqn. 4-1 and solving in respect of Vfp where 

  

In a well balanced inverter , , and . Thus,

                                           

where σVTn, σVTp are the standard deviations of the threshold voltages of the n- and 

p-channel MOSFETs respectively. Since intrinsic parameter fluctuations are purely 

random and uncorrelated, it is reasonable to assume that there is no correlation 

between the n- and p-channel MOSFETs intrinsic threshold voltage variations. This 

assumption gives the following expression for the standard deviation of the inverter 

transition point

Eqn. 4-8 indicates that in a well balanced inverter (knp = 1) the standard 

deviation of the flip voltage is determined only by the standard deviations of the 

threshold voltages of the n- and p-channel MOSFETs and does not depend on the 

detailed shape of the current voltage characteristics.  
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4.3 Validation

 Validation of the prediction of Eqn. 4-8 is made using the standard deviations 

of the flip voltage obtained from statistical Monte Carlo Spice circuit simulations of 

inverters constructed from members of scaled device ensembles with gate lengths 35 

nm, 25 nm, 18 nm and 13 nm. The transistors are scaled versions of a prototype 35 

nm MOSFET developed and published by  Toshiba [85], against which TCAD 

process and device simulations are meticulously  calibrated [108]. The scaling, which 

is described in detail elsewhere [5], is based on the guidance of the 2005 edition of 

the International Technology Roadmap for Semiconductors [ITRS] for high 

performance devices. Key design parameters of the scaled devices are summarised 

in Table 4-1.

TABLE 4-1 
Key design parameters of the scaled devices.

Channel length [nm]

Equivalent Oxide Thickness  [nm]

Junction depth, xj [nm]

35 25 18 13 9

0.88 0.65 0.5 0.43 0.35

20 13 9 8 6
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Figure 4-2 : Current-voltage characteristics of the simulated 200 microscopically different 18 nm n-
channel MOSFETs with  Wn=Ln  at VD=1 V. 

σVT   = 56 mV
µVT   = 142 mV



 Recent trends in physical gate length scaling have deviated from 2005 ITRS 

predictions and therefore the reader must match the physical gate length of the 

simulated transistors to the changing physical gate length targets in forthcoming 

technology generations. Also, oxide thickness predictions were updated in more 

recent ITRS editions. Discussion on this updated information on oxide thickness that 

will affect the results presented in this paper is also presented in later sections.

 In the validation, statistical variability introduced only by RDD is 

considered. At each channel length, samples of 200 MOSFETs with microscopically 

different random dopant distributions were simulated with Glasgow 3D ‘atomistic 

device simulator employing density  gradient quantum corrections for electrons and 

holes simultaneously. The standard deviation of the threshold voltage was extracted 

for each of the channel lengths following the procedures described in [4]. Fig. 4-2 

illustrates the 200 simulated current voltage characteristics of the 18 nm n-channel 

MOSFET ensemble.
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Figure 4-3 : Transfer characteristics of 500 statistically different minimal size inverters built with 
random occurrences of 18 nm n- and p-channel MOSFETs randomly selected from statistical 
samples of 200 microscopically different transistors with characteristics illustrated in Fig. 4-2. 

Inset showing the distribution of the flip voltage, Vfp extracted from the transfer characteristics 
for 18 nm devices.
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Statistical sets of compact models are extracted from the simulated current 

voltage characteristics of each individual microscopically  different transistor 

following the methodology described in Chapter 3. Statistical SPICE simulations of 

minimum size (Wn = Ln) well balanced (Wp = 2Wn) inverters were carried out for 

each channel length. Fig. 4-3 illustrates the static transfer characteristics of 500 

statistically  different, minimal size inverters built with random occurrences of 18 nm 

n- and p-channel MOSFETs selected from statistical samples of 200 microscopically 

different transistors with the characteristics illustrated in Fig. 4-2. 

The standard deviation of the flip  voltage σVfp is extracted from the statistical 

inverter ensemble and compared, in Fig. 4-4, with the predictions of Eqn. 4-8, where 

σVTn, σVTp are obtained directly  from the current–voltage characteristics obtained 

from each MOSFET ensemble. Excellent  agreement is observed between the results 

from the statistical circuit  simulation and Eqn. 4-8. This increase the confidence to 

use Eqn. 4-8 in order to make predictions for σVfp based only  on the statistical 

simulation results for σVT without simulating the full current voltage characteristics 
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Figure 4-4 : Standard deviation of the flip voltage σVfp extracted from the statistical simulation of 
inverters build from transistors with the different channel lengths, and the predictions of Eqn. 4-8.



of the devices from the statistical sample; extracting statistical equivalent circuit 

models; and performing statistical circuit simulation using these models.

4.4 Supply Voltage Scaling Limitations

 As illustrated in Fig. 4-5, an integrated circuit must fail, as a result  of hard 

digital fault, if a rare nσ occurrence of the Vfp becomes equal to the supply voltage or 

to zero. The supply voltage limitation associated with the design margin (where 

n is a parameter chosen by circuit designer to fulfil a design specification) is  VDD,min 

= 2nσVfp when the mean Vfp is VDD/2. The allowable σ is normally constricted by an 

additional safety margin SM, defined as the VIN between the high (NMH) and the low 

noise margin (NML) points (at derivative of -1 of the transfer curve) where VIN which 

falls within this region will result in undetermined output. In this case VDD,min = 

2nσVfp + SM/2. From the SPICE simulation of inverters constructed of transistors 

with continuous doping profiles, estimation is made on additional safety margin, 

which for all channel length devices is approximately equal to 0.17 V. Most of the 

results for the supply voltage limitations presented in this section do not include this 
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Figure 4-5 : Relationships between the design margin, the additional noise margin and the supply 
voltage.

fp



quasi-constant safety  margin correction. All the estimates are also based on the 

assumption that n- and p- channel MOSFETs have similar threshold voltage 

standard deviations for equal channel width. Since in a well balanced inverter Wp = 

2Wn assumption  is made.

The dependence of the minimum supply voltage on the standard deviation of 

the threshold voltage is plotted in Fig. 4-6 for a minimal size inverter and for 

different values of defining the design margins. There is an assumption that both 

VT and therefore Vfp follow normal distributions (an assumption which needs further 

careful testing, but is beyond the work of this thesis). From Fig. 4-6, σVT in the 

range of 100 mV limits the supply voltage to approximately 1 V for the minimal size 

inverters (for 7σ design margin) particularly if the additional safety margins are 

included. In the rest of this section, the supply voltage limitations of bulk MOSFET 

CMOS implementations are reviewed.
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Figure 4-6 : Dependence of the minimum supply voltage on the standard deviation of the 
threshold voltage for a minimal size inverter and for different values of n defining the design 

margins.



CHAPTER 4 : Supply Voltage Limitations Due to Statistical MOSFET Variability                          47

Figure 4-7 : Channel length dependence of  σVT taking into account only RDD and RDD, LER and 
PSG in combination: in scenario A, LER follows ITRS 2005 prescriptions; in scenario B, LER=4 nm 

taken from [52][5][109].

Figure 4-8 : Channel length dependence of the minimum allowable supply voltage corresponding to 6σ 
design margin for a minimum size inverter using solid symbols for the data for σVT presented in Fig. 

4-7. Open symbols examine the scenario when the simulated statistical variability is the same 
magnitude as the process induced variability.



The simulated gate length dependence of σVT for the scaled n-channel 

MOSFETs is illustrated in Fig. 4-7, which compares simulation results taking into 

account only RDD with results taking into account the simultaneous effect of RDD, 

LER and PSG [52][5][109]. In the second case which all effects are simulated, there 

are two scenarios for the LER being considered. In Scenario (A) LER follows the 

2005 ITRS prescriptions as shown in Table 4-2. In the Scenario (B) LER is kept at 4 

nm (when stating LER values, the 3σ value is usually quoted, i.e. σ = 1.3 nm in this 

case) for all channel lengths. This assumption is made based on the best lithography 

reported in 2005 [110] that includes e-beam lithography in research labs, and was 

allegedly limited by the fundamental nature of resist chemistry  which is limited by 1 

nm [111][112]. The LER scaling  predicted in ITRS was simply an extrapolation 

based on the expected development of new generations of photoresist  material [113]. 

From Fig. 4-7, for minimum size transistors, σVT breaks the 100 mV ceiling at  a 

channel length of approximately 15 nm for scenario A, and at approximately 18 nm 
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Figure 4-9 : Comparison of the 6σ supply voltage limitations for Scenarios (A) and (B) with (void 
symbols) and without (solid symbols) 170 mV noise margin added.
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Figure 4-10 : Gate length dependence of the hard digital fault supply voltage limitations for transistors 
with different W/L ratios: a) LER follows the 2005 ITRS prescriptions; b) LER is kept at 4 nm for all 

channel lengths.

(a)

(b)



for scenario B. After these breaking points, σVT increases much more rapidly with 

the reduction of the channel length in scenario B compared to scenario A. 

TABLE 4-2 

ITRS 2005 prescriptions for 3 sigma line edge roughness.

Channel length [nm]

Simulated LER  [nm]

35 22 18 13 9

2.6 1.9 1.3 0.9 0.7

The gate length dependence of the minimum allowable supply voltage 

corresponding to a 6σ design margin for a minimum size inverter is plotted in Fig. 

4-8 using solid symbols for the data of σVT presented in Fig. 4-7. The void symbols 

represent results in which an assumption is made that the simulated variability in 

scenarios A and B are only half of the total device variability  (statistical and 

systematic variability) – a typical situation at the 45 nm technology generation [43]. 

This ratio, however, is expected to change to a position where the statistical 

variability associated with the discreteness of charge and matter becomes more 

dominant in future technology nodes with excellent integration of Design for 

Manufacturing (DFM) techniques. For completeness, in Fig. 4-9, the 6σ supply 

voltage limitations for Scenarios (A) and (B) with (void symbols) and without (solid 

symbols) the additional 170 mV safety  margin added are also compared. From the 

data presented in Figs. 4-8 and 4-9 it is clear that for bulk MOSFETs the hard logical 

faults limitation for the supply  voltage breaks above 1 V for gate lengths smaller 

than 15 nm. Transition to ultrathin body SOI or multiple gate MOSFET 

architectures, which tolerate low channel doping and reduce the RDD related 

statistical variability, have been put forward as a way to allow supply voltage 

reduction for low power applications [114][115][116][117][118]. However, the 

results here show this will only be the case if the LER can be properly scaled 

according to roadmap projections. 

It is fair to point  out that all the above predictions are made for minimum 

size inverters, which may  be rare in practical integrated circuits. Typically, primitive 
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Figure 4-12 : Gate length dependence of the hard digital fault supply voltage limitations for 
transistors with different W/L ratios and EOT=1nm.

Figure 4-11 : Comparison of the RDD induced standard deviation of the threshold voltage σVT 
for transistors with different gate lengths considering EOT from Table 4-1 and EOT = 1 nm 

taken from [119].

[43]



standard cells  (i.e. NAND, NOR, INV) are designed for a wide range of drive 

strength (i.e. 1, 2, 8, 12, 20) which are primarily transistor-sized based [120][121]. 

Inverter with drive strength of 1 is chosen based on its optimum delay, power and 

area that can be obtained for a particular technology and inverter with drive strength 

of 4 is designed by increasing the devices size by a factor of 4. 

Assuming that the statistical variability scales as 1/(square root) of the gate 

area, following the work in [122], in Fig. 4-10, the gate length dependence of hard 

digital fault  supply voltage limitations based on n-MOS transistors with W/L ratio of 

1 to 10 is examined. Fig. 4-10 (a) presents results that correspond to Scenario (A) 

while Fig 4-10 (b) presents results corresponding to Scenario (B). An increase in 

channel width relaxes the hard digital fault  supply voltage limitations. In Scenario 

(A) this pushes the 1 V supply voltage floor to physical channel lengths below 10 

nm.  For Scenario (B) the floor remains higher, somewhere around the 14 nm range 

for W/L ratio increased larger than factor of 1. 

The predictions for the scaling of the gate oxide thickness that guided the 

scaling of the devices used in this paper were based on the optimistic extrapolations  

of pre-2009 ITRS editions. With the introduction of high-κ gate dielectrics by Intel, 

1 nm equivalent oxide thickness (EOT) has been achieved for 35 nm physical gate 

length transistors corresponding to the 45 nm technology generation [36]. This is 

larger than the 0.88 nm used in simulations performed in Glasgow for transistors 

with the same gate length. Therefore it is instructive to consider the pessimistic 

scenario when the EOT cannot be scaled below 1 nm. As illustrated in Fig. 4-11, in 

this case the RDD variability, which is inversely  proportional to the oxide thickness 

remains the most important  source of statistical variability  in bulk MOSFETs. Note 

that the simulated and the estimated (from [43]) variability  in 35 nm square 

transistors with 1 nm EOT is very close. The dependence of the minimum supply 

voltage on the MOSFET channel length corresponding to this scenario is illustrated 

in Fig. 4-12 for well balanced transistors with different W/L ratios of the driver 

transistor.
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4.5 Summary

 In this chapter, using statistical SPICE simulations, the impact of statistical 

variability on power supply voltage scaling in digital circuits was investigated. 

Statistical simulations were performed using the integrated 'atomistic' compact 

models of well scaled 35, 25, 18 and 13 nm gate length bulk MOSFETs, applying 

supply voltage levels prescribed by the ITRS. The minimum power supply  voltage 

was evaluated for the ideal case and taking into consideration the safety margins and 

noise margin. An analytical model for the statistical variability of a CMOS inverter 

based on a simple model for the saturation current in decananometer scale 

MOSFETs was presented. The model was validated with respect to statistical circuit 

simulations of inverters with 35 nm, 25 nm, 18 nm and 13 nm physical gate lengths 

MOSFETs. The analytical model relates directly the inverter variability  to the 

threshold voltage variability of the underlying MOSFETs. Results of comprehensive 

physical simulations of the threshold voltage variability of the scaled transistors 

were used to estimate the gate length dependence of the minimum supply voltage 

determined by hard logical failures of inverters at  chosen design margins. Random 

Discrete Dopants (RDD), Line Edge Roughness (LER) and Poly Silicon Granularity 

(PSG) were considered as statistical variability sources in this study. In the 

simulations, two scenarios were explored with respect to LER scaling. In the first 

scenario the LER was scaled according to the requirements of the 2005 edition of 

the International Technology Roadmap for Semiconductors (ITRS). In the second 

scenario LER was kept at the present level [110]. For 6σ design margin of a 

minimum sized inverter, the minimum gate length which allows supply  voltages 

below 1 V is in the neighbourhood of 15 nm, depending on the LER scaling 

scenario. For larger W/L ratios, the supply voltage floor is lower, moving the 1 V 

floor level to gate lengths of around 10 nm in a scenario which assumes continued 

LER scaling, and to 14 nm in a scenario which assumes that LER stays the same. 
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Restriction in the supply voltage scaling of future-scaled bulk CMOS devices due to 

the presence of statistical variability will counteract the advantage of geometry 

scaling as the dynamic power cannot be scaled any  further. The restriction results 

from the circuit failing to function, in this case, the inverter is unable to invert its 

input logic level in the presence of statistical variability - not because of 

manufacturing defects which creates topological changes in the manufactured 

circuit. Although statistical variability  can affect the actual operation of minimum 

size CMOS devices, this effect can be ameliorated simply by increasing the W/L 

ratio of the logic. However, this technique will reduce the advantages from the 

scaling in terms of increasing the circuit density. It also increases the output load 

capacitance and subthreshold leakage current in circuits of which contributes to 

larger dynamic and static components of power dissipation respectively. In modern 

digital electronic, especially mobile electronics, circuits not only have to operate 

correctly, but operate within a timing and power constraints to be commercially 

viable. The results of this chapter give the circuit designer a simple first  order 

analytical technique to make informed choices balancing device width (and thus 

circuit size and silicon area) against reliability which can give first order results with 

minimal computational effort. This is a novel result of this work.
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Chapter 5

Accuracy Of Transient Simulations 
Using BSIM Compact Models

5.1 Introduction

A compact model is a simplified, semi-analytical model describing a device 

operation which is used in circuit  simulators such as SPICE to predict behaviour of a 

circuit design. A transistor compact model describes the transistor operation. The 

mathematical formulation of transistor compact  model is based on semiconductor 

device equations which are the Poisson and current-continuity equations; and 

parameter values used in the formulation may represent a physical and non-physical 

information in order to get the best  fit of the measured curves. Requirements of 

transistor modelling for circuit simulation are increasing due to device geometry 

scaling where inclusion of advanced physical effects in the model are necessary  in 

obtaining accurate circuit  simulation results and integration of more functions on a 

single chip prohibits increase in model execution time in a circuit simulator.

Compact models are the link between foundries and design houses. The 

electrical characteristics of devices manufactured using various foundry processes 

are captured using compact models so that designers can use those devices with 

confidence. The parameters used in the compact model are extracted from 

measurement data on devices of various sizes, and specific test structures [123] 
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[124][125]. Sub-micron devices are sensitive to manufacturing technologies and 

thus different  foundries, employing different  processing steps and recipes will 

produce devices with different characteristics for identical nominal gate lengths. 

Compact models must be able to relate the MOSFET operation to the transistor 

structure and geometry. It also must be flexible enough to accurately  fit the 

differences in the measurement data resulting from the different processes used to 

fabricate particular devices in a particular foundry. 

In general, there are 3 main types of compact models which aim to deliver 

the required properties for accurate circuit simulation, each with claimed benefits. 

These are charge based models (e.g. BSIM4), surface potential based models (e.g. 

PSP, HiSIM) and transconductance based models (e.g. EKV) [126][127]. The charge 

based models describe the drain current directly in relation to applied biases. While 

the surface potential based models describe the drain current in relation to surface 

potential at  the source and drain. The surface potential at  the source and drain are 

calculated by solving the Poisson equation iteratively as a function of applied biases 

(HiSIM) or by using an analytical approximation of the surface potential (PSP). 

Both model types use the charge sheet and the gradual channel approximations 

(which assume that potentials vary slowly across the channel allowing the 2-D 

problem to be solved as 2 separate 1-D problems). The advantage of surface-

potential over charge based is the need for less fitting parameters to describe the 

drain current over all operating regions. The transconductance model describes the 

drain current in relation to inversion charge densities and is more applicable for 

analogue circuit simulation. Whilst these different models accommodate different 

needs in circuit simulations, the BSIM charge based model has historically  been the 

model of choice in the digital design industry, and will be the model considered in 

this work.

In the next section of this chapter the BSIM formulation will be briefly 

discussed, with an emphasis on how it deals with internal transistor capacitances.  

Section 5.3 then gives a short description of transient simulations using BSIM 
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compact models with the SPICE circuit simulator. These two sections will give 

sufficient background to understand the context of the results presented in the 

remainder of the chapter. In section 5.4 the characterisation of BSIM4 models for  

35 nm gate length devices aimed at digital circuit  applications is presented. Then, 

the accuracy of dynamic behaviour of a simple inverter modelled using these 

compact models are compared with more ab initio TCAD simulation results in 

section 5.5. 

5.2 BSIM Formulation

BSIM  compact models have been developed at the University  of Berkeley. 

Since the introduction of version BSIM3v3 in 1997, it has become a standard 

MOSFET compact model widely used in the design industry to model the complex 

behaviour of transistors in predicting circuit behaviour. The compact models are 

constantly being updated when advancing to a new technology node. BSIM4 has 

approximately 200 parameters to model the transistor behaviour with more added in 

every  new technology generation. The latest compact models produced by the 

foundries that are publicly accessible to the academic community today are the 65 

nm technology node transistor from the Taiwan Semiconductor Manufacturing 

Company.
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Figure 5-1 : MOSFET equivalent circuit model for transient analysis [136].



In this section, the formulation of the BSIM compact model is discussed. In 

formulating a model for fast and accurate circuit simulation using the SPICE circuit 

simulator, the most desirable features of the model are: 1) that its description of the 

MOSFET drain current and all its derivatives with respect to terminal voltages must 

be continuous; 2) that it should require the smallest  number of adjustable fitting 

parameters consistent with the physical effects to be captured, hence minimising the 

fitting process; 3) that there should be efficient  computational convergence of the 

model equations to enable large circuit simulations over reasonable timescales. 

5.2.1 Current-Voltage Relation

 The drain current formulation in BSIM is a descendent of the Meyer model. 

In the Meyer model, the MOSFET’s drain current in the subthreshold regime, 

(VGS < VTH) is described by an equation that approximates the diffusion current. 

Above threshold, (VGS > VTH) the drain current is described by  two equations 

approximating the drift current in the linear (VDS < VDSAT) and saturation 

(VDS > VDSAT) regimes [128]. 

As different equations are used to describe the MOSFET drain current at 

different gate and drain biases, discontinuities in the drain current and its derivatives 

may occur at the transition points, VGS = VTH and VDS = VDSAT. Discontinuities in the 

drain current characteristics are not desirable in circuit simulation because they 

cause non-physical results due to non-convergence of the current calculations. In 

order to eliminate these discontinuities, a smoothing function is applied at the 

transition points and the drain current equation in the BSIM3v3 model is 

reformulated to describe a continuous drain current from the subthreshold to strong 

inversion regimes [129]. The transition between the subthreshold and linear region is 

smoothed by  transforming the gate voltage, VGS into Vgsteff, while the transition 

between the linear and saturation region is smoothen by transforming the VDS into 

Vdseff. The implementation of smoothing functions in the model, introduces 

nonphysical parameters.
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Treatment of short  channel, narrow width and non-uniform doping effects in 

small geometry  MOSFETs are implemented by considering their effect on the 

threshold voltage, which becomes a function of a number of structural, electrical and 

fitting parameters including; body bias, effective gate length, oxide thickness, 

channel doping, etc. [42]. To improve model accuracy, fitting parameters have also 

historically been introduced into the mobility equations, parasitic resistance values 

and channel length modulation equations. Due to the introduction of a large number 

of fitting parameters, the model, whilst flexible, now offers less physical insight into 

device operation, and a complex hierarchical methodology is required to perform the 

extraction of these parameters. Further detail of the drain current formula is 

described in [28].

5.2.2 Capacitance-Voltage Relation

While the current-voltage relation solved by  using Poisson and current 

density  approximations, describes the steady-state current behaviour of a MOSFET 

device at different applied biases, accurate transient analysis of the MOSFET device 

also requires accurate modelling of its terminal capacitances. The terminal 

capacitances is used to describe the movement of the charges within the device with 

respect to time which is solved by using Poison and current-continuity 

approximations. These three equations namely Poisson, current density  and 

continuity  equations are important to be solved analytically in modelling accurate 

MOSFET device behaviour for circuit simulation.

In the Meyer approach, the four terminal MOSFET is assumed to be 

represented by a network of 5, two-terminal capacitances; Cgs, Cgd, Cgb, Cbs and Cbd 

as illustrated in Fig. 5-1 [128]. The non-linear capacitances Cgs, Cgd and Cgb, are 

expressed as a derivative of the gate charge (QG) with respect to its respective 

terminal voltage change, plus extrinsic capacitance components. Other intrinsic 

transcapacitance components are fixed to zero. However, the transient current 

derived from the Meyer capacitance model (i = C dV/dt) leads to a loss of charge 

CHAPTER 5 : Accuracy of Transient Simulation using BSIM Compact Models        59



conservation, which can result in erroneous circuit simulation results [130][131]

[132]. 

In the charge conservation law, the net change in the amount of electric 

charge in any volume of space must be equal to the net amount of charge flowing 

into the volume minus the amount of charge flowing out of the volume. Thus, the 

total currents that are flowing into and out of the devices must be equal to zero as 

illustrated in Fig. 5-2 (a). Fig. 5-2 (b) illustrates the charges that exist in a MOSFET 

device of which the quantity of the intrinsic charges need to be preserved at all 

operating region at all time which is the bulk charge (QB), channel charge (Qinv) and 

gate charge (QG). The bulk (QB) and channel (Qinv) charges can be analytically 

approximated at any  gate potential from solution of the 1-D Poisson equation on the 

equivalent MOS capacitor structure. While the gate charge (QG) is QG = -QB - Qinv. 

Based on this analytical expression of the gate charge, the Ward-Dutton model 

preserves charge conservation by introducing a charge partitioning scheme in the 

evaluation of the drain and source charges: Qinv = QD + QS, QD = Xpart ×   Qinv, 

QS = (1 - Xpart) × Qinv where 0 ≤ Xpart ≤ 1 [132]. 

The formulation of the BSIM  capacitance model adopts this charge 

partitioning approach and uses charges as state variables in order to guarantee 

charge conservation in the MOSFET. All the intrinsic transcapacitances (Ci,j) are 

modelled as partial derivatives of the intrinsic charges with respect to terminal 
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Figure 5-2 : a) Charge conservation model. b) Simplified MOSFET cross-section with induced 
charge densities.

iG + iD + iS + iB = 0

(a)                                                                            (b)



voltages as shown in Eqn. 5-1 where i and j stand for gate (G), drain (D), source (S) 

or bulk (B).

                                     
Ci,j =

∂Qi

∂Vj
where i �= j

                        (5-1)

The detailed expressions that describe the gate, bulk and channel charges are 

parameterised by the same threshold voltage (VT), subthreshold slope (n), bulk-

charge effect (Abulk), oxide thickness (Tox) and body bias coefficient (γ) variables that 

are used in the steady  state current-voltage formulations. Additional fitting 

parameters also help to fit the C-V curves to measurement data. Further details on 

this charge formulation can be obtained in [133][28].

Fig. 5-3 shows the typical parasitic capacitances in a  MOSFET device that 

result from its physical structure and which contribute to the 5, two-terminal 

capacitance values noted above. This parasitic components also are referred to as 

external capacitance components. The Cgc is related to the intrinsic capacitance 

components discussed above. In BSIM, the bias-independent overlap capacitance, 

Cov is modelled using a parallel-plate approximation while the bias-independent 

outer fringe capacitance, Cof is modelled via a conformal transform. The inner fringe 

capacitance, Cif which is bias-dependent is not  modelled in the BSIM  capacitance 

model. The source/drain to bulk junction capacitance, Cj is divided into 3 

components, bottom area capacitance (CAREA), sidewall or peripheral capacitance 

along the 3 sides of junction’s field oxide (CSW) and sidewall or peripheral 

capacitance along the gate oxide side of the junction (CSWG). All the parasitic 

capacitances are modelled as a function of device geometry  and are treated as add-
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Figure 5-3 : MOSFET capacitances.



on to the intrinsic gate capacitance description. For example, the total gate-to-drain 

capacitance is modelled as Cgd = dQG/dVD + 0.5Cov + 0.5Cof + Cj where Cj is the 

junction capacitance related to the drain terminal [28].  

5.3 SPICE Transient Simulation

SPICE is a circuit simulator use to enable prediction of a circuit behaviour 

by using compact models that represent each simulated circuit component. It 

translates the components and its network connection into equations to be solved.  

The SPICE simulator is heavily  used in the analogue circuit design and standard cell 

characterisation of digital logics. A commercial tool HSPICE is used in this work.

Fig. 5-1 shows the equivalent circuit  of MOSFET in SPICE transient 

simulation. The four-terminal transistor is described by 5 capacitances representing 

the gate, source and drain capacitances, parasitic source and drain resistances, 

current sources representing the d.c. effects and diodes representing the junction 

current between the substrate and drain/source terminals. The transient gate, drain 

and source currents flowing into the device nodes are calculated using Eqn. 5-2 

where Ii,DC(t) is the d.c. terminal current which depends on the bias condition. The 

second term, (δQi/δVj).(dVj/dt) describes the displacement current showing the 

capacitances, Cij explicitly [134][135].

                              
Ii(t) = Ii,DC(t) +

�

j

∂Qi

∂Vj
.
dVj

dt
                               (5-2)

5.4 35 nm Device Characterisation

In this section, we present results for the device characterisation of 35 nm 

gate length halo-doped MOSFETs developed using the 2-D process simulator, 

Sentaurus based closely on industrially relevant state-of-art physical MOSFETs. The 

devices were developed using Sentaurus Process TCAD tool which uses finite 

element mesh solver to solve the physical and analytical models that describe each 
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manufacturing process step  [137]. The tool is used to replicate the doping profiles of 

a real 35 nm physical gate length n-MOSFET fabricated by  Toshiba. The detailed 

description of the manufacturing process steps used to develop the devices 

themselves can be found in [88]. Next, the devices are simulated in Sentaurus device 

tool which uses a finite element solver to solve the semiconductor device equations 

coupling the Poisson, current density and continuity  equations in determining its 

electrical properties [138]. The device characteristics obtained from this quasi-

stationary and mixed mode simulations are fed into a parameter extraction tool to 

generate the BSIM4 compact model. The outcome of the device characterisation are 

the parameters of a BSIM4 compact model developed with the purpose of 

performing digital circuit  simulations. Then, mixed-mode simulations are performed 

in the Sentaurus device tool to obtain transient responses of an inverter using the 

developed devices. In the mixed mode simulation, the semiconductor devices 

characteristics are calculated numerically and are combined with other circuit 

components, the time varying supply  voltage and a constant capacitor using a 

similar model to the SPICE circuit simulation approach. The transient response from 

the TCAD simulation is then compared against the simulation performed in SPICE 

to test the accuracy of the compact models. Detailed description of the employed 

TCAD simulation methodology  to produce the required data for comparison analysis 

presented in chapter can be obtained in [88].

5.4.1 Current-Voltage Characteristics

Each device is simulated in the Sentaurus TCAD tool to obtain 1) ID-VG 

characteristics at high and low drain biases with varying substrate/body biases; and 

2) ID-VD characteristics at zero substrate bias with varying gate biases. About 100 

points from each I-V curve are extracted from the TCAD simulation and given as 

input to the Aurora tool. Parameter extraction was performed using Aurora, a 

commercial general purpose optimisation software tool for fitting analytical models 
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to data [139]. After full extraction of the model parameters are completed, the 

current-voltage and capacitance-voltage characteristics of both the n-MOSFET and 

p-MOSFET devices were simulated using SPICE and then compared against the 

original TCAD simulation data. An overall RMS error comparing the SPICE and 

original TCAD results was calculated using Eqn. 5-3 where x1 is the fitted data, x2 is 

the actual data and n is the number of samples considered.

 
RMSerror =

��n
i=1(x1,i − x2,i)2

n  (5-3)

Fig. 5-4 shows the ID-VG characteristics of p-MOSFETs and n-MOSFETs 

biased at |VDS| = 50 mV and |VDS| = 1 V. Good agreement between the TCAD and 

SPICE simulation data is obtained for the drain current behaviour at low and high 

drain biases. The RMS error of the ID-VG characteristics fitting is shown in Table 

5-1. The smaller fitting errors observed in p-MOSFET devices is due to the smaller 

absolute drain current values in p-MOS (approximately 2.3 times smaller than n-

MOS drain currents). Overall, the normalised RMS error for ID-VG fitting for both p-

MOS and n-MOS devices are in the range of 0.3-1.5% which is normalised by the 

span of the on- and off-current of the device at the measured terminal voltage 

conditions.
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Figure 5-4 : Comparison of ID-VG characteristics of p-MOS (left) and n-MOS (right) between 
TCAD and SPICE simulation result.
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TABLE 5-1
RMS error of the ID-VG curves at different applied drain biases.

RMS error
@|VDS|=1V

RMS error 
@|VDS|=0.05V

PMOS 2.315 E-06 1.181 E-06

NMOS 4.537 E-06 3.327 E-06

Fig. 5-5 shows the ID-VD characteristics of both p-MOSFETs and n-

MOSFETs at different gate biases. Good agreement is also obtained in fitting the 

drain current biased at different gate voltage values to the TCAD data, with a 

normalised RMS error between 0.6-6.0% for both devices, which are normalised by 

the span of the on and off-current of the device at the measured terminal voltage 

conditions. Details are given in Table 5-2. 

A good fit has been obtained for the d.c. characteristics of both the 35 nm 

gate length p-MOS and n-MOS devices at various applied biases. BSIM models are 

able to capture the drain current characteristics of these 35 nm gate length devices 

very well.

TABLE 5-2
RMS error of the ID-VD curves at different applied gate biases.

RMS error
@|VGS|=1V

RMS error
@|VGS|=0.8V

RMS error
@|VGS|=0.6V

RMS error
@|VGS|=0.4V

PMOS 4.082 E-06 4.855 E-06 5.029 E-06 1.096 E-06

NMOS 7.520 E-06 8.343 E-06 9.509 E-06 9.204 E-06
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Figure 5-5 : Comparison of ID-VD characteristics of p-MOS (left) and n-MOS (right) between 
TCAD and SPICE simulation result.
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5.4.2 Capacitance-Voltage Characteristics

As discussed in the previous section, current-voltage characteristics only 

capture the d.c behaviour of a MOSFET device. In order to accurately predict  the 

dynamic behaviour of the device in a circuit simulation, the capacitance-voltage 

characteristic must also be modelled accurately. In this subsection, fitting result of 

capacitance-voltage characteristics are presented. About 30 sample points of each 

capacitance-voltage curve with applied gate bias ranging from -1.5 V < VGS < 1.5 V 

are extracted from the mixed-mode simulation in the Sentaurus Device tool and 

capacitance-voltage formulation in BSIM  is fitted to the TCAD data. Our results 

showing the fitting of SPICE C-V simulations to the original TCAD C-V data is 

shown in Figs. 5-6 to 5-8.

It is clear that the capacitance-voltage characteristics simulated using the 

BSIM  model do not deliver the same good match to the original TCAD data that 

were obtained in respect to d.c. characteristics. In addition the gate-related 

capacitance (Cgg, Cgd, Cgs, Cbg) at different  applied biases also show a large deviation 

from the TCAD data particularly near the transition from weak to strong inversion 

regions as shown in Fig. 5-6. A slight deviation of the Cgd and Cgs curves from the 
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Figure 5-6 : CG-VG of n-MOSFET at different applied drain biases a) VDS = 0.5 V b) VDS = 1 V.

         (a)                                                                              (b) 

VDS   = 0.5 V VDS   = 1.0 V



TCAD, data particularly at VDS = 0.5 V, is also observed. This is due to the charge 

partitioning scheme, which is done to evaluate the drain and source charges 

separately  from the channel charge, Qinv derivation and ensure charge conservation 

in the MOSFET model. Only the total substrate-to-drain/source capacitances, Cbd 

and Cbs fit well across the operating regime since the intrinsic bulk charge, QB is 

weakly  dependent on the MOSFET threshold voltage, as can be observed in Fig. 

5-8. The fitting of Cbd and Cbs will be discussed later in this section. However, due to 

the small value of the capacitances in the range of femto-Farad and the small 

difference between the minimum and maximum values, the normalised RMS error 

in terms of percentage is quite large when evaluating the capacitances fitting error 

especially the substrate-related capacitances.

Next, the gate-related capacitances, (Cgg, Cgd, Cgs, Cbg) are manually fitted 

using acde, noff and moin, BSIM fitting parameters to achieve better fitting near the 

transition from weak to strong inversion region. The source of fitting error near the 

transition may be due to a conflict in the fitting algorithm in Aurora tool since in the 

parameter extraction process, the lightly-doped drain (LDD) option is being 

disabled. In BSIM, the overlap region of a MOSFET is also modelled with bias-

dependent component to account depletion effect in the LDD region during the 

MOSFET operation [28][140]. However, in the 35 nm gate length devices, the 

overlap region does not consist of lightly-doped drain structure, hence the LDD 
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Figure 5-7 : Total gate-related capacitances comparison between TCAD and SPICE 
simulations a) p-MOS b) n-MOS.

     (a)                                                                           (b) 
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option for capacitance fitting in Aurora tool is disabled. Fig. 5-7 shows total gate-

related capacitances for p-MOS and n-MOS devices biased at VDS = -1 V and 1 V 

respectively. Better agreement is achieved where the percentage error of the total 

gate capacitance, Cgg reduces from 15.31% to 6.5% after the refinement procedure. 

Table 5-3 displays the RMS error for the total gate-related capacitances fitting. 

Overall, the RMS error for every gate-related capacitance-voltage fitting of both 

devices is kept below 0.04 fF/µm per sample point.

TABLE 5-3
RMS error of the CG-VG curves.

RMS error
Cgd

RMS error
Cgs

RMS error
Cgg

RMS error
Cbg

PMOS 2.948 E-17 0.896 E-17 2.691 E-17 2.286 E-17

NMOS 2.702 E-17 3.065 E-17 2.361 E-17 4.031 E-17

Fig. 5-8 shows the total substrate-to-drain/source capacitances, (Cbd and Cbs) 

of the 35 nm gate length p- and n-MOSFETs biased at |VDS| = 1 V where Cbd = -dQB/

dVD + Cj and Cbs = -dQB/dVS + Cj. The -dQB/dVD and -dQB/dVS terms are referring 

to the intrinsic-related capacitances and Cj is the sum of the three junction 

components at its respective terminal described in the introductory section earlier. 

The RMS error of the total substrate-to-drain/source capacitances are shown in Table 

5-4 where the error is kept below 0.02 fF/µm per sample point.
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Figure 5-8 : Substrate-to-drain/source and drain-to-source capacitances obtained using TCAD 
and SPICE simulations a) p-MOS b) n-MOS.
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All the 2-terminal capacitance components that form a network to represent a 

MOSFET in a transient analysis have been fitted to the TCAD data with accuracy  of 

0.04fF/µm per sample point or less. However, after inspecting the SPICE simulation 

result against the TCAD data, it is observed that a large deviation in the fitted data 

occurs at the total drain-to-source capacitance, Cds across gate voltage, VGS sweep  as 

shown in Fig. 5-8. The issue is more prominent in the n-MOSFET where at VDS = 

VGS = 1 V, the Cds value from the SPICE simulation is 1.91 times smaller than the 

Cds value obtained in the TCAD simulation. While in p-MOSFET, the Cds value 

biased at VDS = VGS = -1 V is 1.25 times smaller in comparison to the TCAD data. 

This is due to the formulation of the intrinsic charges, (Qinv and QB) for transient 

simulation based on 1-dimension of Poisson equation which neglect several effects 

such as the mobility degradation in the channel [133]. Thus, the error between the 

TCAD and SPICE simulation is large in respect of the drain-to-source capacitance, 

Cds. In SPICE, the CDS (dQD/dVS) is in function of other charges which preserves the 

charge conservation property  as shown in Eqn. 5-4. Hence, the modelling the CDS 

component separately will either introduce error to other drain-related capacitance 

components or void the charge conservation property.

 
dQD

dVD
= −(

dQD

dVG
+

dQD

dVS
+

dQD

dVB
)
 (5-4)

TABLE 5-4
RMS error of the C-VG curves.

RMS error
Cbd

RMS error
Cbs

RMS error
Cds

PMOS 0.853 E-17 1.660 E-17 4.558 E-17

NMOS 0.087 E-17 1.910 E-17 14.472 E-17

5.5 Transient Analysis of an Inverter

Next, the 35 nm gate length p- and n-MOSFETs are connected in series to 

form an inverter biased at the supply  voltage, VDD = 1 V. Fig. 5-9 (a) shows the 
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circuit schematic of the inverter with output connected to a fixed load capacitor, CL. 

This load is varied from 1.08 fF to 10.8 fF with CL = n × 1.08 fF (n an integer) where 

1.08 fF is equivalent to the total gate capacitance, Cgg of the simulated 35 nm x 1 µm 

n-MOS device in the linear regime. The applied input  voltage is a pulse, linearly 

rising and falling between 0 V and 1 V, with transition time set to 0.05 ps. In order to 

match the on-current of the 1 µm width n-MOSFET (IDS at VDS = VGS = 1 V), the 

width of the p-MOS device is chosen to be 2.3 µm. The 1 µm width n-MOSFET was 

simulated because it is the default device width value in the Sentaurus simulator.

Fig. 5-9 (b) shows the corresponding transient response of the inverter circuit 

shown in Fig. 5-9 (a) with the load, n = 1, 2, 4, 6, 8 and 10. The output transient of 

the inverter becomes longer due to charge/discharge of a larger load. The transient 

SPICE simulations are compared to the Sentaurus TCAD mixed-mode simulations – 

the similarly coloured dashed line in Fig. 5-9 (b). In every case the SPICE 

simulations show larger switching delay than the TCAD simulations. The inverter 

propagation delay of the falling-output transition (TDHL) with CL = 1.08 fF, obtained 

from the TCAD mixed-mode simulation, is 2.12 ps while in SPICE transient 

simulation the delay is 2.56 ps. The propagation delay  of rising-output transition 

(TDLH) for the same load, simulated in TCAD is 2.31 ps, while in SPICE it is 2.46 ps. 
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Figure 5-9 : a) Circuit schematic of an inverter implemented in SPICE and TCAD simulations. 
b) Transient response of the corresponding circuit in (a).

 (a)                                                                             (b) 



The difference in the inverter propagation delay between the TCAD and 

SPICE simulations is expected. It is the result  of the large capacitance fitting error in 

the 35 nm gate length devices, particularly  for the drain-to-source capacitance, Cds, 

which itself results from the fact that BSIM does not account for the full 2-D physics 

of the devices, as discussed above. It is difficult to model such effects in BSIM 

while maintaining charge conservation and expecting fast and accurate circuit 

simulation. 

The propagation delay of rising-output transition, TDLH have a closer match 

to the TCAD data compared to the falling-output transition. This is consistent with 

the difference in the Cds values seen above, where the Cds error in p-MOSFETs are 

smaller than in n-MOSFETs. During the rising-output transition, the charging 

current is flowing through the p-MOSFET and hence the transient currents, 

calculated using the p-MOSFET models in the TCAD and SPICE simulations, are 

closer. The percentage errors in propagation delay  are summarised in Fig. 5-11 

(black curves). 

In order to better match the TCAD simulation data, a compensation 

capacitor, CComp is connected in parallel to the load capacitor, CL, as shown in 

Fig. 5-10 (a). The CComp value is varied to obtain the best fit to the TCAD 

propagation delay data. However, due to the differences in Cds for n- and p-
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Figure 5-10 : a) Circuit schematic of an inverter implemented in SPICE in order to match 
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MOSFETs, a single compensation value cannot match both propagation delays 

perfectly. Fig. 5-10 (b) shows the transient  response of the inverter circuit with CComp 

fixed to 0.66 fF and the result compared with the TCAD data. A better agreement is 

indeed obtained with this compensation technique – however it should be reiterated 

that such compensation has no predictive power for different device sizes. Hence, 

when simulating a minimum size inverter of which both devices size are 

approximately 14 times smaller than the simulated inverter in this study, the 

compensation capacitor value may not scale by  14 times due to the increase in 

fringing effect not accounted in the BSIM  model such as inner fringe and corner 

capacitances [28][197] which may dominate the transient response of the minimum 

size inverter obtained in TCAD.  However, in order to obtain accurate magnitude of 

these effects, further 3D TCAD simulation and analysis are required which is 

beyond the scope of this study. 

Fig. 5-11 shows the percentage error of the propagation delay for falling-

output transition, TDHL and rising-output transition, TDLH for different applied circuit 

configurations simulated in SPICE. The percentage error of the falling-output 

transition, TDHL, in the inverter without compensation varies between 8.5% to 16% 

(with the smaller error for  larger loads). With compensation, the error in TDHL varies 

between 2.5% and 4%. The percentage error of the propagation delay  for the rising-
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Figure 5-11 : Percentage error in the inverter propagation delay of a) falling-output transition, 
TDHL b) rising-output transition, TDLH.
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output transition, TDLH in both circuit configurations decreases with increasing load, 

with the error in TDLH rapidly decreasing with increasing load when compensated. 

5.6 Summary

In this chapter, the accuracy of the BSIM4 compact model in capturing 

device characteristics and predicting circuit transient behaviour in SPICE simulation 

has been investigated. The compact models of the 35 nm physical gate length 

MOSFET were benchmarked against 2-D TCAD simulation. The BSIM4 compact 

model parameters were extracted over a range of device sizes and operating 

conditions using the compact model extraction tool, Aurora. The corresponding 

current-voltage and capacitance-voltage characteristics were compared against the 

current-voltage characteristics obtained from more ab initio TCAD simulations. The 

accuracy  of the transient SPICE circuit simulation of an inverter using the extracted 

BSIM  model of the 35 nm MOSFETs was evaluated against mixed-mode TCAD 

simulations. Excellent  agreement between the TCAD and SPICE simulations are 

obtained for current-voltage characteristics of the MOSFET devices with normalised 

RMS error less than 6% for various applied gate and drain voltages. The main 5 

BSIM  model capacitors (Cgd, Cgs, Cbs, Cbd, Cbs) have been fitted accurately with 

fitting error below 0.04 fF/µm per sample point. Weaknesses in the BSIM 

capacitance model were discovered particularly in respect of the drain-to-source 

capacitance, Cds at  high drain bias for both n- and p-MOSFETs, found to be 1.91 and 

1.25 times smaller than the capacitances obtained using TCAD physical device 

simulation. It was shown that these differences lead to inaccuracy in the transient 

simulation of the inverter where up  to 16% larger falling-output propagation delay 

was obtained in SPICE simulation compared to the mixed-mode TCAD simulation. 

However, the percentage delay  error reduces to 8.5% if a significant capacitive load 

(10 times higher than default) is connected at the output of the inverter. 

Compensation techniques were introduced to better match the SPICE simulated 
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propagation delay against the TCAD simulations leading to 4 times improvement in 

the SPICE propagation delay  accuracy. Although these compensation techniques 

have little predictive power as devices scale, they will allow far more accurate 

transient BSIM simulation at any particular technology node, for a relatively small 

additional characterisation cost. The conclusion of this study is the BSIM4 compact 

model of the capacitive elements in advanced bulk-MOSFET must be revised in 

order to deliver greater predictive power in future scaled-devices resulting in 

accurate circuit simulations. 
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Chapter 6

Inverter Performance Variability 
Due To Random Discrete Dopants

6.1 Introduction

In Chapter 4 we have investigated the digital fault associated with statistical 

variability and the associated restrictions on the supply voltage. While two of the 

other manifestations of statistical variability (SV) at circuit and system level which 

are timing and power variability  will be investigated in this chapter. At the 45 nm 

technology generation, intrinsic variability  already accounts for more than 50% of 

the total variability seen experimentally, and is expected to become more dominant 

at the 32 nm technology  generation and beyond [141]. Thus, understanding the 

impact of SV on digital circuit performance is crucial because it  likely to become a 

limiting factor in future circuit and system design. 

In conventional physical implementation flows, process variability  has been 

handled using corner analysis. However, with advances in technology, more sources 

of variability and the possibility of correlations between variability sources, there are 

too many corners to be considered in the design process. This makes the worst and 

best case validation technique before sign-off very  pessimistic. Accordingly, 

statistical design techniques have been put forward for the purpose of reaching a 

more optimal design before real tape-out. A statistical approach will provide 
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designers with a better understanding of how well the circuits behave when subject 

to statistical variation.

Attempts have been made to investigate the effects of random discrete 

dopants (RDD) on delay and power variations by  generating circuit models [142]

[143][144] using estimated fluctuations in the main electrical parameters such as 

threshold voltage, on-current, off-current and sub-threshold slope; with respect to 

the probability density function of overall doping concentration [145][78]. However, 

the analytical expressions developed in this methodology  to predict device electrical 

parameters assume an ideal, uniformly  doped substrate. Realistic, modern deca-

nanometer device has highly  non-uniform doping profiles (i.e. employ  retrograde 

and halo doping) to suppress short-channel effects (SCE) in bulk-FETs [85][21]. 

Thus, these analytical formulae are not robust and scaleable, and have no predictive 

power for succeeding device generations.

In the following sections, as a step towards developing a methodology for 

the investigation of general digital circuits subject to the effects of intrinsic 

parameter fluctuations in real devices, we investigate foundational CMOS inverter 

circuits. These circuits are analysed subject to differing fan-in and fan-out  conditions 

(with realistic form of the input  and output signals established by embedding the 

inverters under test in an inverter chain, as shown in Figure 6-1) and using transistor 

models subject to RDD which closely match ITRS guidelines and present industry 

practice. 

In section 6.2 Circuit Configurations, we first describe why the inverter 

chain configuration is used as our testbench, comparing an idealised slew input to 

the inverter under test with more realistic input signal supplied by an inverter chain. 

The concepts of fan-in and fan-out are also discussed. Next, section 6.3 Inverter 

Switching Paths and Trajectories, introduces the concept of the dynamic noise 

margin followed by a discussion of dynamic noise margins and inverter switching 

trajectories obtained from circuit simulation under differing drive and load 

conditions. The different definitions of drive current which are used in inverter delay 
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approximations using the CV/I metric are also assessed. Then, in section 6.4 

Inverter Timing subject to Variability, inverter delay  distributions under different 

FO/FI conditions for 35 nm, 25 nm, 18 nm and 13 nm devices are investigated, and 

compared with analytic results using the definitions of the drive current discussed in 

section 6.3. Then, concept of logic depth, Ld is introduced and a critical delay path 

through a circuit is modelled as Ld stages of inverters fulfilling the maximum delay, 

TMAX requirement. The impact of RDD on the logic depth, critical path delay and 

optimisation strategy to overcome the impact of RDD in the critical path subject to 

device scaling are investigated. In section 6.5 Inverter Power Dissipation subject 

to Variability the impact of increasing the logic gate size on power dissipation is 

discussed, and in the last section a chapter summary is made.

6.2 Circuit Configurations

6.2.1 Inverter Chain

A chain of inverters as shown in Fig. 6-1 is used in this study. Inverters 1 to 4 

(and inverters 5 to 8) are each of nominally identical width. Only INV4 and INV5 

are selected randomly from the statistical ensemble of model cards (and thus exhibit 

statistical variability) whilst the other inverters are modelled from continuously 

doped devices. Their role is to provide realistic input/output transient shapes for the 

inverters under test. 

In reality an inverter does not have infinite transconductance and will never 

deliver an ideal square output signal even if its input signal is an ideal square wave. 

In fact, if an ideal input waveform (square waveform) is applied directly at the input 

gate of the inverter under test connected to a very small load capacitor, a very high 

and unphysical voltage overshoot can be observed at the output of the inverter. In 

order to generate a realistic waveform shape for the device under test, inverters are 

connected in a chain. It is observed that the delay and shape of the waveform are 

consistent after passing through only  3 inverter stages even with an unphysical, 
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idealised input waveform is applied at the first  inverter. Similarly the output of INV5 

is connected to an inverter chain of 3 stages to represent a realistic load.

In this study, the minimum sized, or unit n-MOSFET device in each inverter 

has a width (W) of twice the gate length (L) values of 35 nm, 25 nm, 18 nm and 

13 nm. p-MOSFET devices of double the width of the n-MOSFET devices are 

employed in order to match the n- and p-MOS drive currents in the CMOS inverters. 

(It has been reported that with the introduction of strain engineering in state-of-the-

art devices, the effective mobility  of holes can approach the electron mobility in the 

scaled-devices [146]. However, in this study, such mobility  enhancement is not 

introduced in the test bed transistors. Including such mobility  enhancement would 

lead to differing p-MOS to n-MOS sizing to match drive currents and thus may 

affect the delay  variation results presented below.) A supply voltage of 1 V is 

assumed. Interconnect resistance and capacitance are neglected, since the aim of this 

investigation is to study the limiting impact of device variability. It should be 

noticed that short range interconnect variability may start to play important role in 

future technology generations.

6.2.2 Fan-in and Fan-out Concepts

Before considering circuit configurations which consist of more complex 

gates, the interaction between 2 inverters in the presence of RDD is investigated. In 

general, fan-in is a term used to describe a number of logic gate connected to an 

input node of a cell (i.e. the cell could be inverter, NAND, NOR logic gates) while 

fan-out is used to describe the number of subsequent input logic gate connected to 
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Figure 6-1 : Simplified inverter chain circuit diagram with FO/FI=8.



the output node of the cell. For these inverters, fan-in (FI) measures the width/

strength/current drive of the inverter driving the one under consideration (where that 

width is measured as a multiple of the width of the inverter under consideration). 

Fan-out (FO) measures the width of the inverter being driven by the output node of 

the  inverter under consideration, or  the number of identical inverters being driven.

Throughout this chapter, the term (FO/FI) refers to a certain configurations 

of INV4 and INV5 from the inverter chain of Fig. 6-1. Fig. 6-2 shows the circuit 

configurations that refer to FO/FI = 1/8, 1 or 8; which represent a large inverter 

driving a small inverter, balanced driver and load inverters; and small inverter 

driving a large inverter. The test vehicle is chosen from a recent study based on a 

chain of inverters shown in Fig. 6-1 with different FO/FI conditions [147]. The test 

configurations are suitable to study the effect of loading and input transition time on 

the propagation delays of inverters in realistic circuit simulations. The study in [147] 

demonstrated that both linear and saturation drive current has to be considered in the 

dynamic behaviour of an inverter. However that analysis does not include the impact 

of RDD, and thus cannot give a full understanding of the magnitude of timing and 

power variability at different FO/FI conditions.
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Figure 6-2 : Fan-out and fan-in configurations.



6.3 Switching Paths and Trajectories

6.3.1 Noise Margin Concept

Before discussing the results of this chapter, we first introduce more 

advanced concepts regarding noise margins and transient simulation. In 

undergraduate textbooks the static noise margin is discussed and understood. 

However, discussion of the dynamic noise margin is rarely  encountered. The 

dynamic behaviour of a logic gate (INV, NAND, NOR, etc.) is best illustrated using 

a transient curve which plots the varying input or output voltages against time as 

shown in Fig. 6-3 (a). However, this transient curve does not clearly  illustrate the 

noise margin that can be withstood by the logic gate during operation, and which is 

crucial when analysing and designing a circuit using sub-micron technologies. This 

is because in more advanced integrated circuit (IC) fabrication technologies, an 

increase in transistor density per unit area and reduction in interconnect layer 

thickness may  introduce greater cross-talk noise originating from the increased 

capacitive coupling between the interconnect layers in the circuit. This capacitively 

coupled noise can affect gate delay (which occurs in transient mode, if the noise is in 

the form of short pulses during a switching event) or in the worst case scenario 

upsetting the function of a logic gate (which can occur either in transient or static 

mode, if the noise pulse width is infinite). In addition, supply voltage scaling also 

reduces logic gate noise margins, making them more susceptible to functional errors 

or delays. In real systems, critical path timing specifications must be met by a design 

at all times. In the local clock-enabled circuit shown in Fig. 6-3 (b), the logic state at 

the end of each critical path must be stable before it is being latched to another cloud 

of combinational logic. Thus, even if noise does not  cause an overt functional failure 

at a particular logic gate, it may cause functional failure of the system if the overall 

delay in a path causes late arrival of a signal with respect to a clock edge. The 

mechanisms on how cross-talk noise produces circuit delay, using a classical victim/

aggressor model, is described in [148][149][150]. 
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Fig. 6-3 (a) also shows the timing definitions used in this study in section 6.3 

and below. The propagation delays of an inverter are TDHL and TDLH, the delays 

during falling-output transition and rising-output transition respectively, measured 

from the 50% VDD points of both the input and output  voltage traces. TP is the total 

propagation delay through two successive inverters (in this study, INV4 and INV5) 
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Figure 6-3 : (a) Inverter chain with its timing diagrams from INV1 to INV3. Transistor level 
circuit diagram of INV4 and INV5 showing the voltages and drain currents used in this study. 
Transient responses of INV4 and INV5 showing the timing definitions which will be used later 

in this thesis. (b) Local clock-enabled circuit showing critical path in combinational logic 
clouds.



and the input slew rate, SR = 1/TT, where TT, the input transition time, is measured 

from 90% to 10% of VDD or vice versa.

Let us now differentiate between the static noise margin and dynamic noise 

margin by using an inverter as an example. From the literature, the  definition of the 

static noise margin of an inverter is clearly  defined from a static voltage-transfer 

curve based on unity-gain point concept [151][152]. In a static voltage-transfer 

curve, the output voltage of an inverter is plotted against  its input voltage taken from 

DC simulation of an inverter. Static noise margin indicates the DC noise amplitude 

that must occur at  the gate of a long chain of inverters to cause an upset in the logic 

states after a very  large number of inverter stages [153][154]. Of course in a normal 

design, it  is rare to have infinite or large number of inverter stages, but  this circuit 

topology  is equivalent to two inverters connected in such a way that input node of 

the first inverter is connected to the output node of the second inverter and vice 

versa (also known as cross-coupled inverter pair) as shown in Fig. 6-4. This kind of 

circuit topology can be observed in flip-flops, latches and SRAMs. By using the 

cross-coupled inverter pair, the DC noise amplitude that, if occurring at the input of 

each inverter, will upset the logic state, can be clearly  observed when the static 

voltage-transfer characteristics of both inverters are plotted on the same graph, as 

shown in Fig. 6-4(c). The DC noise amplitude is the size of the ‘eye’ in this ‘eye 

diagram’.

In contrast to the static noise margin, a dynamic noise margin cannot be 

directly  obtained from dynamic voltage-transfer curves (in the static noise margin 

case, it has a clear definition from the static voltage-transfer curve based on unity-

gain points), neither is it trivial to calculate. This is because the dynamic noise 

margin does not only take into account the noise amplitude but also the noise pulse 

duration, which means the analysis of dynamic noise margin depends on the shape 

of the noise during a transient event [153][151]. The dynamic noise margin is best 

illustrated using a noise immunity curve which plots the noise pulse amplitude as a 
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function of noise pulse duration. However, the noise immunity curve approach does 

not produce a single number and it is difficult to compare for different applications.

An attempt to define the dynamic noise margin by using a family of dynamic 

voltage-transfer curves (also referenced as switching paths in this chapter) has been 

made in [155]. The dynamic voltage-transfer curve is a plot of the output voltage 

against the input voltage of an inverter obtained from a transient  simulation of which 

the applied input voltage and response at the output node of the inverter are varying 

with time. The author in [155] obtained the maximum square between normal and 

mirrored voltage transfer curves as the method of determining the static and 

dynamic noise margins as shown in Fig. 6-5. Fig. 6-5 (a) shows three transfer 

characteristics of an inverter where the curve in the middle is obtained from a DC 

simulation of an inverter and the other two curves are obtained from transient 

simulations of an inverter with the same applied input transition time, TT and fixed 

load capacitor, CL. The curves only  differ in the output transition direction, where 

the right-hand side curve is plotted during falling-output transition while the curve 

on the left-hand side is obtained during a rising-output transition. Fig. 6-5 (b) shows 

the maximum square method applied by the author of [155] to obtain dynamic noise 

margin of an inverter during the rising-output transition. The inverter dynamic 

transfer curve  during the rising-output transition is mirrored on y = -x + VDD axis, 

and the maximum square that can be fitted between the dynamic transfer curve and 
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(a)                                                   (b)                                                        (c)

Figure 6-4 : (a) Transistor level circuit diagram cross-coupled inverter pair (b) logic level 
circuit diagram of cross-coupled inverter pair (c) static voltage-transfer characteristics of the 

cross-coupled inverter pair.

INV1

INV2

INV1

INV2



its mirror is the size of the dynamic noise margin. However, the dynamic noise 

margin obtained by this method ignores the contribution of noise pulse duration and 

the dynamic noise margin is observed to be far larger than the static noise margin. 

As discussed by Loh Stroh in [153], the dynamic noise amplitude is allowed to be 

higher than the static noise margin because the dynamic noise margin is also 

dependent on the noise pulse duration (thus, a short pulse width with high noise 

amplitude may not cause a functional error). Using the approach in [155] it is 

sufficient to obtain relative comparisons between the dynamic noise margins of an 

inverter for different loadings and input slew rate conditions for some given, 

consistent applied noise shape. Smaller noise margins will indicate that the logic is 

more susceptible to functional error. 

The dynamic voltage-transfer characteristics represent the relationship 

between output and input voltages of an inverter is shown. Depending on the 

properties of the switching transistors, on → off or vice versa in the inverter, input 

slew rate and output load conditions, the dynamic voltage-transfer curve (switching 

path) may vary for the same inverter as discussed in detail in the next section. From 

voltage-transfer characteristics as shown in Fig. 6-5 (b), the point (input voltage) at 

which the output voltage of the inverter begins to switch can be observed. The 

output voltage of an inverter is defined as the potential difference between the drain 

terminals of both p- and n-MOSFETs in the inverter; and the ground (VSS) as shown 

CHAPTER 6 : Inverter Performance Variability due to RDD                                          84

(a)                                                     (b)                                                         

Figure 6-5 : (a) Static voltage-transfer curve and dynamic voltage-transfer curves of an 
inverter plotted on the same axes (b) dynamic noise margin obtained by using maximum 

square method used in [155].



in Fig. 6-3 (a). The input voltage of the inverter is obtained from the potential 

difference between the gate terminals of both p- and n-MOSFETs; and the ground 

(VSS). The same definitions of input and output voltages are also applied in plotting 

the static voltage-transfer curves.

In the following section, dynamic voltage-transfer curves (switching paths) 

and switching trajectories obtained from statistical SPICE simulations are presented.  

The aim of the study is to comparatively analyse the effects of RDD on the transient 

behaviour of an inverter. The dynamic noise margin discussed in the following 

section is obtained by using the maximum square method as described in [155] and 

is sufficient for this purpose. However, in order to quantify the dynamic noise 

margin for a specific circuit configuration, capacitive environment and specific 

noise pulses, further simulations are needed which are not covered in this study.

6.3.2 Inverter Switching Paths

As discussed in the previous section, the dynamic voltage transfer 

characteristics vary  not only  due to the different properties of the switching devices 

in an inverter (falling- or rising-output transition) but also due to different applied 

input transition time, TT and fixed output load capacitor, CL. Fig. 6-6 illustrates the 

effect of varying the input transition time, TT and fixed output load capacitor, CL on 
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Figure 6-6 : (a) Schematic of a single inverter simulation where the input transition time, TT 
and fixed load capacitor, CL are the variables (b) dynamic transfer curves of an inverter with 
1.08 fF fixed output load and TT is varied (c) dynamic transfer curves of an inverter with 5 ps 

TT and CL is varied.

(a)                                                     (b)                                                          (c)TT



the dynamic transfer characteristics of an inverter. The simulation was carried out 

using the compact models of the 35 nm gate length with uniform doping devices. p- 

to n-MOS ratio of 2 is selected and n-MOS width is chosen to be twice the gate 

length of the device. TT of 5 ps and CL of 0.28 fF intervals are chosen because 5 ps is 

approximately equivalent to half of intrinsic delay, τ of the simulated inverter while 

0.28 fF is equivalent to 3.5 times of the total gate capacitance, CGG of the simulated 

n-MOS transistor in the linear regime. The values of TT and CL are varied such that 

they  cover the inverter simulation that ranges from fast to slow transient events. Fig. 

6-6 (b) shows that  the DNM decreases with increasing of input transition time while 

Fig. 6-6 (c) illustrates the increase in DNM with the increase in output load. 

Next, the same size inverter as discussed above is simulated following the 

schematic diagram illustrated in Fig. 6-1 and three circuit configurations as shown in 

Fig. 6-2 are analysed. INV4 and INV5 are simulated using the ‘atomistic’ compact 

models for 35 nm to 13 nm gate length bulk-MOSFET devices subjected to RDD 

while the other inverters are simulated using their compact models of uniformly 

doped devices. As a result, variation in the input voltage with respect to time of 

INV4 and the output load of INV5 are not  taken into account in the simulations. Fig. 

6-7 shows the switching paths of INV4 during rising-output transitions, and INV5 

during falling-output transition, for an ensemble of 200 circuits subject  to RDD for 

different FO/FI cases. Switching paths of 35 nm and smaller gate length devices, at 

the same FO/FI values, are also illustrated in Fig. 6-7. By observing the switching 

paths of INV4, the influence of loading effect during each rising-output transition 

can be investigated. Inverters with higher output loads (FO/FI=8) stretch the 

switching path towards the bottom-left of the axis in the voltage-transfer 

characteristic thus maximising the dynamic noise margin. In the 35 nm gate length 

devices, the dynamic noise margin for inverter with FO of 8 increases to 0.89 V 

from 0.69 V for inverter with FO of 1. The relative increase in the dynamic noise 

margin of a minimum-sized inverter with 8 times increase in the load size is 

approximately 1.28 - 1.36 times for 35 nm - 13 nm gate length devices. Larger 
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dynamic noise margin indicates that a higher amplitude of noise or larger noise pulse 

duration at the output node is needed to cause an upset in the logic state during the 

transient switching of a heavily loaded inverter (FO/FI=8). In the case of coupling 

noise, a larger coupling capacitance is needed to introduce a higher amplitude of 

noise pulse which can cause functional errors in the heavily  loaded (FO/FI=8) 

compared to the lightly loaded (FO/FI=1) inverters. This is deduced from a simple 

model for crosstalk prediction described in [150] where the relationship  of the noise 

pulse in function of coupling capacitance between the aggressor and victim, C12 and 

the capacitance at the victim interconnect to ground, Cvictim is expressed using Eqn. 

6-1. In this study, the Cvictim is referring to the total capacitance of the two inverters 
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Figure 6-7 : Switching paths for INV4 (during rising-output transition)and INV5 (during 
falling-output transition) plotted on the same graph. INV4 and INV5 are subject to RDD and 
applied for different FO/FI cases. The switching paths are also plotted for devices with gate 

length of 35nm, 25 nm, 18 nm and 13 nm. 



(INV4 and INV5) since the interconnect capacitance between the transistors is 

assumed zero. From Eqn. 6-1, a smaller amplitude of noise pulse is expected with 

higher load capacitance at the victim’s interconnect, Cvictim. Thus, in order to produce 

a higher amplitude of noise pulse, a larger coupling capacitance, C12 or smaller 

capacitance at the victim’s plane, Cvictim is needed. 

             
∆V = VDD.

Cx

1 + Cx          ;  where   
Cx =

C12

Cvictim                   (6-1)

The effect of input  slew rate from the switching paths of INV5 during the 

falling-output transition is also shown in Fig. 6-7. An inverter with larger fan-in 

(FO/FI=1/8) has a smaller input transition time (higher input slew rate) because of 

the larger capacity of drive current from the pre-driver inverter (in this case INV4) 

to charge/discharge its small load (INV5) quickly. The dynamic noise margin 

increases by 0.16 V for the 35 nm gate length inverter with larger FI from 0.71 V, 

the dynamic noise margin for INV5 with FO/FI =1. From Fig. 6-7, INV5 with FI of 

8 for 35 nm, 25 nm, 18 nm and 13 nm devices show a relative increase of 1.22, 1.28, 

1.29 and 1.13 in the dynamic noise margin respectively. This indicates that an 

inverter with higher input slew rate requires higher noise amplitude to cause a 

functional error at its output.

In the presence of RDD, the dynamic noise margin of an inverter with the 

same input slew rate or load conditions varies due to the variation in the electrical 

parameters introduced by random dopants. The relative variation, σ/µ of the dynamic 

noise margin for 35 nm gate length INV4 with FO=8 is 0.7% which is smaller in 

comparison to 2.6% for INV4 with FO=1. While the relative variation σ/µ of the 

dynamic noise margin for 35 nm gate length inverter with FI=8 is 1.5%. Due to the 

larger widths of the p-MOSFETs in INV4, the switching paths during the rising-

output transition have smaller fluctuations compared with the switching paths during 

the falling-output transition in INV5 from Fig. 6-7. Thus, higher relative variation of 

the dynamic noise margin is expected in the inverter with falling-output transition 

than its rising-output transition.
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In smaller gate length devices, where the variation in the electrical 

parameters introduced by RDD becomes more pronounced, the dynamic noise 

margin variation is also expected to increase. In Fig. 6-7 (FO/FI=1), the dynamic 

noise margin for INV4 is observed to decrease by the rate of 10% with device 

scaling. Not only that, its dynamic noise margin variation, σ also increases by 9%, 

21% and 57% with device scaling as expected. This leads to an increase in the 

relative variation (σ/µ) of the dynamic noise margin in smaller devices. The 

reduction in the noise margin of scaled-devices is due to the reduction of intrinsic 

gate capacitance of a transistor, from geometry scaling. Thus it reflects the smaller 

load seen at the output gate of the scaled-inverter. Based on the previous discussion, 

the dynamic noise margin is shown to decrease with a smaller load size and the 

reduction of dynamic noise margin with device scaling is as expected. On the other 

hand, in order to maintain at least the same coupling noise amplitude at a reduced 

gate capacitance in smaller gate length inverters, the coupling capacitance, C12 

between interconnects needs to be reduced when advancing to the next technology 

generation. This is because without the reduction in the coupling capacitance, C12 

(for example, constant dielectric material of the the interconnect or thickness 

between interconnect layers) the coupling-noise amplitude is expected to increase in 

the circuit using smaller devices at the same applied supply voltage. This will 

certainly impose greater dangers to the signal integrity  and logic functionality  in 

circuits of which the logic gates have smaller dynamic noise margins. In the scaled 

devices where the effect of RDD becomes more prominent, when determining the 

maximum coupling capacitance based on the information from dynamic noise 

margin, variation in the dynamic noise margin induced by RDD must also be taken 

into consideration. 

The dynamic noise margin and the effects of coupling noise generated by 

coupling capacitance between interconnects have been discussed. Even though there 

are other types of noise that can appear in circuits, such as supply and ground 

bounce noise [156] which could affect the transient  behaviour of a logic gate, these 
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types of noise are not  discussed further here, as we regard the maximum square 

method [155] sufficient to compare the relative susceptibility of circuits subject to 

RDD and scaling, using the dynamic noise margin under different  FO/FI conditions. 

In summary, we have shown that scaling lowers the dynamic noise margins and 

increases their variability; while higher load and slew rates improve the noise 

margins and noise margin variability. 

6.3.3 Inverter Switching Trajectories

 The switching trajectories presented in Fig. 6-8 and 6-9 are the traces of 

switching current obtained from the drain terminal of the p-MOSFET in INV4 and 

n-MOSFET in INV5 plotted against output voltage during the rising-output 

transition of INV4, and during the falling-output transition of INV5, respectively. 

Fig. 6-8 and 6-9 demonstrate the variation in active switching profiles for 35 nm 

gate length devices. In these figures, the operating-point trajectories of  inverters in 

ensembles under three different  FO/FI conditions, and subject to RDD, are 

superimposed on IDS-VDS characteristics of uniform doping p- and n-MOS transistors 

respectively. 

From Fig. 6-8, the switching current  of the p-MOSFET in INV4 during 

rising-output transitions with FO of 8 reaches saturation at an early stage of 

switching VOUT ≤ 0.9VDD, whilst for a FO of 1 the switching current reaches 

saturation when the output voltage has switched to somewhat over 50% of VDD. This 

shows that the switching current flowing through the p-MOSFET of INV4 with 

smaller fan-out condition spends lesser time in saturation regime during the rising-

output transition. This is because with large fan-out, larger current is being charged 

into the large load (which is the INV5). On the other hand, for lightly loaded INV4 

(FO/FI=1/8), the switching current of the p-MOSFET in INV4 during the rising-

output transition barely reaches saturation during switching. This is because the 

larger size inverter (INV4) produces a larger drive current, easily charging a small 

capacitance load (the gates of the transistors in INV5) resulted in a very fast rising-
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Figure 6-9 : Switching current of n-MOSFET in INV5 during falling-output transition as 
function of FO/FI ratio with variability in 35 nm gate length device.

Figure 6-8 : Switching current of p-MOSFET in INV4 during rising-output transition as 
function of FO/FI ratio with variability in 35 nm gate length device.



output transition. In the presence of RDD, the largest variation in the switching 

profile is observed at INV4 with FO=8 when the current trajectories are in 

saturation mode. The smallest variation in the overall current trajectory during 

rising-output transition is shown in the switching current of p-MOSFET in INV4 

with FO/FI=1/8 as illustrated in Fig. 6-8.

Fig. 6-9 depicts the voltage overshoot phenomenon, where the output voltage 

becomes larger than the VDD, occurs at the beginning of the switching trajectories of 

n-MOSFET in INV5 during the falling-output transition. In Fig. 6-9, the switching 

current of n-MOS in INV5 for FI=8 condition (which shows the highest magnitude 

of output voltage overshoot due to the smallest input transition time) reaches the 

highest saturation current in the middle of the trajectory instead of at the beginning 

of output voltage switching. INV5 with higher input slew rate (FI=8) applied at its 

input results in higher saturation current achievable during the falling-output 

transition. Higher voltage overshoot is also observed, with larger current flowing 

through the n-MOSFET in INV5 at the beginning of the switching trajectory. In the 

presence of RDD in INV5, the highest input slew rate (FI = 8) applied at its input 

shows the largest variation not only in the switching current achieved in saturation 

regime but also in the overshoot current during the falling-output transition as 

shown in Fig. 6-9. On the other hand, INV5 with the smallest input slew rate applied 

at its input (FO/FI=8), shows the smallest  variation in the switching current flowing 

through its n-MOSFET during the falling-output transition.

Referring to Fig. 6-8 and 6-9, it can be observed that even with p-MOSFETs 

which are four times wider than the minimum transistor size (and thus statistically 

are expected to have half the maximum expected magnitude of statistical variations 

at this technology generation), the impact of RDD on charging current through the 

p-MOSFET of INV4 (during rising-output transition) can be still very  large. The σ 

of the charging on-current is up to 3-4% of the mean charging on-current. As 

expected, due to the smaller n-MOS transistor width implemented in the minimum-

sized inverter in this study, the variations in the discharge current through the n-
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MOSFETs of INV5 (during falling-output transition) are larger that of their PMOS 

counterparts in INV4 during rising-output transition, the σ of the discharge on-

current being in the range of 5-6% of the mean value. 

In the conventional CV/I metric, ION (ID | VGS=VDS=VDD) is used to estimate the 

intrinsic delay of an inverter. The intrinsic delay is defined as the delay of an 

inverter driving an identical inverter (FO=1) with no interconnect parasitics [157]. 

However, during inverter switching in ultra-scaled devices, the switching current, as 

shown in Fig. 6-8 and 6-9, never reaches ION. Hence, ION is unlikely  to accurately 

represent the intrinsic delay of an inverter in scaled bulk-MOSFETs. When 

considering inverters with sub-micron CMOS feature lengths, IEFF has been shown 

to more accurately  capture the delay behaviour of an inverter and it has been used as 

an important metric to improve device performance [158][159][160]. The effective 

current IEFF is defined as the average of drain currents ID_H (measured at VGS = VDD 

and VDS = VDD/2) and ID_L (measured at VGS = VDD/2 and VDS = VDD) [158].

TABLE 6-1
Relative variation of ION and IEFF of the 35 nm gate length n-MOSFET 

from 1000 IDS-VDS characteristics for W ≥ 2L.

L x W
σ/µ [%]

ION [ID | VGS = VDD]
σ/µ [%]

IEFF [(ID_H + ID_L)/2]
35nm x 35nm 8.4 11.1

35nm x 2(35nm) 5.8 7.7
35nm x 4(35nm) 4.5 5.5

The relative variations (σ/µ) in ION and IEFF for n-MOSFETs with gate 

lengths of 35 nm, for various device widths, are tabulated in Table 6-1 for 

comparison. The mean and standard deviation of ION and IEFF values for minimum-

size transistors (35 nm x 35 nm gate area) are extracted from the IDS-VDS 

characteristics of 200 devices simulated using the Glasgow Atomistic simulator. The 

mean and standard deviation of ION and IEFF values for a transistor larger than its 

minimum-size (W = n.L, where n is a positive integer) are extracted from the IDS-VDS 

CHAPTER 6 : Inverter Performance Variability due to RDD                                          93



characteristics of 1000 devices simulated using statistical SPICE simulations using 

the methodology  described in Chapter 3. In the presence of RDD, IEFF shows larger 

variation than ION by about 30-35%. This is because variation in  IEFF is affected by 

the lightly screened Coloumbic potential fluctuations in weak-inversion (Vth ≤ VGS 

≤VDD) whereas variation in ION is smoothed by the screening from the higher 

inversion layer carrier fluctuation at high VGS. As a result, variations in inverter 

intrinsic delay will be larger if IEFF is used instead of ION in the CV/I delay 

calculation for an inverter. This will be shown to be the case in section 6.3.2 below.

In this section, the switching current trajectories of an ensemble of  inverters 

made of MOSFETs subject to RDD have been presented. Three different FO/FI 

conditions were investigated. The inverters have different switching trajectories 

depending on the load and input slew rate conditions. It was also shown that the 

variability of the switching characteristics of an inverter depend on the different FO/

FI conditions. In the presence of RDD, the relative variation of IEFF is higher than 

the relative variation of ION.

6.4 Inverter Timing Subject to Variability

6.4.1 Delay Distribution in 35 nm Devices

We have shown above that the linear regime of the transistor operation plays 

a significant role in determining the intrinsic delay of an inverter (FO/FI=1). Real 

sub-micron n- and p-MOS devices (as discussed in Chapter 5) may  exhibit different 

transition from linear regime of operation to saturation. Thus, when designing an 

inverter, perfectly matching the on-current of both devices will not guarantee a 

perfect match in the effective drive of the pull-up PMOS and pull-down NMOS 

transistors, and inverter delays will be different depending on whether the output is 

transitioning from logic 0 → 1 or vice versa. Variations due to RDD will affect this 

matching, and the statistics will be further complicated by  the fact that the PMOS 

transistors usually exhibit less variation due to their relatively larger width (due to 
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the differences in effective mobility of holes and electrons in the active channel 

region). In order to explore these effects, the propagation delays for rising-output 

and falling-output transitions at each INV4 and INV5 for ensembles of inverter 

chains are investigated. To simplify this study, simulated p- and n-MOS devices are 
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Figure 6-11 : Propagation delay distribution of two subsequent inverters, (from the input of 
INV4 to the output of INV5) subject to RDD variation during falling-input (above) and rising-

input (below) transitions applied at the input of INV4.

Figure 6-10 : Transient simulation of inverters with FO/FI ratio of 1 with falling-input (left) and 
rising-input (right) transitions applied at the input of INV4.



assumed symmetric allowing the effective drive current of the uniform devices to be 

easily matched. 

Fig. 6-10 shows the transient response of the inverters under observation 

with FO/FI = 1. Although for INV4, the output transit characteristics involved with 

NMOS discharge during falling-output transition (right figure) will exhibit more 

variation than its PMOS counterpart during rising-output transition (left figure), the 

variations in the final output characteristics at INV5 are dominated by the INV5 

stage itself. This results in the output voltage of INV5 with logic 0 showing greater 

variations as seen on the left figure of Fig. 6-10, even though the input transition of 

INV5 has smaller variations. The analysis of this example emphasises that  whole 

circuits must be considered, with all their interactions, rather than naively 

considering only separate stages in isolation. 

Fig. 6-11 shows the distribution of the total propagation delay, TP, of the 

input voltage of INV4 to the output of INV5 with respect to FO/FI ratio. As 

expected, for FO/FI=1, the mean value of delay for both 0 → 1 and 1 → 0 output 

transitions are similar since the devices in INV4 and INV5 are nominally matched. 

However, the spread (σ) of the total propagation delay distribution is found to be 

more than 10% larger in the case of the 1 → 0 output transition (top figure in Fig. 

6-11), because TP is dominated by INV5 during falling-output transition (n-MOS is 

discharging) as explained during the discussion of Fig. 6-10. The same observation 

also helps explain the results for FO/FI = 1/8, where the variation (σ) of total 

propagation delay  is also dominated by INV5 (top  figure in Fig. 6-11). However, for 

FO/FI = 8, a smaller spread (σ) of TP distribution for the 1 → 0 output transition 

(top figure in Fig. 6-11) is obtained. In this case the σ of total propagation delay is 

dominated by INV4 during its n-MOS switching. Worst case variation happens for 

the FO/FI=8 configuration and σ is 3.3 ps, which is around 5% of mean delay value.

Fig. 6-12 and 6-13 show the distribution of the propagation delays, TDHL and 

TDLH, of the input voltage of INV4 to the output of INV4 (measured at the 50% 

points) and input voltage of INV5 to the output of INV5 as a function of FO/FI 
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Figure 6-13 : Propagation delay distribution of INV5 during falling-output transition (above) 
and rising-output transition (below) subject to RDD variation.

Figure 6-12 : Propagation delay distribution of INV4 during rising-output transition (above) and 
falling-output transition (below) subject to RDD variation.



ratio. In both figures, the delay variation for TDHL is larger than TDLH because the 

variations in discharge current during falling-output transition is larger than that for 

the charging current during rising-output transition. 

6.4.2 Delay Variation Approximation

Various models of inverter delay have been proposed in order to capture 

delay behaviour from the current-voltage characteristics and SPICE simulations 

[160][161][147][159][158][162][163][164][165][166][167]. In general, the intrinsic 

delay, τ of an inverter is represented by a CV/I metric as shown in Eqn. 6-2 where CL 

is the capacitive load, VDD is the supply voltage and I is the drive current in the 

inverter. In the traditional approximation this drive current is the on-current, ION but 

it has been proposed that in sub-micron technologies this drive current should be 

substituted by using effective-current, IEFF as defined earlier. We also have seen 

from the previous discussion that by varying the load size (in this study, by  varying 

FO/FI), we vary  not only the total propagation delay  of the inverter but also the 

propagation delay of the subsequent inverter by changing its input transition time / 

slew rate. In order to consider this effect, the total propagation delay of an inverter is 

normally represented by  Eqn. 6-3 [196], where the total propagation delay  of an 

inverter, TPROP is the result of addition of intrinsic delay, τ and input transition time, 

TT.

                                            
τ =

CL.VDD

2I                                               (6-2)

                                         TPROP = TT + τ                                          (6-3)

The propagation delay variations with respect to device scaling for different 

FO/FI cases in INV4 during rising-output transition and INV5 during falling-output 

transition are summarised in this section. Relative variation (σ/u) of the propagation 

delay (TDLH, TDHL) which is extracted from 1000 inverter chain simulations for 

different FO/FI cases are plotted against the device gate length in the graphs shown  

in black symbols and line in Fig. 6-14 (a-f). The aim of this study  is to compare the 

CHAPTER 6 : Inverter Performance Variability due to RDD                                          98



relative variation of inverter propagation delays obtained from statistical SPICE 

simulation with the same results calculated from the relative variation of ION (shown 

in red symbols and line in Fig. 6-14) and IEFF (shown in green symbols and line in 

Fig. 6-14) extracted directly from transistor IDS-VDS characteristics. Since it has been 

shown in [158] that the intrinsic delay of an inverter (FO/FI=1) not subject to 

intrinsic parameter fluctuations can be best calculated using IEFF, we would like to 

check if IEFF is also useful when calculating inverter delay variation in the presence 

of RDD. In addition, inverter delay variation behaviour will be observed and 

recorded for a number of different FO/FI conditions.

IEFF and ION are extracted from 1000 transistor IDS-VDS characteristics, for 

each of the transistor widths that are used in the inverter chain under test. Results are 

obtained for circuits using 35 nm, 25 nm, 18 nm and 13 nm gate length devices. 

Relative variations (σ/u) of the drive currents are plotted against  device gate length, 

L. As described by Eqn. 6-2, the propagation delay of an inverter is inversely 

proportional to its drive current to a first approximation. Assuming constant 

effective capacitance and supply  voltage, the variation in propagation delay, στ will 

be reflected by the variation seen in the drive current of the inverter as shown in 

Eqn. 6-4 obtained from [168]. 

                                      
στ =

δτ

δI
.σI = −τ.

σI

I                                          (6-4)

Fig. 6-14 (a, c and e) show the relative variation (σ/u) in the delays and drive 

currents from INV4, when the p-MOSFET is switching on, resulting in an output 

change from 0 → 1. For FO/FI =1 from (a), it  can be seen that relative variations of 

IEFF (green line) overestimates by 14 - 26%, while ION (red line) underestimates by  4 

- 16%, the variation of TDLH (black line) of INV4. Based on this graph, ION variation 

reflects the variation in TDLH of INV4 better than the IEFF, even though, as shown in  

Fig. 6-8 above, the switching current does not spend most of its switching trajectory 

in saturation. 
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Figure 6-14 : Relative variations of the propagation delay (extracted from simulation and 
calculated based on Eqn. 6-5) wrt device scaling for INV4 (a, c and e) during rising-output 

transition and INV5 (b, d and f) during falling-output transition with different FO/FI 
conditions. (a and b) for FO/FI=1, (c and d) for FO/FI=1/8 and (e and f) for FO/FI=8 

configurations.

(a)                                                                                      (b)

(c)                                                                                      (d)

(e)                                                                                      (f)



Note that the relative variation magnitude on the y-axis in the Fig. 6-14 (c) is 

about 3 times smaller than in Fig. 6-14 (a and e). This is because the p-MOSFET 

size implemented in the INV4 is 8 times larger than the other INV4 with FO/FI 

cases. For FO/FI =1/8 from Fig. 6-14 (c), the relative variations of IEFF (green line) 

underestimates by  2 - 12%, while ION (red line) underestimates by 26 - 37%, the 

percentage error of TDLH (black line). In contrast to FO/FI = 1, for a large inverter 

driving a smaller inverter, IEFF variation best captures the variation in TDLH of INV4 

(during rising-output transition). Recall that in Fig. 6-8 it  was shown that the 

trajectory of INV4 does not reach saturation under these load conditions. 

On the other hand, for a heavily loaded inverter (FO/FI = 8) the results of 

Fig. 6-14 (e), indicate that the relative variations of IEFF (green line) overestimate the 

TDLH (black line) of INV4 by 8.7 - 31%, and ION (red line) underestimate by 0.7 - 

18%. The errors in Fig. 6-14 (e) change with device scaling; as gate lengths are 

scaled below 35 nm, inverter propagation delay variation gradually moves from 

being close to the ION curve, towards IEFF being the most accurate estimate for 

relative variations. This might be due to the contribution of increasing effective 

capacitance variation seen at the output of inverter with respect  to device scaling, 

which needs to be considered in determining its propagation delay variation. It is 

common practice to obtain early estimates of MOSFET threshold voltage from C-V 

characteristics [169]. Numerical studies using 3-D simulations [170][171] have 

shown the effect of RDD on C-V characteristics, and the variation seen during the 

transition from weak to strong inversion is expected to increase as geometries scale. 

The relative variation of intrinsic gate capacitance will, of course, rise as the 

intrinsic gate capacitance magnitude reduces with device scaling. In the presence of 

RDD, not only  the effective drive current is subject to variations, but also in the 

effective gate capacitance seen at the output of an inverter. Hence, its correlation 

needs to be included in determining variations in circuit propagation delay, 

especially in the absence of large interconnect components.
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The impact of input transition time (slew rate) variation on the total 

propagation delay variation is now investigated from the INV5 simulations. Input 

transition time is extracted from the 1000 inverter chain simulations and it is defined 

by the time taken to switch from 10% to 90% points (or vice versa) of the input 

switching voltage. Assuming the input transition time, TT is uncorrelated with the 

intrinsic delay, τ, from Eqn. 6-3, the relative variation in the total propagation delay 

of an inverter can be represented as shown in Eqn. 6-5.

                                       σTP ROP
=

�
σT

2
T + σ2

τ                                    (6-5)

Fig. 6-14 (b, d and f) show the relative variations of delays and drive currents 

from INV5, when the n-MOSFET is switching on with output changing from 1 → 0. 

Due to RDD, devices will not have identical switching times, and the time it takes to 

fully  charge/discharge their load capacitors will be different. The load capacitors 

seen at the output  of INV4 are themselves not constant, as the input gates of INV5 

are subject to variations which can be seen in their gate capacitances. These factors 

all contribute to a larger variation in the input transition time observed in INV5 in 

comparison to INV4. 

For FO/FI = 1 from Fig. 6-14 (b) the variations in delay  calculated from ION 

(red line) underestimate the actual TDHL (black line) of INV4 during n-MOSFET 

switching by 9 - 25%. The calculated delay variation as a function of ION and TT 

from Eqn. 6-4 (shown as red dashed line), underestimates TDHL by 0.6 - 6%. This 

shows that  in this case the relative variation of the propagation delay in a balanced 

inverter can be better estimated by  the relative variations of ION and input transition 

time, TT rather than relying only on the relative variation of ION for inverter with FO/

FI=1.

For INV5 with FO/FI = 1/8, the condition which has the smallest input 

transition time variation, the calculated relative variation of both TDHL as a function 

of ION and TDHL = f(ION, TT) show errors of around 7 - 19% as illustrated in Fig. 6-14 

(d). The observed large deviation of the calculated variation from the extracted 

propagation delay  variation may be due to the overshoot voltage contribution in 
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determining the variation in the total propagation delay  as shown in Fig. 6-9. The 

overshoot voltage happens because the input switching time is shorter than the 

transit time of mobile charges in the devices forming the inversion layer in n-

MOSFET (and to form accumulation layer in p-MOSFET) causing the gate-drain 

capacitances of the inverter which are constant, to couple the change in voltage at its 

input directly to its output nodes [172][173][174]. In the presence of RDD, the 

overshoot current during voltage overshoot is subject to variation as discussed in the 

previous section, thus needs to be considered in calculating the delay variation.

On the other hand, for an inverter with very slow input transition (FO/FI = 

8), from Fig. 6-14 (f), the relative variations of TDHL calculated as either a function 

of (ION, TT) or (IEFF, TT) show percentage errors of 14 - 38% and 7 - 31% 

respectively. Large deviations in calculated TDHL variation may be due to the 

contribution of the short  circuit current variations in determining the total 

propagation delay variation. During slow input switching, there is a direct current 

path flowing from the supply voltage to the ground through the inverter and the 

magnitude of this current is directly  proportional to the input transition time [165]

[166]. This short  circuit  current prevents the maximum charging/discharging current 

from flowing through the on-transistor, thus increasing the switching delay. In the 

presence of RDD, the short circuit current is subject to variation and it cannot be 

ignored in the calculation of the inverter delay variation.

From this study, a better estimate is obtained for the variation in the intrinsic 

delay of an inverter (subject to RDD), by considering both ION and TT variations. It  is 

shown that IEFF considerably overestimates the delay variation. Under different FO/

FI conditions, assumptions of one device switching at a time during the rising-

output or falling-output transition of an inverter, neglecting the voltage overshoot 

impact, and load variation effects may  introduce larger errors into the estimates of 

delay variation for circuits composed of deep sub-micron devices.
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6.4.3 Critical Delay Variation

Actual digital circuits are not only designed with inverter gates but also with 

more complex logic gates such as NAND, XOR, etc. These gates are connected to 

perform logic functions in such a way that the maximum delay in the critical path 

cannot exceed the maximum period in a given clock cycle specified by a local clock 

frequency of the chip (TMAX = 1/f). It is important to understand that the delay in the 

critical path, TCRIT of the combinational logic within the combinational logic cloud   

must not exceed this maximum clock period, TMAX and this requirement (TCRIT ≤  

TMAX) must be met at all times.

Logical effort based design, which calculates the delay  inherent in the circuit 

topology  necessary to implement a logical function [175] is often used in designing 

circuits. This approach is normally used early in design, when access to well 

characterised standard cells is not available. In this approach, the delay of every 

primitive gate is assigned a logical effort value which is relative to τ, the intrinsic 

delay of an inverter driving another inverter in the same technology, in the absence 

of interconnect parasitics. The depth of any  logic path is the delay of that path 

measured in units of τ, and can be obtained from the logical effort values of each 

gate in the path. Modern synchronous CMOS systems are designed using register 

transfer methods, where information is launched from data registers on a rising 

clock edge, processed or transferred by chains of combinatorial logic to be stored in 

receiving registers on the next rising edge of the system clock. The logical depths of 

paths through the combinatorial chains are crucial to the speed of the digital system, 

and the maximum possible logical depth of such a path (Ld) is found by  dividing the 

system clock period , TMAX by  the intrinsic delay, τ [176]. The path which has the 
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Figure 6-15 : Circuit diagram of a critical path with Ld number stages of inverter. Ld is the 
logic depth in a critical path.



longest delay between two sets of registers in an array of combinatorial logic is the 

critical path through that combinatorial logic (the longest path/highest number of 

combinatorial logic gates does not necessarily determine the critical path).

TABLE 6-2
Projection of maximum on-chip local clock for high-performance MOSFETs devices

from ITRS 2007.

L
[nm]

On-Chip Local Clock
[GHz]

35 9.3
25 15.0
18 23.0
13 39.7

In this subsection, the impact  of RDD on critical paths will be investigated 

by considering logical path depths and using the SPICE statistical simulations 

detailed in Chapter 3. This work is an extension of the FO/FI simulations discussed 

previously. Table 6-2 states the projected maximum clock frequencies for designated 

technology nodes obtained from the 2007 ITRS (Note: the devices used in this study 

are designed to follow this scaling trend [177]). Based on this information, the 

maximum possible logical depth of the critical path in a system with gate length of 

35 nm, 25 nm, 18 nm and 13 nm devices are calculated by using Eqn. 6-6, where Ld 

must be an integer and TCRIT ≤ TMAX. TCRIT is the delay measured from the 50% of 

VDD at the input of the first stage inverter to the 50% of VDD at the output of the Ld 

stage inverter. The inverter intrinsic delay, τ is obtained from an inverter chain 

simulation with FO/FI =1 regardless of the inverter size. 

                              
Ld = �TMAX

τ
� =

TCRIT

τ                                      (6-6)

Based on the projected maximum logical depth for each technology  node, an 

inverter chain, as shown in Fig. 6-15, is constructed with Ld inverter stages to model 

such a critical path. The inverter chain is simulated twice: first using minimum-sized 

inverters (1xINV), and then using inverters 8 times the width of the minimum-sized 
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inverters (8xINV). Because the strength of the inverters in each chain match, mean 

delay through each chain should be approximately identical. However variations in 

the propagation delays in the two chains will differ due to reduced transistor 

variation in the wider devices. 

Fig. 6-16 (a) shows the calculated maximum logical depth in each 

technology generation from 35 nm to 13 nm gate length. From the figure, the 

predicted maximum logic depth for minimum-sized inverters and larger-sized 

inverters (8xINV) are indeed identical. These two results assume identical 

performance from each of the transistors in the system. With geometry scaling, the 

logical depth from 35 nm to 25 nm gate length increases from 9 to 14. From 25 nm 

to 18 nm it decreases by 1, and from 18 nm to 13 nm the logical depth stays 

constant. Ideally, a constant maximum logical depth in the critical path is desirable 

when moving from one technology node to another. This is because changes in the 

maximum logical depth at a new technology node will result in a lengthened design 

cycle and increased design costs since the design re-use strategy and design 

optimisations must be re-calibrated, and the logic gates in any  possible critical path 

need to be redesigned at  an architectural level to ensure timing specifications 

continue to be met [178][179]. 

CHAPTER 6 : Inverter Performance Variability due to RDD                                          106

Figure 6-16 : (a) Projection of logic depth, n for minimum-sized inverter (1xINV), larger-sized 
inverter (8xINV) and 3σ worst-case design for 1xINV.  (b) Critical delay in a critical path 

simulated in a chain consists of Ld stages of 1xINV inverter predicted from the left figure and 
TMAX are also shown for each technology node.

         (a)                                                                                          (b)



The average critical delay, TCRIT for each technology node is extracted from 

1000 critical path simulations, where all the inverters simulated in the critical path 

are subject to RDD variation. The extracted mean TCRIT is plotted against the gate 

length of the devices in Fig. 6-16 (b) and the maximum clock period, TMAX for each 

technology node, as obtained from the 2007 ITRS is also being marked on the graph. 

From the figure, as we can observe that with geometry scaling, the local clock 

frequency on the chip increases (TMAX decreases) thus imposing more stringent 

requirements on the timing specification of high-speed logic. Fig. 6-16 (b) also 

shows the mean of the TCRIT fulfils the TCRIT ≤ TMAX requirement in each technology 

node based on the projected logic depth, Ld for minimum-sized inverter (1xINV) 

from Fig. 6-16 (a). The difference TMAX - TCRIT is essentially a random discretisation 

effect, but of course the bounds of TMAX - TCRIT  will decrease as  TMAX decreases.

In the presence of RDD where variations are random across gates in a critical 

path, and assuming that the distribution of the inverter delay  follows the Gaussian 

distribution, the standard deviation of the critical path, σTCRIT can be obtained from 

Eqn. 6-7 obtained from [180].

      
σTCRIT

=
�

σ2
TDHL,1

+ σ2
TDLH,2

+ ...... + σ2
TDHL/LH,L

d           (6-7)

Based on the calculated standard deviation of the critical path using Eqn. 6-7, 

the maximum logic depth, Ld for 3-sigma worst-case design (uTCRIT + 3σTCRIT) is 

projected for minimum-size inverter with respect to device scaling. In 3-sigma 

worst-case design, at least 99.7% of all the critical delay, TCRIT is guaranteed to fulfil 

the timing requirement. Fig. 6-16 (a) shows that for the Ld result of 3σ worst-case 

design, the projected Ld of 18 nm and 13 nm devices decrease by 1 logic count from 

the maximum logic depth projected for its nominal design. 

Now, we investigate the distribution of these critical delays. This will be 

done using normal probability plots such as those of Fig. 6-17. Normal probability 

plot is a graphical method used to quickly assess whether collected samples follow a 

normal distribution. The y-axis of the normal probability  plot indicates the 

probability  of finding a sample of the value recorded on the x-axis. A straight line 
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drawn in the normal probability plot indicates a normal distribution, with the  

gradient of the line proportional to σ. In this study all the normal probability plots 

are generated using MATLAB.

Fig. 6-17 shows the normal probability  plot of the critical delay  for chains of 

minimum-sized inverters in nominal design with Ld stages of inverter (shown in red 

symbol) and when considering 3σ delay variation induced by RDD in nominal 

design with Ld -1 stages of inverter (shown in black symbol) for 35 nm, 25 nm, 18 

nm and 13 nm gate length devices. TMAX for each technology generation is also 

marked on the plot. From Fig. 6-17, the mean (probability  of 50%) of the critical 
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Figure 6-17 : Normal probability plots showing the critical delay distribution in a critical path 
consists of Ld stages of inverter which are projected from Fig. 6-16 (a) for minimum-sized 

inverter (1xINV) showed by red symbol and black symbol shows critical delay distribution of the 
Ld -1 stages of inverter when considering 3σ delay variation induced by RDD in the nominal 

design for 1xINV.
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delay for minimum-sized inverter (red symbol) in every technology  generation is 

observed to fulfil its timing requirement. For the specified Ld stages of inverter in a 

nominal design, the delay margin which is the delay  difference between the mean of 

the critical delay  and TMAX is approximately 9.3 ps, 4.2 ps, 0.2 ps and 1.6 ps for 35 

nm, 25 nm, 18 nm and 13 nm devices respectively. In the case of the 18 nm device, 

even though the average delay for 13 stages of inverter fulfils the TCRIT ≤ TMAX 

specification the delay margin is very  close to zero. This will impose a great 

disadvantage to the 18 nm device in the optimisation process of this critical delay at 

later stage of design cycle and more importantly, this critical path is very susceptible 

to timing violation in the presence of any  type of noise/parameter variation that will 

lead to the increase in the timing margin. In the presence of RDD, timing violation is 

observed in the 18 nm (as expected from the previous discussion) and 13 nm devices 

where only 56.75% and 95.25% of the critical delay lies below the TMAX 

respectively. Note here that non-normal distribution is observed with the tail of the 

critical delay distribution deviating from the straight line on the probability plot. By 

assuming a Gaussian distribution, the estimated critical delay for 13 nm gate length 

at 3σ value, is 26.0 ps (TCRIT@3σ is observed at probability of 99.7% from the normal 

probability  plot). However, in the actual distribution of the critical delay, it shows 

0.5 ps larger value for the 13 nm devices. 

In the case of 18 nm devices, the best design strategy in ensuring TCRIT ≤  

TMAX specification can be met in the presence of RDD by reducing the logic depth 

count by 1 which makes Ld = 12. By reducing Ld, the delay margin increases by 3.3 

ps. Let  us assume that there is an area design constraint  in the 13 nm devices and 

thus, to ensure the timing requirement is being met in the presence of RDD the logic 

depth is decreased by 1 inverter count. The distribution of critical delays at reduced 

logic depth for 18 nm and 13 nm devices are shown in Fig. 6-17, in black. From Fig. 

6-17 of 18 nm and 13 nm gate length devices, the 3σ critical delay TCRIT@3σ of the 

actual and Gaussian distributions did not violate the TMAX. 
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Optimisation of TCRIT by reducing the critical delay  variation subject to RDD 

can be achieved by increasing the width size of the inverter by  8 times. From 

Pelgrom’s law, the threshold voltage variation subject to RDD is inversely 

proportional to 
√

W.L , thus by increasing the width size of each transistor in the 

inverter by 8 times, the threshold voltage variation, σVth is approximately  reduced by 

2.8 times for both n-MOS and p-MOS devices. Fig. 6-18 illustrates the normal 

probability  plot of the critical path for minimum-sized inverter (1xINV) and larger-

sized inverter (8xINV) for 35 nm, 25 nm, 18 nm and 13 nm gate length devices. 

From Fig. 6-18, the mean of the critical delay of larger-sized inverter is 

approximately 0.15 - 0.29 ps smaller than the mean of the critical delay of the 
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Figure 6-18 : Normal probability plots showing the critical delay distribution in a logic path 
consists of Ld stages of inverter which are projected from Fig. 6-16 (a) for minimum-sized 

inverter (1xINV) showed by red symbol and larger-sized inverter (8xINV) showed by black 
symbol.
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minimum-sized inverter. This is due to the relative increase in the drive current is 

slightly unequal to the relative increase in the output load of each wider-sized 

inverter in the critical path. Even though the percentage difference of the critical 

delay is approximately 0.2-1%, because of the large reduction in the critical delay 

variation, σTCRIT the impact of the small difference in the TCRIT on the critical delay 

verification may  become large. In the presence of RDD, increasing the inverter size 

by 8 times reduces the critical delay variation, σTCRIT_8xINV by 2.8, 2.8, 2.9 and 3.1 

times the critical delay variation of the minimum-sized inverter, σTCRIT_1xINV for 35 

nm, 25 nm, 18 nm and 13 nm devices respectively. There is a slightly  smaller value 

of σTCRIT8xINV/σTCRIT_1xINV for the 18 nm and 13 nm devices. This may be due to the 

contribution of the output load variation, σCL in the minimum-sized inverter which 

increases the inverter delay variation, σDHL/LH_1xINV when subject to RDD in the 18 

nm and 13 nm devices as discussed in the previous section, thus directly affecting 

the variation in the critical delay of the minimum-sized inverter, σTCRIT_1xINV. In the 

wider-sized inverter, the contribution of the output load variation becomes smaller 

and thus, the critical delay variation is dominated by the variation in the drive 

current when subject to RDD.

In Fig. 6-18 (18nm), the timing violation reduces from a 43.25% to 16.11% 

failure rate in meeting the timing requirement in the critical path when increasing 

the inverter size by a factor of 8. In the case of the 18 nm design, the inverter size in 

the critical path needs to be increased further in order to guarantee 100% timing 

yield, while for 13 nm devices, increasing the inverter size by a factor of 8 

guarantees all the devices that are subjected to RDD fulfil their timing requirement. 

Because there is a 1.01 ps margin between the 100% probability  of TCRIT and the 

TMAX, the inverter size of the 13 nm gate length devices can be reduced to further 

optimise the design.

In this subsection, we have shown that variability reduces the logic depth 

count and the critical delay  distribution of the minimum-size inverter (1xINV) is 

non-normal when subject to device scaling. We also have shown that delay 
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optimisation can be performed by increasing the width of the inverter, which 

eventually could preserve the logic depth count in the critical path.

6.5 Inverter Power Dissipation Subject to Variability

To complete the analysis of inverter performance, in this section inverter 

leakage and average power variation will be briefly discussed. The simulation is 

performed by  using minimum-sized (1xINV) and wider-sized (8xINV) inverters for 

35 nm, 25 nm 18 nm and 13 nm gate length devices. During the operation of a 

CMOS inverter, there are 3 sources that contribute to the total power consumption, 

which are dynamic power, PDYN, leakage power, PLEAK and short circuit  power, PSCC. 

Dynamic power is the power dissipated during charging/discharging of its output 

load. It is dependent on the total capacitance, C, supply voltage, VDD, switching 

frequency, f and activity  factor, α as shown in Eqn. 6-8. Leakage power is the power 

dissipated during static mode (no switching activity) and short-circuited power is the 

power dissipated when there is a direct current flowing from the supply voltage to 

ground rails during inverter switching.

                                        PDY N = C.V 2
DD.α.f                                    (6.8)

The leakage current obtained from this study considers only  the subthreshold 

leakage current. In small device geometry, there are other mechanisms of leakage 

current such as gate tunnelling current [181][182] which results from the thinning of 

gate oxide as a function of scaling, and band-to-band tunnelling which results from 

abrupt doping profiles in the channel/drain. Both sources can contribute to the total 

leakage current of an inverter in static operation. However, in this simulation study, 

the gate tunnelling current and the band-to-band tunnelling current are not being 

considered. 

Fig. 6-19 shows the relative variation, σ/µ of the leakage power for 

minimum-sized (1xINV) and wider-sized (8xINV) inverters with respect to device 

gate length while the inset shows average leakage power. The average leakage 
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power in both inverters doubles with each successive device scaling. This is due to 

the increase in doping concentration in the channel to control short-channel effect 

and decrease in threshold voltage, Vth to maintain good voltage overdrive, Vg-Vth in 

the transistor at lower supply voltage values. By increasing the width size by  a factor 

of 8, the mean leakage power of the inverter also increases by approximately  8 times 

for all gate length devices. This is because the subthreshold current is directly  

proportional to the gate width of the transistors. In the presence of RDD, the relative 

variation of the leakage power increases with reduction in gate length as expected. 

The relative increase is due to the increase in the threshold voltage variation in 

smaller devices. The relative variation of the leakage power is reduced by 

approximately a factor of 2 when increasing the W/L ratio by 8 times, as expected. 

The average power, PAVG is obtained by integrating the power supply  current 

flowing into/out of a minimum-sized inverter with FO of 1 and 8 for a full cycle, 

T = 400 ps as shown in Eqn. 6-9. The calculated average power includes all the 
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Figure 6-19 : Relative variation of leakage power for different inverter sizes wrt device scaling. 
Inset showing the mean values of leakage power.



power dissipation sources in the transient  operation of an inverter discussed above. 

In this simulation study, the load size (FO) is varied in order to investigate its impact 

on the average power dissipation of the minimum-sized inverter in the presence of 

RDD.                     

                                 
PAV G =

� T
0 VDD.I(t)dt

T                                    (6-9)

Fig. 6-20 shows the relative variation of the average power for a minimum-

sized inverter with FO of 1 and 8 for 35 nm, 25 nm, 18 nm and 13 nm gate length 

devices. In the presence of RDD, the relative variation of the average power 

increases with successive device scaling. The relative variation of the average power 

in the inverter with FO = 1 is larger than that of an inverter with FO = 8. This is 

because with larger load size, the transistors in the inverter have to supply/withdraw 

higher current in order to charge/discharge the load. Inset  of Fig. 6-20 shows 5-6 

times larger average power dissipation for the inverter with FO = 8. In contrast to 
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Figure 6-20 : Relative variation of average power for different load sizes wrt device scaling. 
Inset showing the mean values of average power.



the mean leakage power, the mean average power of an inverter with FO = 1 

decreases by approximately  1.4-1.7 times when moving to smaller technology nodes 

due to smaller gate capacitances obtained as a result of geometry scaling. However, 

in the presence of interconnect components of which does not scale very well in 

comparison to device scaling [183][184], a larger mean value of the average power 

is expected at smaller technology nodes. 

In this section, leakage power and average power dissipation of an inverter 

have been discussed. Increasing the inverter width by 8 times, increases 

approximately 8 times the average leakage power and reduces by half its relative 

variation in comparison with a minimum-sized inverter. While for an inverter 

driving 8 times size of load the average power dissipation is 5-6 times higher.

6.6 Summary

In this chapter, the effect of statistical variability  introduced by random 

discrete dopants on the dynamic behaviour of an inverter employing the well scaled 

35, 25, 18 and 13 nm gate length bulk MOSFET is presented. The dynamic noise 

margins, delays and power dissipation of inverters subject to RDD was extensively 

investigated using three differing fan-out/fan-in conditions which are used to 

establish realistic input signals and loads in circuits made of the scaled devices. In 

the first  part of this chapter, the dynamic noise margin (DNM) as a measure of the 

inverter’s susceptibility  to noise during transients is studied. There is no a standard 

way of evaluating the DNM  consistently while noise immunity curves do not 

produce a single DNM value therefore it is difficult to compare the DNM for 

different technologies. In this study, the DNM is obtained by  following the 

maximum square method described in [155] assuming consistent applied noise 

shape. We showed that scaling lowers the dynamic noise margins by approximately 

10% in subsequent technology generations and in the presence of RDD, increases 

dynamic noise margin variability  by 9%, 21% and 57% when scaling from 65 nm to 
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45 nm, 45 nm to 32 nm and 32 nm to 22 nm technology  nodes respectively. Higher 

output loads and input slew rates improve the noise margins, thus making inverters 

less susceptible to functional error or delay uncertainty issues caused by the 

presence of circuit noise. For example, the dynamic noise margin for the 35 nm gate 

length inverter with FO of 8 increases by 28% from the dynamic noise margin for an 

inverter with FO of 1. The relative variation (σ/µ) of the dynamic noise margin of 

the 35 nm gate length with FO of 8 is 0.7% which is 1.9% smaller than the relative 

variation for the inverter with FO of 1. Reduction in the DNM  of smaller gate length 

devices certainly will impose greater danger to the signal integrity  and logic 

functionality of circuits. This is exacerbated by the increase in the variation 

magnitude induced by  RDD in the scaled devices. Although statistical variability can 

affect the susceptibility of circuits to noise, the effect can be reduced by increasing 

the output load or input slew rate of the circuit. 

The switching trajectories of inverters constructed from 35 nm gate length 

transistors, under different  fan-in and fan-out (FO/FI) conditions were simulated and  

these results used to study the distributions of inverter delay under different 

conditions of FO/FI, load and input slew rate. The FO of 8 inverter with high load 

has a trajectory that reaches saturation regime at an early stage of active switching, 

while the introduction of a high slew rate results in a large overshoot at the 

beginning of the active switching. The inverter with FO/FI of 1 has a trajectory  that 

does not spend most of the switching in saturation regime. The distribution of the 

switching trajectory  of the inverters subject to RDD also differs at every switching 

stage depending on the load and slew rate conditions. This indicates that the load 

and input slew rate must be evaluated when formulating the statistical delay models. 

In an inverter chain with FO/FI = 1, a reduction of approximately  30% in the rising-

output propagation delay variation is obtained in comparison to its falling-output 

propagation delay as a result of the averaging effect of wider p-MOSFET. We have 

investigated the relative variation in the propagation delay of an inverter against the 

standard CV/I intrinsic delay  metric, considering two drive current definitions, ION 
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and IEFF. Counterintuitively, we have found that the best estimate of the delay 

variation in the intrinsic delay of an inverter (FO/FI=1) subject to RDD is obtained 

when using values of ION and input transition time, TT variations, rather than using 

IEFF. This is because the extracted IEFF have higher variability in comparison to ION. 

Our estimate gives errors in the range of 0.6-6% for the well-scaled 35 nm, 25 nm, 

18 nm and 13 nm devices, a useful practical result for developing statistical delay 

models that could immediately be incorporated into statistical timing analysis tools.

We also investigated delay  variation in more complex circuits ensembles 

from 35 nm, 25 nm, 18 nm and 13 nm gate length devices subject to RDD. The 

delay of a circuit critical path modelled by Ld inverter stages is simulated. 

Depending on the clock system requirement and the intrinsic speed of the inverter, 

the possible logic depth, Ld is determined. In the presence of RDD, the critical path 

constructed from minimum-sized inverters shows an increase in the critical delay 

distribution from 35 nm to 13 nm devices. Large critical delay distribution is 

observed in 18 nm and 13 nm devices resulting in failure to fulfil 100% its timing 

requirement. In order to maintain the 18 nm and 13 nm circuit performance, circuit 

adaptation can be made by increasing the inverter size. However, this results in an 

increase in circuit size with scaling at the expense of larger power dissipation. Our 

results also indicate that the adopted statistical simulation tools in this study can 

quantitatively predict the loss in maximum possible logic depth due to IPFs for any 

given system and target clock frequency, and that the critical delay distribution of a 

minimum-size inverter (1xINV) is non-normal when subject to device scaling. Our 

methodology to predict maximum logic depth, opens the possibility  for the 

development of more accurate delay optimisation tools. The prediction of the 

distinct non-normality  of the critical delay distribution calls into question some 

simplifying assumptions in present commercial statistical timing analysis toolsets. 

Lastly, we have investigated the impact of increasing logic gate size on 

power dissipation and found that when dynamic and leakage power were taken into 

account, together with the optimisations required due to component variability, then 
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increasing the width of an inverter by  8 times increases the average leakage power 

by approximately 8 times and the average power dissipation by 5-6 times.
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Chapter 7

Accuracy Of Standard Cell 
Characterisation Techniques

7.1 Introduction

Device scaling continues to increase the component count of modern digital 

circuits and systems. Static timing analysis (STA) has become the common approach 

to verify timing constraints in full-chip  timing analysis with the necessary 

computational efficiency. Delay calculations based on non-linear delay  model 

(NLDM) look-up tables are widely used in STA approaches. NLDM look-up tables 

require considerable prior simulation characterisation using tools such as LIBERTY 

and are based on circuit  simulators like HSPICE, ELDO, SPECTRE etc. In NLDM 

methods gates are characterised based on their load capacitance and input signal 

slew rate, where the single slew rate / slope parameter is used to capture the 

influence of complex input waveform shape on the gate delay. Accurately capturing 

the shape of signal waveforms by using such a single slope (input slew rate) 

approach is becoming increasingly difficult in the decananometer regime.

In this chapter we study the impact of the slew rate definition on the 

accuracy  of timing characterisation in NLDM format of an inverter, the simplest 

possible example of a standard cell. Section 7-2 to 7-5 provide on introduction to the 

subject. In section 7-2 a standard cell is described. In section 7-3, the switching 
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waveforms which represents the important aspect in determining the accuracy  of the 

cell timing characterisation and abstraction process are discussed and the timing arc 

and slew definitions are further detailed. Section 7-4 discusses the interconnect load 

and how it is represented at different stages of design cycle. Section 7-5 describes 

NLDM  and the details of how information is used in a static timing analysis tool to 

calculate the delay. Section 7-6 presents a delay  comparison study between 

characterised and ramp input waveforms shape of an inverter using different slew 

rate definitions. 

7.2 Standard Cell

A standard cell is a basic VLSI building block which implements a logic 

function, and might be provided to the logic designer by the silicon foundry, or 

created in-house. A database of cells contains the information (such as functionality, 

contact geometries and cell sizes) which allows the design process to take place, so 

that logic functions can be mapped onto a silicon surface. Often cell logic functions 

are as simple as NAND, NOR, OR-AND-INVERT, etc. (although larger standard 

cells representing, for example fixed width adders, registers or SRAM  memory are 

possible). Cells are arranged and connected to create the complex functionality of a 

chip. Physically, standard cells have a fixed height, to allow for regular power grids 

across a chip, but vary in width. Fig. 7-1 (a,b) shows the transistor circuit schematic 

of an inverter and its corresponding layout in a standard cell format at the 65 nm 

technology node. In the sub-nanometer range, layout design rules have evolved from 

simple fixed rules into extremely complex sets of fixed and recommended rules 

[185]. In these recommended rules, layout implementations are recommended in 

order to guarantee higher yield and reliability after chip fabrication. The standard 

cell layout  for a given logic function at the 65 nm technology node may be 

considerably different from the layout in an older technology generation, for 

example at the 0.25 µm technology node. Note that the inverter layout shown in Fig. 

7-1 (b), consists of 2 poly-silicon tracks indicated by  red rectangles overlapping the 
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active diffusion area to form the n- and p-MOSFETs. At smaller technology nodes  

dummy poly-silicon ‘gates’ are often included, as shown in Fig. 7-1 (c), in order to 

retain a highly regular structure that makes physical fabrication more feasible and to 

reduce lithography and strain systematic variability [186]. The active n+/p+ 

diffusion area is highlighted in Fig. 7-1 (b) in light green while the n-well which 

isolates the p-MOS from the n-MOS transistors in the standard cell is highlighted in 

orange. Contacts to the diffusion area are highlighted in pink while the contacts to 

metal1 track are highlighted in dark green. Note that double contacts are applied at 

every  line end enclosure in the design. This is done in order to avoid high RC 

parasitics at the contact which may be exacerbated by manufacturing defects. The 

metal1 track is highlighted in purple.

In addition to the functional and geometrical information, a standard cell 

description also includes timing and power estimates for the specified logic function. 

Timing and power information is based on exhaustively pre-characterised transistor 

and passive component models and is performed using SPICE circuit simulation. 

The information is stored as look-up tables in a format that is readable by timing/

power analysis tools. This format may be in non-linear model (NLDM) format, 

where the timing information is characterised by varying the input slew rate and the 
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Figure 7-1 : (a) Transistor circuit schematic (b) standard cell of an inverter (c) Logic area in 65 
nm AMD Athlon after [186].
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output load capacitance and then stored in a 2-D look-up table; or in a more 

advanced format such as composite current source (CCS). In CCS, the look-up table 

stores characterised cell output  current-voltage characteristics and cell input load 

capacitance parameterisations, and the timing information is calculated by the 

timing analysis tool based on this information for each standard cell interconnection. 

Whether NLDM, CCS, or any other format is employed, the timing analysis tools 

then uses the extracted timing information to verify the maximum or minimum 

delays of logical paths in the chip and flags notifications in an ASCII format timing 

report if any violations are found. Timing analysis is performed in an incremental 

manner in the design cycle and depending on the design phase (gate-level 

simulation, pre-layout simulation, post-layout simulation, etc.), the timing 

information is refined based on circuit information at each stage, and assumptions 

on the interconnect and clock conditions. There are 2 types of power information 

stored in a standard cell: leakage and the internal switching power of its specified 

logic function. Leakage power is the power dissipated when there is no switching 

activity in a logic cell and the sources of leakage power can be the subthreshold 

leakage current or tunnelling current  through the gate oxide. Internal switching 

power is related to the internal energy dissipated per transition when there is a 

switching activity occurring at the input or output nodes of a logic cell. Note that 

this is not the output switching power, which is related to the output capacitive load, 

switching frequency and power supply voltage. 

Each standard cell in a library is also specified at different operating 

conditions: typical, fast and slow corners. For the typical corner, the operating 

temperature of the logic cell is nominal (e.g. 25 ̊C) and the supply voltage is also 

nominal (e.g. 1 V). While for the fast corner, the temperature is the lowest (e.g. -40 

̊C) and the supply voltage is the highest (e.g. 1 V + 10%). At the other extreme, for 

the slow corner, the temperature is the highest  (e.g. 125 ̊C) and the supply voltage is 

the lowest (e.g. 1 V - 10%). Not only the physical quantities like temperature or 

voltage are considered in determining the corners, but also process conditions 
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related to manufacturing-induced variations. However, the more advanced IC 

fabrication becomes, the more factors become important in determining cell timing, 

the number of process corner increases. This becomes one of the biggest challenges 

in standard cell characterisation for a single operating point condition. 

7.3 Switching Waveform

7.3.1 Timing Arc

Fig. 7-2 (a) shows the transient response at the output of a CMOS cell 

calculated using SPICE circuit simulation. In the switching waveform, the over/

undershoot voltage phenomenon where the waveforms exceed the minimum VSS and 

maximum VDD values can be clearly seen. A linear portion can also be observed in 

the middle of the transition waveform. Fig. 7-2 (b), shows an approximation to the  

waveform with a transition time from one logic state to the other. The approximate 

waveform is represented as a linear ramp during the transition period. Fig. 7-2 (c) 

CHAPTER 7 : Accuracy of Standard Cell Characterisation Techniques                    123

Figure 7-2 : CMOS transient waveforms (a) actual waveform from SPICE circuit simulation 
(b) approximate waveform used in timing analysis (c) ideal waveform used in timing analysis 

at higher level of abstractions.

(a)

(b)

(c)



shows the same waveform using a transition time of 0, that is, a completely idealised  

waveform. 

The propagation delay of a logic cell is determined by  measurement from a 

specific point from the input switching waveform to and equivalent switching level  

at its output nodes. Fig. 7-3 shows the propagation delay definition for an inverter 

using approximate waveforms and completely  idealised waveforms. In Fig. 7-3 (a), 

the propagation delay of the inverter is defined as the delay measured with respect to 

50% of VDD trip points from the input waveform to the output waveform. TDLH is the 

delay related to the output-rising edge transition from logic-0 to logic-1 while TDHL 

is the delay  related to the output-falling edge transition from logic-1 to logic-0. Fig. 

7-3 (b) shows the propagation delays measured using the ideal waveforms, where 

the propagation delay is the delay between the two edges.

The idealised waveform is usually used in higher abstraction levels of design 

during a timing analysis such as in the gate-level simulation. In digital design, 

higher levels of abstraction are required to achieve quick timing closure and sign-

off. Because delay  calculations are critical for timing closure and sign-off 

throughout the design flow, it is important to generate an accurate library model and 

use a consistent delay calculation.
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Figure 7-3 : Propagation delay measured at the input to the output transitions (a) using 
approximate waveforms (b) ideal waveforms.

(a) (b)



7.3.2 Slew

The slew rate is defined as the rate of change in the voltage transition of 

logic-0 to logic-1 or vice versa and is typically measured in terms of transition time. 

(The transition time is actually inverse of the slew rate.) Different slew rates result 

in different delay characteristics for a given logic cell.

Fig. 7-4 (a) illustrates again approximations to the actual waveform from a 

logic cell, showing how the slew rate is calculated. As shown in Fig. 7-3 (a), the 

actual waveform is non-linear at the start and end points, and a choice must be made 

when extracting the slew as to whether the ‘trip points’ for measurement are taken at  

70% and 30% of VDD, or as shown in Fig. 7-4 (b), at 2080 (20% to 80%) on the 

rising edge or 9010 (90% to 10%) on the falling edge. Throughout this chapter 1090 

or 9010 are used interchangeably, indicating the same trip  points but differing in the 

transition directions.
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Figure 7-4 : (a) Fall and rise transition times measured at 70% VDD to 30% VDD trip points 
(b) another examples of slew measurements at 80%-20% and 90%-10% trip points.
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7.4 Load

The presence of interconnect in a design introduces passive resistance (R), 

capacitance (C) and inductance (L). The resistance (R) component is introduced in 

the interconnect between the output node of a logic cell to input node of the fanout 

cells. The capacitive (C) component consists of capacitance from the interconnect to 

the ground, and capacitance between neighbouring interconnect layers. The 

inductive (L) component arises due to current loops and can typically be ignored. 

This inductive component is important only  when considering packaging and board 

level analysis [187][188]. 

In the real implementation of a design, accurate interconnect information can 

only be obtained after the routing process has been completed. An extraction tool is 

used to extract the detailed parasitics (RC) from a routed design. In the absence of 

physical information related to placement at logical design phase, ideal interconnect 

can be assumed where RC is assumed to be 0. Before placement and interconnect 

routing it is most useful to identify  the logic gates that will contribute to the worst 

path delays. A wireload model can be applied during pre-layout design stage which 

provides the estimated RC value for an estimated length of interconnect. In this 

technique, the wireload model provides estimated wire length as a function of cell 

fanout [189][190].
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Figure 7-5 : a) Non-Linear Delay Model and interpolation example. b) Illustration of CEFF in 
the presence of π interconnect model and circuit equivalent model for NLDM timing library 

implemented in static timing analysis tool.

(b)(a)



7.5 Non-Linear Delay Model

In a NLDM cell characterisation process, the propagation delay  is not only 

characterised by varying the input slew but also by varying the output load 

capacitance. In NLDM, the delay can be interpolated or extrapolated for and 

specified load capacitance and slew rate from a look-up table. Fig. 7-5 (a) shows the 

graphical representation of the non-linear delay model. The delay (z-axis) is shown 

to be sampled at a few input slew and output capacitance points (x- and y-axis). The 

interpolation process is also shown in Fig. 7-5 (a) where the cell’s delay  is obtained 

from the nearest 4 neighbouring delay points in the table.

However, because the characterised output load in the NLDM  is purely 

capacitive (R=0), during the static timing analysis in the presence of a resistive 

component, an effective capacitance value is estimated in order to consider the effect 

of resistance on delay. The effective capacitance is found by finding a single 

capacitance value that is equivalent to the delay of a cell connected to the total RC 

load as shown in Fig. 7-5 (b) bounded by dashed-line rectangles. The effective 

capacitance is then matched to the characterised output load values in the cell library 

to obtain the cell delay. There are various methods of calculating this effective 

capacitance during the timing analysis: moment-matching techniques such as 

Asymptotic Wave Evaluation (AWE) [191], or iteration technique [192][193]. In the 

iteration technique, the cell’s output impedance is estimated and the delay is 

obtained from the cell’s look-up table. Based on these 3 values (input slew, 

estimated impedance and corresponding cell delay), the charge transferred at the 

cell’s output when using the actual RC load is matched with the charge transferred 

when using the effective capacitance. The iteration continues until the effective 

capacitance converges in the iteration process [192]. Once the total delay has been 

obtained from the 2-D look-up table, the input slew of the receiver cell is then 

approximated. In Fig. 7-5 (b), an equivalent circuit  model for the driver cell is 

shown where RD is the pull-up/pull-down resistance of the standard cell. VS and VB 

are voltage sources with a ramp signal for driver and receiver cells respectively. 
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Thevenin’s theorem is applied to obtain the falling/rising rate of the effective 

capacitance voltage, VB by  fitting RD (TT,CL) to a polynomial approximation which is 

then matched to the input transition time of the receiver [194]. 

In the next section, we study the effect of input slew rates on propagation 

delays of realistically loaded inverters using HSPICE simulation. The focus of the 

study is more on the accuracy of tabulating the delay for a single cell (in this case, 

an inverter) for ultra-scaled devices in a real environment rather than the accuracy of 

delay calculation in determining the arrival time which has been addressed in [194]. 

The arrival time of a signal is the time elapsed for a signal to arrive at a certain 

point. Because the accuracy of the arrival time calculation is heavily  dependent on 

the gate delay characterised in the 2-D table, it is important to study the accuracy  of 

the gate delay  characterisation process. These simulations are based on 35 nm gate 

length bulk-MOSFETs (halo-doped) with performance matching the published state-

of-the-art 45 nm technology generation, and MOSFETs which are further scaled to 

25 nm channel length. 

7.6 Inverter Timing Characterisation

In this section, we will present a propagation delay comparison study 

between inverters subject  to realistic transient input signals, and the same inverters 

subject to ramp input waveforms with slew rates calculated from 9010, 8020, 7030 

and 6040 trip point values. The realistic transient input signals will give timing 

accuracies representative of industrial CCS timing models (in CCS format, the input 

signal can be of any  shape), whereas ramp input signals are used in the industrial 

characterisation of NLDM propagation delays. 35 nm and 25 nm gate length devices 

are investigated. 

A CMOS inverter with p- to n-MOSFET gate width ratio of 2:1 and n-

MOSFET gate width to length ratio of 2:1 is simulated. In order to model realistic 

input/output conditions, the inverter/cell under test (CUT) is simulated in a 7-stage 

inverter chain as shown in Fig. 7-6 (a). Input voltage and drain current waveforms at 
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the test  inverter are recorded and are referred to as the characteristic waveform 

throughout this chapter. A 4-stage inverter chain (as shown in Fig. 7-6 (b)) with an 

idealised/linearised input signal is then used to investigate the impact of ramp input 

signals using various slew rate definitions on the inverter characteristics. Slew rates 

are calculated using the 90%-10% (9010), 80% - 20% (8020), 70% - 30% (7030), 

and 60% - 40% (6040) of the supply voltage in the characteristic input waveform, as 

shown in Fig. 7-7. The propagation delay of the CUT is measured as the time 

between the input and output waveforms crossing VDD/2 with VDD fixed at 1 V. 

Simulations are performed with balanced inverter drivers and load with both fan out 

(FO) and fan in (FI) of 1, a weakly  driven, heavily  loaded CUT (FO = 8, FI = 1) and 

heavily driven weakly loaded CUT (FI = 1, FO = 8).

The shape of the characteristic inverter waveform is shown in Fig. 7-7. The 

different values of calculated slew rate extracted using the different  slew rate 

definitions from the previous section are given in Table 7-1. As expected, the 9010 

trip  points definition results in a smaller slew rate compared to the 6040 trip point 

definition. For the heavily driven CUT, the input waveform is close to linear at the 

7030 and 6040 trip points and the corresponding slew rates differ by  only 0.05%. 
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Figure 7-6 : Circuit configurations. (a) 7-stages of inverter chain and the CUT (cell under test) 
is in the middle of the chain and (b) the CUT is directly connected to a voltage source. 

(a)

(b)



The difference between the 7030 and 6040 trip points for the heavily loaded CUT is 

the largest in comparison to the other inverter configurations, due to the large non-

linearity in the corresponding characteristics. It should be noticed that the slew rates 

for the heavily loaded CUT are larger than those of the well-balanced device. This 

perhaps counterintuitive result is due to the dynamic nature of the loads experienced 

by these CUTs, and demonstrates the importance of modelling such loads accurately.

TABLE 7-1
Slew rates (V/ps) for CUT with 35 nm gate length devices for different trip point cases.

Trip Point FI = 8 Balanced FO = 8

9010 0.2004 0.1158 0.1289

8020 0.2289 0.1339 0.1429

7030 0.2455 0.1419 0.1462

6040 0.2456 0.1456 0.1515

Fig. 7-7 shows the transient response during a rising input  / falling output 

transition of a CUT in a balanced inverter chain, and with linearised input signals 

applied to the 4-stage inverter chain simulation. The linearised input traces are 
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Figure 7-7 : Transient response of an inverter (of 35 nm devices) with balanced driver and load 
(FO/FI = 1) during falling-output transition.



shifted so that their VDD/2 points match the characteristic input waveform. Higher 

slew rates lead to shorter propagation delays, as can be observed in Fig. 7-7 and 

supported by the propagation delay, TDHL values in Table 7-2. 

TABLE 7-2
Propagation delay, TDHL (falling output transition) of inverter with 35 nm gate length devices.

FI = 8 Balanced FO = 8

Char 3.630 ps 4.138  ps 13.251 ps

9010 3.512 ps 4.126 ps 12.759 ps

8020 3.426 ps 3.907 ps 12.753 ps

7030 3.390 ps 3.872 ps 12.656 ps

6040 3.390 ps 3.835 ps 12.616 ps
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Figure 7-8 : Switching trajectories of an inverter with balanced driver and load (FO/FI = 1) 
during falling-output transition. Also shown are the normalized ID-VD curves of the 35 nm 

(circle symbol) and 25 nm (x symbol) n-MOSFET devices. 



Fig. 7-8 shows switching trajectories for 35 nm (solid line) and 25 nm 

(dashed line) transistors with balanced driver and load of FO/FI = 1 during a high-

to-low output transition. The trajectory  resulting from the 9010 ramp input 

waveform underestimates the magnitude of switching current in comparison to the 

characteristic input waveform from the start point of the trajectory (when 

VDS = 1 V). At VDS ~ 0.65 V, this becomes an overestimation of the drain current 

when compared to the characteristic trajectory. Increasing the input slew rate 

increases the overestimation and reduces the underestimation of the drain current. 

After the point where the p-MOSFET is effectively off, the switching current for all 

slew rates and the characteristic input waveforms converge to approximately the 

same values. 

A detailed inspection of the transient  response of Fig. 7-7 shows that the p-

MOSFET is effectively turned off (we assume at VGS = 0.9 V) at higher VDS values 

for the ramp trajectories in comparison to the accurate characteristic trajectories. 

This explains the smaller propagation delay observed for the inverter at  high slew 

rates and highlights the sensitivity of propagation delay estimations to small changes 

in the chosen input slew rate, and thus in the trip points chosen to define the slew.

The trajectory  shapes and normalised peak drain current values for the 25 nm 

inverters exhibit approximately the same trends as those found in 35 nm inverters. 

Table 7-3 shows the propagation delays extracted for inverters using 25 nm devices.

TABLE 7-3
Propagation delay, TDHL (falling-output transition) of inverter with 25 nm gate length devices.

FI = 8 Balanced FO = 8

Char 2.855 ps 3.345 ps 10.828 ps

9010 2.752 ps 3.288 ps 10.350 ps

8020 2.681 ps 3.135 ps 10.280 ps

7030 2.660 ps 3.071 ps 10.220 ps

6040 2.589 ps 3.070 ps 10.210 ps
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Fig. 7-9 shows the inverter trajectory of the falling-output transition for 

unbalanced inverter chains. Heavily loaded (FO=8) inverters show the highest peak 

of the drain current, occurring at the beginning of the trajectory (when VDS = 1 V), 

due to large load sizes. They reach a higher peak current than for balanced inverters. 

Strongly driven (FI=8) inverters have an increased slew rate compared to the 

balanced inverter chain. Thus, higher switching currents are observed at VDS = 0.2 V 

compared with the balanced inverter characteristic trajectories. This leads to the 

shorter propagation delays in heavily driven inverters shown in Table 7-2.

Fig. 7-10 shows the percentage error in propagation delay, TDHL as a result of 

different definition of the slew rate approximating the CUT input signal using 

different trip points, and simulating the CUT in a 4-stage inverter chain. The error is 

calculated in comparison with the characteristic waveforms extracted from a full 7-

stage inverter simulation. The error is in the range of 10% and in general, higher 
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Figure 7-9 : Comparison of switching trajectories of an inverter with unbalanced driver or 
load (FO/FI = 8 and 1/8) during falling-output transition. It is mapped onto the normalized ID-

VD curves of 35 nm (circle symbol) and 25 nm (x symbol) of n-MOSFET devices.



input slew rates produce larger percentage errors due to overestimation of the 

switching currents as described above. Modelling the characteristic input waveform 

using an approximated waveform with slew rate equivalent  to a linear line tripped at 

9010 of the actual waveform did not capture the linear region of the actual 

waveform accurately, however it gives the smallest percentage error in terms of the 

propagation delay. This is because the non-linear portion of the actual waveform 

constitutes of a significant large portion in the voltage swing particularly  at the ‘tail’ 

as can be observed from Fig. 7-7. Thus, the propagation delay with slew rate at 9010 

trip  point which samples a proportion of the non-linear region but underestimates the 

linear region, gives the smallest error due to the errors of the overestimate and 

underestimate current  during the voltage swing cancelling each other out. However, 

this still leaves the question: What is the best criteria for choosing the ramp during 

the cell characterisation in order to represent the most accurate delay  value in the 

look-up table. 
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Figure 7-10 : Percentage error of propagation delay, TDHL with respect to input slew trip 
points. Solid line represents the 35 nm device data and dashed line represents the 25 nm data.



Fig. 7-10 also shows higher percentage error of the propagation delay  in the 

inverter with larger fan-in or fan-out. This shows that the same trip  points to 

characterise the input waveform for different loading or slew rate conditions cannot 

be applied at the same inverter. This is because the shape of the voltage swing 

changes with different fan-in or fan-out conditions as clarified in Table 7-1. Hence 

the error between the over- and underestimate currents must be re-calculated in 

order to obtain the trip point value which gives the smallest delay error. This will 

introduce a ‘fudge factor’ in the calculation of the arrival time in order to obtain an 

accurate path delay based on the 2-D delay  look-up table characterised by this 

technique. The fudge factor is required because of the different trip point definitions 

used to characterise the same inverter at different slew rate and load conditions in 

the same 2-D table. The inverter with FO=8 introduces the largest percentage error 

of TDHL when characterised with a linear ramp taken from the 9010 trip points. 

However, the percentage error is observed to be less sensitive to the other trip  point 

definitions shown by the smallest increase rate in the percentage error from fig 7-10. 

This is because the n-MOS switching current of the inverter with FO=8 only starts 

to change when it has reached the saturation region as shown in Fig. 7-9. Hence, 

slew rates with different trip  point definitions which aim to best capture the linear 

region of the characteristic waveform, play  a smaller role in determining the final 

inverter delay with large fan-out.

We can also observe the same trend in the percentage error of the 

propagation delay with scaled devices from fig 7-10 where it increases at every  trip 

point definition. This is due to the different in the ID-VD characteristics of the 35 nm 

and 25 nm gate length devices as shown in Fig. 7-8 and 7-9. 

Due to the sensitivities of the gate delay to the shape of the input waveform, 

characterising the standard cell delay  using a single ramp waveform proves to be 

successively less accurate as scaling proceeds. Also, due to the tighter timing 

requirements with device scaling, the need for delay accuracy becomes more  

CHAPTER 7 : Accuracy of Standard Cell Characterisation Techniques                    135



important because it is used in the verification of the critical delay of a digital design 

before the sign-off process. 

7.7 Summary
 

In Chapter 7, we examined the accuracy  of the standard non-linear delay 

model (NLDM) for standard cell characterisation of deca-nanometer transistor 

technologies. In practice, when NLDMs are used, extracted cell propagation times 

were found to be highly dependant on the definition of the cell input slew rates (for 

example, whether these are defined from the 10%-90% transition points, or 

20%-80% points). For inverters using 35 nm gate length transistors, a 1.77 ps 

difference in the defined input transition time was found to result in up to an 8% 

propagation delay  error. Sensitivity  to the input slew rate value was found to 

decrease with higher cell load, when the output transition dominates the total 

propagation delay of the inverter. Cells employing 25 nm gate length devices show 

up to 4% higher percentage errors compared to their 35 nm counterparts. Due to 

high sensitivity  of the characterised delay to the shape of the input signal of the 

circuit, we suggest that the NLDM is not  suitable for characterising standard cell 

library of 45 nm technology node and below. This is not only because of the 

increasing error of the tabulated delay but also due to the deficiency in 

characterising the delay distribution subject to statistical variability which is critical 

in ensuring a successful tape-out beyond the 45 nm technology generation.
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Chapter 8

Conclusions And Future Work

The aim of the research carried out in this thesis was to study the impact of 

statistical variability on the statistical analysis of digital circuits. A detailed, 

predictive study of the impact of variability on foundational CMOS circuits has been 

carried out, considering devices with gate lengths from 35 nm down to 13 nm. We 

have investigated ultimate supply  voltage limits to circuit  operation, circuit noise 

susceptibility, and the statistical behaviour of timing and power dissipation of these 

circuits using statistical SPICE simulation. In order to carry out  these analyses we 

have developed statistical simulation and characterisation methodology  which can 

be applied to any small-to-medium scale circuit, and form the foundation of a 

statistical variability toolkit for statistical timing/power analysis. The tools and 

methodologies adopted in this study can be easily  interfaced with the current 

industry tools as a result  of our use of industry standard compact models in our 

study.

In Chapter 2, the CMOS scaling and its major bottlenecks were discussed. 

The device scaling bottleneck of most interest to this work – intrinsic parameter 

fluctuations (IPFs) caused by random discrete dopants, line edge roughness and 

oxide thickness variation – was described. IPFs complicate the design and 

verification processes used to achieve optimum circuit performance and necessitate 

quantitative timing / power / yield design trade-offs. We described how traditional 
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methodologies to optimise circuit performance using static timing analysis become 

less effective post the 65 nm technology node, and showed that techniques which 

can adequately cope with statistical variability  in devices are required. The 

immaturity of present statistical design tools was shown to be an impetus to the aim 

of this work; to study the impact of statistical variability on digital circuits and 

develop tools and methodologies to understand this impact.

In Chapter 3, the statistical circuit simulation methodology  adopted in this 

study was described, including: the 35 nm physical gate length devices and 

simulation tools calibrated and used to provide foundational, predictive device 

parameters for the tool-chain and the BSIM compact models employed. The 

template devices are based on state-of-the art 35 nm gate length MOSFET with 

electrical characteristics that have been calibrated against published data [36][85]. 

The scaling includes strain-engineered devices and follows the ITRS prescriptions. 

Using this approach based on calibrated device, gives confidence that the statistical 

data obtained from the Glasgow Atomistic Device Simulator closely reproduce the 

actual statistical data of the prototyped devices. The scaled set of transistors were the 

closest devices that could be publicly used by the group based on close relationship 

with industrial/research partners which reflect currently  manufactured devices in the 

semiconductor industries and the predicted future-scaled devices beyond the year 

2007 - when this research began. Several devices have been used previously in the 

literature which were unrealistic in terms of their doping profile and structure; and 

obsolete in terms of technology nodes [79][80]. This has resulted in results that are 

significantly more realistic than any other work in the field.

The key properties of the 3-D Glasgow Atomistic Simulator also have been 

discussed, including use of density gradient quantum corrections [92], an essential 

feature in predicting the correct  behaviour of decananometer MOSFETs where 

quantum effects start to play important role. This simulator captures well the 

subthreshold regime and threshold voltage of the simulated transistors but 

underestimates the on current and its variation [90]. This is because the drift-
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diffusion method cannot capture non-equilibrium transport effects. The Monte Carlo 

method is needed in order to capture the real transport behaviour in the 

decananometer scale transistors. However, simulation of one semiconductor device 

in order to obtain one current-voltage point takes approximately 2 weeks of 

simulation time and it is computationally prohibitive for statistical variability 

studies. There are several device modelling groups which are developing Monte 

Carlo simulation methods [198][199] but none has successfully applied it for 

statistical variability studies. At the University of Glasgow some progress have been 

made in using Monte Carlo simulation for statistical variability  studies [91][200]

[201] however it is still immature for large scale production simulations. Whilst the 

augmented drift-diffusion technique we employ does not capture the on-current as 

well as full Monte Carlo simulation, it is the most accurate and practical technique 

presently published in the literature.

Next, generation of BSIM ‘atomistic’ compact models was carried out using 

a 2-stage extraction strategy  where in the first stage, a full set of BSIM  parameters 

are extracted based on the uniform device characteristics. In the second stage, 7 

parameters are chosen to encapsulate the variation in the electrical characteristics 

observed in the microscopically different devices subject to statistical variability. In 

the literature, several attempts have been made to study the impact of statistical 

variability on circuits by  varying parameters in the compact model. However, the 

approaches are either making an assumption that the distribution of a chosen 

parameter, e.g. threshold voltage, is Gaussian [142][143][144] or neglect 

correlations between the chosen device parameters to reflect the underlying physics 

of statistical variability  [78]. Therefore, our approach produces more accurate and 

predictive result for the aimed technology node as each of the compact model is 

fitted to 3-D device simulation result subject to statistical variability. 

Lastly, the statistical circuit simulation employed in this study has been 

described. An ensemble of compact models which are macroscopically identical but 

microscopically  different are randomly chosen to be used for the individual 
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transistor instances in circuit. A practical difficulty with this approach, the 

generation of wider-sized transistors was discussed and a solution is described. 

Having the capability to run circuit simulations with the generated model cards, this 

work enables the transition to a higher level of abstraction which is the 

characterisation of statistical standard cells. Whilst there are more mature system 

analysis tools reported in the literature to analyse systems subject to device 

variability from IMEC [202] the results of this work presently provide the only 

practical systems analysis methodology  to give device accuracy of better than 2% 

accuracy.

The work described above forms the foundation for the novel results of this 

thesis.  

In Chapter 4, using statistical SPICE simulations, the impact of statistical 

variability on power supply voltage scaling in digital circuits was investigated. 

Statistical simulations were performed using the integrated 'atomistic' compact 

models of well scaled 35, 25, 18 and 13 nm gate length bulk MOSFETs, applying 

supply voltage levels prescribed by the ITRS. The minimum power supply  voltage 

was evaluated for the ideal case and taking into consideration the safety margins and 

noise margin. An analytical model for the statistical variability of a CMOS inverter 

based on a simple model for the saturation current in decananometer scale 

MOSFETs was presented. The model was validated with respect to statistical circuit 

simulations of inverters with 35 nm, 25 nm, 18 nm and 13 nm physical gate lengths 

MOSFETs. The analytical model relates directly the inverter variability  to the 

threshold voltage variability of the underlying MOSFETs. Results of comprehensive 

physical simulations of the threshold voltage variability of the scaled transistors 

were used to estimate the gate length dependence of the minimum supply voltage 

determined by hard logical failures of inverters at  chosen design margins. Random 

Discrete Dopants (RDD), Line Edge Roughness (LER) and Poly Silicon Granularity 

(PSG) were considered as statistical variability sources in this study. In the 
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simulations, two scenarios were explored with respect to LER scaling. In the first 

scenario the LER was scaled according to the requirements of the 2005 edition of 

the International Technology Roadmap for Semiconductors (ITRS). In the second 

scenario LER was kept at the present level [110]. For 6σ design margin of a 

minimum sized inverter, the minimum gate length which allows supply  voltages 

below 1 V is in the neighbourhood of 15 nm, depending on the LER scaling 

scenario. For larger W/L ratios, the supply voltage floor is lower, moving the 1 V 

floor level to gate lengths of around 10 nm in a scenario which assumes continued 

LER scaling, and to 14 nm in a scenario which assumes that LER stays the same. 

Restriction in the supply voltage scaling of future-scaled bulk CMOS devices due to 

the presence of statistical variability will counteract the advantage of geometry 

scaling as the dynamic power cannot be scaled any  further. The restriction results 

from the circuit failing to function, in this case, the inverter is unable to invert its 

input logic level in the presence of statistical variability - not because of 

manufacturing defects which creates topological changes in the manufactured 

circuit. Although statistical variability  can affect the actual operation of minimum 

size CMOS devices, this effect can be ameliorated simply by increasing the W/L 

ratio of the logic. However, this technique will reduce the advantages from the 

scaling in terms of increasing the circuit density. It also increases the output load 

capacitance and subthreshold leakage current in circuits of which contributes to 

larger dynamic and static components of power dissipation respectively. In modern 

digital electronic, especially mobile electronics, circuits not only have to operate 

correctly, but operate within a timing and power constraints to be commercially 

viable. The results of this chapter give the circuit designer a simple first  order 

analytical technique to make informed choices balancing device width (and thus 

circuit size and silicon area) against reliability which can give first order results with 

minimal computational effort. This is a novel result of this work.

In Chapter 5, the accuracy of the BSIM4 compact model in capturing device 

characteristics and predicting circuit transient behaviour in SPICE simulation has 
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been investigated. The compact models of the 35 nm physical gate length MOSFET 

were benchmarked against 2-D TCAD simulation. The BSIM4 compact model 

parameters were extracted over a range of device sizes and operating conditions 

using the compact model extraction tool, Aurora. The corresponding current-voltage 

and capacitance-voltage characteristics were compared against the current-voltage 

characteristics obtained from more ab initio TCAD simulations. The accuracy  of the 

transient SPICE circuit simulation of an inverter using the extracted BSIM  model of 

the 35 nm MOSFETs was evaluated against  mixed-mode TCAD simulations. 

Excellent agreement between the TCAD and SPICE simulations are obtained for 

current-voltage characteristics of the MOSFET devices with normalised RMS error 

less than 6% for various applied gate and drain voltages. The main 5 BSIM model 

capacitors (Cgd, Cgs, Cbs, Cbd, Cbs) have been fitted accurately with fitting error 

below 0.04 fF/µm per sample point. Weaknesses in the BSIM  capacitance model 

were discovered particularly in respect of the drain-to-source capacitance, Cds at 

high drain bias for both n- and p-MOSFETs, found to be 1.91 and 1.25 times smaller 

than the capacitances obtained using TCAD physical device simulation. It was 

shown that these differences lead to inaccuracy in the transient  simulation of the 

inverter where up to 16% larger falling-output  propagation delay  was obtained in 

SPICE simulation compared to the mixed-mode TCAD simulation. However, the 

percentage delay error reduces to 8.5% if a significant capacitive load (10 times 

higher than default) is connected at the output of the inverter. Compensation 

techniques were introduced to better match the SPICE simulated propagation delay 

against the TCAD simulations leading to 4 times improvement in the SPICE 

propagation delay accuracy. Although these compensation techniques have little 

predictive power as devices scale, they will allow far more accurate transient BSIM 

simulation at any particular technology node, for a relatively  small additional 

characterisation cost. The conclusion of this study  is the BSIM4 compact model of 

the capacitive elements in advanced bulk-MOSFET must be revised in order to 
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deliver greater predictive power in future scaled-devices resulting in accurate circuit 

simulations. 

In Chapter 6, the effect of statistical variability introduced by random 

discrete dopants on the dynamic behaviour of an inverter employing the well scaled 

35, 25, 18 and 13 nm gate length bulk MOSFET is presented. The dynamic noise 

margins, delays and power dissipation of inverters subject to RDD was extensively 

investigated using three differing fan-out/fan-in conditions which are used to 

establish realistic input signals and loads in circuits made of the scaled devices. In 

the first  part of this chapter, the dynamic noise margin (DNM) as a measure of the 

inverter’s susceptibility  to noise during transients is studied. There is no a standard 

way of evaluating the DNM  consistently while noise immunity curves do not 

produce a single DNM value therefore it is difficult to compare the DNM for 

different technologies. In this study, the DNM is obtained by  following the 

maximum square method described in [155] assuming consistent applied noise 

shape. We showed that scaling lowers the dynamic noise margins by approximately 

10% in subsequent technology generations and in the presence of RDD, increases 

dynamic noise margin variability  by 9%, 21% and 57% when scaling from 65 nm to 

45 nm, 45 nm to 32 nm and 32 nm to 22 nm technology  nodes respectively. Higher 

output loads and input slew rates improve the noise margins, thus making inverters 

less susceptible to functional error or delay uncertainty issues caused by the 

presence of circuit noise. For example, the dynamic noise margin for the 35 nm gate 

length inverter with FO of 8 increases by 28% from the dynamic noise margin for an 

inverter with FO of 1. The relative variation (σ/µ) of the dynamic noise margin of 

the 35 nm gate length with FO of 8 is 0.7% which is 1.9% smaller than the relative 

variation for the inverter with FO of 1. Reduction in the DNM  of smaller gate length 

devices certainly will impose greater danger to the signal integrity  and logic 

functionality of circuits. This is exacerbated by the increase in the variation 

magnitude induced by  RDD in the scaled devices. Although statistical variability can 
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affect the susceptibility of circuits to noise, the effect can be reduced by increasing 

the output load or input slew rate of the circuit. 

The switching trajectories of inverters constructed from 35 nm gate length 

transistors, under different  fan-in and fan-out (FO/FI) conditions were simulated and  

these results used to study the distributions of inverter delay under different 

conditions of FO/FI, load and input slew rate. The FO of 8 inverter with high load 

has a trajectory that reaches saturation regime at an early stage of active switching, 

while the introduction of a high slew rate results in a large overshoot at the 

beginning of the active switching. The inverter with FO/FI of 1 has a trajectory  that 

does not spend most of the switching in saturation regime. The distribution of the 

switching trajectory  of the inverters subject to RDD also differs at every switching 

stage depending on the load and slew rate conditions. This indicates that the load 

and input slew rate must be evaluated when formulating the statistical delay models. 

In an inverter chain with FO/FI = 1, a reduction of approximately  30% in the rising-

output propagation delay variation is obtained in comparison to its falling-output 

propagation delay as a result of the averaging effect of wider p-MOSFET. We have 

investigated the relative variation in the propagation delay of an inverter against the 

standard CV/I intrinsic delay  metric, considering two drive current definitions, ION 

and IEFF. Counterintuitively, we have found that the best estimate of the delay 

variation in the intrinsic delay of an inverter (FO/FI=1) subject to RDD is obtained 

when using values of ION and input transition time, TT variations, rather than using 

IEFF. This is because the extracted IEFF have higher variability in comparison to ION. 

Our estimate gives errors in the range of 0.6-6% for the well-scaled 35 nm, 25 nm, 

18 nm and 13 nm devices, a useful practical result for developing statistical delay 

models that could immediately be incorporated into statistical timing analysis tools.

We also investigated delay  variation in more complex circuits ensembles 

from 35 nm, 25 nm, 18 nm and 13 nm gate length devices subject to RDD. The 

delay of a circuit critical path modelled by Ld inverter stages is simulated. 

Depending on the clock system requirement and the intrinsic speed of the inverter, 
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the possible logic depth, Ld is determined. In the presence of RDD, the critical path 

constructed from minimum-sized inverters shows an increase in the critical delay 

distribution from 35 nm to 13 nm devices. Large critical delay distribution is 

observed in 18 nm and 13 nm devices resulting in failure to fulfil 100% its timing 

requirement. In order to maintain the 18 nm and 13 nm circuit performance, circuit 

adaptation can be made by increasing the inverter size. However, this results in an 

increase in circuit size with scaling at the expense of larger power dissipation. Our 

results also indicate that the adopted statistical simulation tools in this study can 

quantitatively predict the loss in maximum possible logic depth due to IPFs for any 

given system and target clock frequency, and that the critical delay distribution of a 

minimum-size inverter (1xINV) is non-normal when subject to device scaling. Our 

methodology to predict maximum logic depth, opens the possibility  for the 

development of more accurate delay optimisation tools. The prediction of the 

distinct non-normality  of the critical delay distribution calls into question some 

simplifying assumptions in present commercial statistical timing analysis toolsets. 

Lastly, we have investigated the impact of increasing logic gate size on 

power dissipation and found that when dynamic and leakage power were taken into 

account, together with the optimisations required due to component variability, then 

increasing the width of an inverter by  8 times increases the average leakage power 

by approximately 8 times and the average power dissipation by 5-6 times.

In Chapter 7, we examined the accuracy  of the standard non-linear delay 

model (NLDM) for standard cell characterisation of deca-nanometer transistor 

technologies. In practice, when NLDMs are used, extracted cell propagation times 

were found to be highly dependant on the definition of the cell input slew rates (for 

example, whether these are defined from the 10%-90% transition points, or 

20%-80% points). For inverters using 35 nm gate length transistors, a 1.77 ps 

difference in the defined input transition time was found to result in up to an 8% 

propagation delay  error. Sensitivity  to the input slew rate value was found to 

decrease with higher cell load, when the output transition dominates the total 
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propagation delay of the inverter. Cells employing 25 nm gate length devices show 

up to 4% higher percentage errors compared to their 35 nm counterparts. Due to 

high sensitivity  of the characterised delay to the shape of the input signal of the 

circuit, we suggest that the NLDM is not  suitable for characterising standard cell 

library of 45 nm technology node and below. This is not only because of the 

increasing error of the tabulated delay but also due to the deficiency in 

characterising the delay distribution subject to statistical variability which is critical 

in ensuring a successful tape-out beyond the 45 nm technology generation.

8.1 Future Work

In the short term there are several lines of research arising from this work 

which should immediately be followed. First is in ‘atomistic’ compact model 

development. In our current approach, wider-sized transistors are represented by 

square-sized devices connected in parallel. Implementation of width-dependent 

‘atomistic’ compact models directly into the statistical SPICE simulator would be 

valuable because: 1) device widths of fraction value can be incorporated for design 

evaluation including statistical variability, 2) there would be a significant reduction 

in the number of compact device models generated to describe each system, leading 

to significantly faster SPICE simulation time, and the ability  to simulate larger 

systems.

A second area of research is in the statistical timing and power development 

tool. From Chapter 6, the distribution of small-scaled devices when subject to 

statistical variability is shown to be non-Gaussian. Hence, development of non-

Gaussian statistical delay  and power models should be pursued and implemented in 

statistical analysis tools to 1) enable incremental statistical timing/power analysis 

capability 2) obtain faster simulation results of which could save up several CPU 

hours for large-scale circuit in Monte Carlo simulation approach.
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In the long term, the results we have obtained indicate that the industry, over 

the next 5-10 years should put into place a concerted effort to manage statistical 

variability because it  is becoming a dominant source of variability of circuit 

performance. This include appropriate training for circuit engineers in mastering 

statistical design techniques in achieving optimum performance and high yield. 

Accurate tool development to assess such requirements is needed in order to gain the 

confidence of the industry to employ it in their design flow.  
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Appendix A

A.1 Log-Normal Distribution

In probability  theory, a log-normal distribution is a probability distribution of 

a random variable whose logarithm is normally distributed. For example, if Y is a 

random variable with a normal distribution, the X = exp(Y) has a log-normal 

distribution; likewise, if X is log-normally distributed then Y = log(X) is normally 

distributed. The mean, E[X] and standard deviation, STD[X] of the lognormal 

distribution can be derived from the mean, µ and standard deviation, σ values from 

its natural logarithm as shown in Eqn. A-1 [195].

           E[X] = eµ+ 1
2 σ2

 and   STD[X] = eµ+ 1
2 σ2�

eσ2 − 1               (A-1)

In Chapter 6, where the discussion of leakage power was made, mean, µ and 

standard deviation, σ values are presented in Fig. 6-15. These values can be used to 

calculate its corresponding expected and standard deviation by using Eqn. A-1. In a 

MOSFET, the threshold voltage is an exponential function of the subthreshold 

current. Thus a linear variation in the threshold voltage results in an exponential 

change in subthreshold current. The leakage power distribution is therefore expected 

to follow a lognormal distribution. Fig. A-1 shows the lognormal probability plot of 

the leakage power for minimum-sized and wider-sized inverters based on 25 nm 

devices. The plot  verifies that the distribution of leakage power follows a lognormal 

distribution, although the tail of the leakage power distribution for minimum-sized 

inverter deviates from a lognormal distribution somewhat. 
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A.2 Variability Block in HSPICE

In HSPICE, monte statement is used to invoke Monte Carlo simulation by 

varying selected model parameters using Gaussian or uniform distribution. The 

skewed parameters can be defined with a distribution independently  to model global 

or local variation in circuit.  In HSPICE, the global variation is simulated  by using 

common shared model parameters for all the circuit components in a single 

simulation while in local variation simulation, the model parameters are selected 

randomly. However, the selected model parameters 1) is not parameterized to tailor 

the distribution in each device depending on its size and 2) are generated randomly 

without considering the correlations between the selected parameters.
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Figure A-1 : Lognormal probability plot of leakage power for minimum-sized (blue symbol) 
and wider-sized (green symbol) inverter for 25 nm devices.
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