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Abstract

Many animation systems rely on key-frames or poses to produce animated se-
quences of figures we interpret as articulated, e.g. the skeleton of a character. The
production of poses is a difficult problem which can be solved by using techniques such
as forward and inverse kinematics. However, animators often find these techniques dif-
ficult to work with.

The work, presented in this thesis, proposes an innovative technique which ap-

proaches this problem from a totally different direction from conventional techniques,
and is based on Interactive Genetic Algorithms (IGAs).

IGAs are evolutionary tools based on the theory of evolution which was first de-

scribed by Darwin in 1859. They are derived from Genetic Algorithms (GAs) them-
selves based on the theory of evolution. IGAs have been successfully used to produce
abstract pictures, sculptures and abstract animation sequences.

Conventional techniques assist the animator in producing poses. On the contrary,
when working with IGAs, users assist the computer in its search for a good solution.
Unfortunately, this concept is too weak to allow for an efficient exploration of the
space of poses as the user requires more control over the evolutionary process.

So, a new concept was introduced to let the user specify directly what is of interest,
that is a limb or a set of limbs. This information is efficiently used by the computer to
greatly enhance the search. Users build a pose by selecting limbs which are of interest.
That pose is provided to the computer as a seed to produce a new generation of poses.
The degree of similarity is specified directly by the user. Typically, it is small at the
beginning and increases as the process reaches convergences.

The power of this new technique is demonstrated by two evaluations, one which
uses a set of non expert users and another one which uses myself as the sole but

expert user. The first evaluation highlighted the high cognitive requirement of the
new technique whereas the second evaluation showed that given sufficient training,

the new technique becomes much faster than the other two conventional techniques.

For these evaluations, solutions to the problem of forward and inverse kinematics
were implemented. For forward kinematics, a widget called a joint ball was used as

the manipulation tool. The problem of inverse kinematics was tackled in a difierent
manner from conventional techniques, resulting in the implementation of a fast and
effective algorithm.

This work used a humanoid for the articulated figure. It is made of nineteen limbs
and has thirty degrees of freedom. Volumes such as cubes, spheres and cylinders were
used to flesh out the skeleton. A new technique was also designed to render cylinders
effectively.

—-11 -



Preface

The purpose of producing poses

To animate articulated figures or robots, animation packages rely on key-frames.
A key-frame describes the position or pose of the robot at a particular time step.

Consequently, much work has been devoted and is still devoted to improving posing
(positioning) systems. Two main techniques are being used by these systems. These
are forward and inverse kinematics. However, animators still find the task of posing
an articulated figure hard.

Hypothesis

In this thesis, I argue that a completely innovative positioning system which relies
on an interactive genetic algorithms type interface with direct control by the user

is a more powerful interface and will allow animators to produce poses faster than
conventional positioning systems.

Description of the innovative technique

Interactive genetic algorithms (IGAs) have been successfully used previously to
produce abstract pictures or animated sequences of images, plants, etc. They are
based on genetic algorithms which are powerful search and optimisation tools. Genetic

algorithms are themselves based on the theory of evolution which was first described
by Darwin in 1859.

Conventional techniques assist the animator in producing poses. With an IGA
instead, the animator assists the computer in producing poses. The IGA explores the
space of poses and its search for a given pose is guided by the user. However, poses are
not abstract objects and animators would not produce poses by randomly exploring
the space of poses, as this takes far too long. Consequently, IGAs do not offer enough
control for animators to assist the computer efficiently.

As a result, a new concept was introduced to let the user specify directly what is of
interest. This information is being used efficiently by the computer to greatly enhance
the search. Instead of specifying the goodness of fit of a particular pose produced
by the computer, the animator directly selects the joint configurations which are of
interest. From this selection the computer constructs a new pose which is used as a
seed to proceed with the search. The user can also specify how far the target pose
deviates from its predecessor.

Verification of the hypothesis

To verify the hypothesis, it was decided to perform an evaluation. Although a
licence for a posing system using forward kinematics was available when this work
was being performed, there was no such licence for a posing system using inverse
kinematics. As aresult, and also to decrease the side effect of using a different interface,
the two most common techniques were also implemented.

~ 111 —-



For forward kinematics, a widget called a joint ball, which allows users to work on
two angles at the same time, was used as the sole manipulation tool.

The problem of inverse kinematics was tackled in a different manner from conven-
tional techniques, resulting in the implementation of a fast and effective algorithm.

Since no expert users were available for an evaluation of these techniques, non
expert users were used instead in the hope that results could be generalised. Unfortu-
nately, there were too few participants and the variability between them was too big
to be able to obtain significant results. However, this evaluation highlighted the fact
that these implementations were not perfect but could be improved. Also, it was felt
that given sufficient training, the new technique would perform better than the other
techniques.

Consequently, another study was performed in which I was the sole but expert
user. Such an evaluation has already been performed in the past, and since variability
amongst expert users may be assumed to be less important, the hope was that results
based on a single expert subject would generate useful evaluative data.

Results

The outcome of the study were as follows:

O First, it was shown that given sufficient training, the generator will indeed allow
animators to pose articulated figures faster than conventional techniques

0 However, there was evidence that the generator is a lot more mentally demanding
an requires a lot more training than conventional systems

—~ 1V —
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Chapter 1

Introduction

1 The use of computers in the production of films and
cartoons

The use of computer animation in the production of animated sequences for car-
toons and films is steadily increasing. This is a potentially highly profitable area of
business. Huge amounts of money are invested by firms such as DreamWorks, Time-
Warner, Walt Disney to conduct research into what is still not feasible. The use of
computer during the process of film production greatly aids the quality of the resulting
films. For example, one just has to remember the special effects used in films before
and even during the eighties. One of the first computerised effects-made films was
Blade Runner which was made in 1982. It already used computerised special effects.
The use of computers also opens new universes, which were difficult not to say im-
possible to produce without computers. In particular, Star Wars and Jurassic Park
would have been impossible to produce without computers. The use of computers also
increases the quality of films and cartoons. Since cartoons are of great complexity, the
use of computers during the production process do not incur such a great speed-up
but it allows cartoons to be edited at a much lower cost than they used to be.

2 Previous work

In the computer animation literature, the word positioning seems to be preferred
over the word posing. In this thesis, these words describe the same process and were
used interchangeably.

Most animation applications rely on key-framing, a technique in which poses or
key-frames are specified in time and position. Thus positioning an articulated figure
(that is a robot) is part of a longer process used to animate it. Since techniques to
position articulated figures can also be used to animate them, most of the work has
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Chapter I. Introduction

been devoted to how to animate articulated figures. In the first part of this chapter,
the techniques used to animate an articulated figure are reviewed before focusing on
the techniques used to position it.

Although a lot of research has been performed in the area of computer assisted

animation of articulated figures [Stu86, Gir91, WMS88, NMT85, Tha88, dJAGANT6,
CCP82, Cal88], it is still an active area of work.

In this thesis and also as usually done in the computer animation literature, the
term computer animation is used to mean computer assisted animation. That is, the
computer is used as a tool to aid the animator to produce animations. Computer
antmation might imply that it is the computer which produces animations, with none
or virtually no external help. This meaning does not apply in this work.

2.1 History of computer animation

Twenty five years ago, computer scientists started to model human figures [Csu75,
dJAGANT76] to study ergonomic problems. In the seventies, real computer animation
began [BS7T9]. Researchers started to model actors by means of spheres, cylinders and
other simple drawing primitives [Kno81]. Simple interpolation techniques, based on
spline mathematics and represented in parametric form [HS85, Stu84, KB84, SB85],
and some motion capture techniques such as rotoscopy' [NMT85, Tha88] were devel-
oped during this period. To bring more interactivity to these systems, a new techniques
from the field of robotics, based on kinematics, started to appear [BTT90, BT92,
Zel82]. In the mid-eighties, researchers started to use the laws of physics, called dy-
namic systems [WMS88, Wil87a, Gir86, AGL87, Hah88, BOKS80, AG85, Wil87c] to
simulate motion with a great deal of realism. Even though computer animation has
gained even more realism, a great deal of work still remains to produce convincing
animations.

2.2 Review of computer animation

Computer animation is a vague term. In computer animation, there are animations
or simulations of natural phenomena like fire, clouds, etc. In this thesis, this aspect of
computer animation will not dealt with. The discussion will focus on the animation of
three dimensional actors. These actors are bodies of 3D articulated rigid limbs or body
parts. Therefore, we are nor interested in two dimensional animation at this stage, nor
are we interested in the animation of actors having a single body part or actors having
flexible body parts. Although our domain of study has been considerably narrowed,
it is still too vague. Animation systems can be separated into low-level and high-level
animation systems. In modern computer animation systems, these two levels may be
combined together in a single interface. It results in a gain of productivity, speed and

'Rotoscopy involves reproducing an animation by first recording the data from a real figure pro-
ducing the animation we want to reproduce. Cameras have to be used for this purpose.
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effectiveness. The animators first specify the animation at a high level using tools such
as scripts and adjust finer details at a later stage by the use of techniques involving
direct motion control [BC89, Gre91, HS85, MC90, vO91, Wil87b, Zel82, Zel85]. In low-
level animation systems, the animation is described in terms of intermediate frames,
rotation angles and translations or forces and torques. In high-level animation systems,
script languages, behavioural animation and task oriented animation are used instead

[BS79, Calg8, CCP82, NMT85, Stus6, TP8S].

2.2.1 Labanotation

Labanotation, a method of specifying animation has only been used in the early
eighties. Badler and Smoliar [BS79] made a careful and thorough study of this nota-
tion. This notation was chosen after concluding that

The digital representations of human movements involve an explosive
amount of data, most of which would probably be ignored in any given in-
vestigation. Movement notation systems, designed to record human move-
ment in symbolic form are a more fruitful area of investigation.

The purpose of Labanotation is to describe the position and trajectories of a set of
points in space. It was developed in 1928 by Rudolph Laban and used in choreography
(Fig. I.1). This notation appears to be well suited for choreography, the domain it was
developed, but it appeared to be of limited use in computer animation. Two main
drawbacks were identified. First, the script which has to be written to specify an
animation is rather difficult to understand and moreover tends to become large as the
animation gets long. Second (and maybe paradoxically) the resulting script is always
under-specified: several different animations may be specified by using exactly the
same script. This is not at all a problem in choreography where the imprecision allows
the choreographers to bring their own personal touch to the final result but the need
for determinism is predominant in computer animation. As a result, the Labanotation
has now been abandoned in computer animation.

2.2.2 Kinematics

To animate articulated figures, forward and inverse kinematics can be used.

2.2.2.1 Forward kinematics: In forward kinematics, the animation is specified
in terms of rotations and translations. These operations are applied to each joint
of the body to perform a given task. The computer then calculates the necessary
frames to display the animation by interpolating the given information. This technique
is computationally light but requires that the animator specifies a set of rotation
and translation vectors at each time step. This is usually far too much to ask of a
professional animator. As a result, it is usually not used in today’s animation packages.
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Figure I.1: Labanotation

The Labanotation is used as a script to specify the motion to achieve. A set of symbols can be
specified at different time intervals.These, unfortunately, inherently lack any accuracy.

2.2.2.2 Inverse kinematics: In the animation literature, the word kinematics
alone is frequently used and usually refers to the inverse aspect of kinematics. With
inverse kinematics[BT92, CCP82, Cal88, Dai88, Stus6, Wil87b, KB82, Kor82, JUS5,
BKKT85], constraints, such as the initial positions and final positions, also called goals,
of one or more body part, also called end-effectors, have to be specified (Fig. 1.2). The
computer will then compute the necessary rotations and translations to bring the end
effectors to their required positions. Once the necessary rotations and translations
have been obtained, forward kinematics is used to interpolate along the time dimen-
sion. Usually, the problem to be solved will be under-constrained, so several motions
may satisfy the constraints specified by the user. Optimisation methods have been im-
plemented to try to work out the best of these. In particular, genetic algorithms have
been successfully used by Miller [MP94] and Davidor [Dav91a] to solve this problem.

2.2.3 Dynamics

Like kinematics, dynamics may be divided into two sub-techniques. These are
forward and inverse dynamics.

2.2.3.1 Forward dynamics: The production of realistic animations with key-
framing is still difficult, because dynamic systems use physical laws to produce an-
imations, computers are used to simulate reality. Jane Wilhelms[Wil87c] provided the
following definition for dynamics:
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Figure 1.2: Inverse kinematics

With inverse kinematics systems, the ini-
tial position and usually one goal to
reach by one effector (but there could be
more) have to be specified. Here the goal
s the black ball and the end effector is
the tip of the hand. Rotations of every
limb 1s automatically calculated by the
application.

Dynamics refers to the description of motion as the relationship between
forces and torques acting on masses. If we treat the objects modeled in
computer graphics as masses and apply forces and torques to them, we
can use physics to find out the motion these masses should undergo. This
motion should mimic the motion that would actually occur to such masses
in the real world, hence dynamics simulates the motion, rather than just
animating it.

As a result, the generated animations should be highly realistic. With forward dy-
namics, dynamic equations of motion which describe how masses will move under the
influence of forces and torques have to be set up [Bar87, Hah88, dJAGAN76, Wil87a,
Wil87c, WMSSS, Wil91]. The main drawback of this method is that obviously the an-
imator has to specify all forces and torques to apply at each body part. The equations
are then solved to produce the animation. The fact that all forces interact with each
other makes this process time-consuming although fast recursive formulations such as
the Armstrong formulation [AG85| have been made available. To reach interactive
times, some people have used simplified algorithms [vO90, Ove94]. Due to the fact
the physics are simulated, it is now possible to simulate collision effects realistically
[Bar87, Dai88, Hah88, MP89, MWS88, Wil87b, WMS88|. The animator just has to let
the computer make the computations and wait for the results.

2.2.3.2 Inverse dynamics: With forward dynamics, animators have to specify
forces and torques. This is not an intuitive approach to producing animations, thus
the need for inverse dynamics [Wil91, Hah88|. Like inverse kinematic systems, users
are solely required to position a set of end-effectors with a set of goals to reach. The
computer tries to work out the necessary forces and torques at each time step to
perform the task. However, computation times needed for animating even a simple
articulated figure are usually far too big for the technique to be usable. Inverse dy-
namics can only be used with truly simple models and over a short period of time.

_5__



Chapter 1. Introduction

Animation of articulated figures such as a humanoid for instance is well out of reach.

2.2.4 Hybrid systems

In an effort to ease the use of dynamics and to make them interactive, work has
been performed on hybrid methods which use concepts like kinematics, knowledge-
based systems, scripts, libraries of motions, in combination with dynamics [AGL87,

ADHS89, BC89, Calg8, FW88, GM85, Gir91, Gred1, IC88, vO90, RHI1].

2.2.5 Rotoscopy

Rotoscopy is an old animation technique [NMT85, Tha88]. Rotoscopy involves
reproducing an animation by first recording the data from a real figure producing the
animation we want to reproduce. Cameras or more sophisticated devices may be used
for this purpose. Since the technique is 2D based, it is not well suited to 3D animation.
As a result, it is not used very much.

2.2.6 Motion capture

For the last few years, special hardware has been built to capture the motion of
a human or another animal. The price of such devices is high and they are difficult
to calibrate. However, when well calibrated, results are impressive and nowadays, i1t
is the easiest and the fastest technique to animate an articulated figure. Literature in
this area {BN93, J.96, HM95, HM96, MTD96, SSK96] is scarce and difficult to find.
It seems that most of the research has been undertaken by private companies which
prefer to keep the results for themselves as an obvious asset over competitors.

2.2.7 Key-framing

Key-framing has been one of the first techniques to be used in 3D computer an-
imation [Stu84, KB84, SB85]). It comes directly from the schools of cartoon films
[Las87, TJ81, PW94] such as the well known school of Walt Disney. In Walt Disney,
when a new cartoon film has to be made, the story is story-boarded first (Fig. 1.3).
Then, the most experienced animators draw the most important frames. Due to their
special importance, these frames are called key-frames. There is usually one key-frame
every twelve frames. After this, other animators, less skilled, draw what are called
breakdown frames. There are usually one breakdown frame every four frames. To
finish the animation, the missing frames are drawn by even less skilled animators.
These frames are called in-between frames or in-betweens for short. This stage, which
is called in-betweening, is time-consuming, so it is usually sub-contracted to small
firms located in parts of the world where labour is cheap but maybe not of such a
good quality. Reasonably enough, early work in computer animation attempted to
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automate this stage. Unfortunately, the problem is not as simple as it might sound
and i1s a lot more intricate in 2D animation than it is in 3D animation.

Figure 1.3: The making of cartoons

The making of cartoons 1s a complex process which in particular involves skillful artists to draw key-
frames. Less skillful artists will draw the in-betweens. Key-framing systems in 3D animation comes
from this concept, except that the computer replaces less skilled artists.

This technique is particularly interesting for us because it relies entirely on key-
frames or poses to animate an articulated figure. Unfortunately, to produce complex
animations, a large number of key-frames may have to be specified. Positioning an
articulated figure is not an easy task. Although, because of its simplicity, this method
is still the most widely used [BMWS87, ADH89, BN88, NMT85, NTDS88, Stus4, KB8&4,
SBR5.

2.2.8 Gait systems

Inverse kinematics are also used in combination with gaits to produce typical mo-
tions such as walks, runs, etc [BTT90, RH91, GM85, MZ90, Gir86]. A gait describes a
sequence of positions or states which put together will perform a cyclic motion. A set
of gaits are usually assembled together and synchronised to achieve periodic motion.
Thus the gait of a leg representing a walking motion is described by the foot being
lifted from the ground, moved forward in the air and placed back onto the ground.
Once a gait has been computed, it can be easily reused. Usually, because only the
position of a limb is known (such as the foot), inverse kinematics is used to compute
the position of other limbs. Gaits are not limited to inverse kinematic systems. A
key-framing system could also use gaits to achieve greater re-usability.

2.2.9 Motion controllers

Instead of using gait systems, motion controllers or motor controllers have also
been used [RH91, vO91, MZ90, BC89, Zel82, AGL87, Zel85, Wil87b, Gre91, HWA 191,
GT95]. A motion control is like a state machine which is used to animate an articulated
figure to produce the desired motion. Usually, a controller operates on a single joint but
some implementations are able to deal with many joints at a time [Sim94b, Sim94a].
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This is a particular fruitful area for dynamic systems. Animating an articulated figure
using inverse dynamics is nearly impossible for complicated figures such as a humanoid.
One solution is to generate a state machine or motion controller which will decide
which forces and torques to apply depending upon input parameters, the task to
achieve and the current state. At the beginning, one or many controllers are randomly
generated. They are evaluated and rated according to how well they performed the
task. Random search is used to generate better motion controllers. This is a time
consuming process so really powerful machines are required and it can still takes
hours or days to compute even simple motion controllers. However, once they have
been computed, they can theoretically be used whenever they are necessary. These
motion controllers are reliable, often capable of handling well, totally unexpected
situatlions.

3 Analysis

3.1 Disadvantages

All techniques used to animate an articulated figure exposed so far suffer from a
few disadvantages which will be summarised here.

3.2 Kinematics and dynamics

Inverse kinematics and inverse dynamics (assuming the latter is not too compu-
tationally expensive) are good tools to edit existing motions [BT92]. They are also
good at producing short motions such as grasping a chair, etc. When producing long
motions such as walks, runs, etc, they have to be used in combination with techniques
like gaits, motions controllers or key-framings.

3.3 Rotoscopy and motion capture

Rotoscopy and motion capture require special hardware and assume that the en-
tities from which the motion will have to be captured do exist. As a result, these

techniques are out of reach for most potential users and they have only been used to
animate humanoids.

3.4 Gait and motion controllers

Gait systems require the use of another technique such as inverse kinematics or
motion controllers. Finding the right motion controllers is usually slow. Furthermore,
users have no control over the resulting motion. Adding constraints or using a motion
editing system is the sole alternative.
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3.5 Key-framing

Key-framing systems are usually simple to use. However, complex animations
require many key-frames henceforth the production of key-frames must be as easy
and fast as possible. Key-framing systems do not normally handle interactions with
the environment. Thus, resulting motions which are not normally acceptable can be
generated (Fig. [.4). As many key-frames as necessary will have to be generated to
handle these types of problems.

Figure 1.4: Handling floor collision

Common interpolation techniques are not intelligent enough to detect and
handle collisions. As a result, when a collision happens, the animator usually

has to produce one or more key-frames to produce a correct animation and
restart the interpolation process.

Animating hands is a complex process [RG91, MTLTS8S8, ST94, LK95|. Key-framing
systems are usually not suited for this type of problem. Hands are mainly used to grasp
objects. Goal-directed systems such as inverse kinematics are more appropriate.

4 Positioning articulated figures

In modern animation systems, computers are used to aid animators to produce
animated sequences of images. In October 1994, I started to work as a research
assistant, at the University of Glasgow, on a project called MIME (Make It Move
Easily, funded by EPSRC). The goal of the project was to animate articulated figures
such as a humanoid by letting the burden of the animation process fall onto the
computer. Unlike modern animation systems, the goal was to create a system in
which the animator assisted the computer to produce animated sequences.

For this purpose, we used a new concept at the time called interactive genetic
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algorithms [Daw86, ST90, Sim91, TL91, STH91, Ven95]. The details of this part of
the project will be detailed later. However, our first attempts were unsuccessful and
it was concluded that the only way to achieve the initial goal was to sub-divide the
process of animating an articulated figure in three separate parts. This thesis will focus
entirely on the first part which deals with the problem of positioning an articulated
figure.

4.1 Existing techniques
4.1.1 Forward kinematics

Although forward kinematics is not the best technique to animate an articulated
figure, it can be used effectively and easily to position one. Many posing systems
actually rely on it [Mac]. However, literature on this topic is scarce [Gir86, Gir87,
GMS85]. Obviously, animators do not specify directly rotation angles. Instead rotation
angles are mapped onto specially dedicated tools such as sliders or a tool referred to
as joint balls. Users interact with these tools and results are displayed in real time.
Joint balls and sliders were implemented. This will be detailed in chapter IV.

4.1.2 Inverse kinematics

Although inverse kinematics was developed mainly to animate an articulated figure,
it can be used effectively to position one as well. The main problem is the time required
to compute rotation angles from one position to another. Although computer speeds
have greatly improved since this technique was first used, interactive work might still
be out of reach for real-time interaction with a complex articulated figure with modern
personal computers. Computing rotation angles is not all. The articulated figure still
needs to be rendered and displayed. This is also a time consuming process.

The work presented in this thesis resulted in the construction of a new technique
to position articulated figures. Since it needed to be evaluated against conventional
posing systems and inverse kinematics in particular, a system capable of doing inverse
kinematics was implemented. In 1982, Korein & Badler proposed a faster solution to
the problem of inverse kinematics. From this article, a new technique which would
tackle the problem of inverse kinematics in a totally different fashion, was devised.
This technique could solve the problem of inverse kinematics at a much lower cost
than conventional techniques. The implementation of this solution enabled users to
interact with a humanoid in real time. Although the rendering system was efficient,
most of the computation time was spent in rendering and displaying the robot. This
will be detailed in chapter IV.
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4.1.3 Inverse dynamics

Inverse dynamics were used by David Forsey and Jane Wilhelms [FW88] to position
an articulated figure. This work was done based on the assumption that since dynamics
are based on physical laws, positioning an articulated figure using dynamics would be
more intuitive and therefore faster than using inverse kinematics.

However inverse dynamics imply the users have to specify weights, friction coethi-
cient, etc. In their research, David Forsey and Jane Wilhelms used the volumes used
to represent their robot to evaluate the weight of each limb. Default values which
usually work well were set for the other parameters. This gross approximation might
invalidate this whole work.

At the time, their technique was not interactive although a fast recursive formu-
lation was used. No evaluation was performed to verify that inverse dynamics were
indeed better at positioning articulated figures that inverse kinematics. This still has
to be demonstrated. This is a common problem in computer animation where peo-
ple devise new techniques but carry no effective study to demonstrate the power and
weaknesses of their technique.

4.1.4 Other techniques

Other techniques such as rotoscopy and motion capture could also be used to
position articulated figures but there is usually no point in doing that. Using these
techniques, animating articulated figures is as easy as positioning them.

4.1.5 Proposition

Constructing poses constitutes one of the main tasks of most animation systems.
Even techniques which do not usually rely on poses, such as gaits, could be adapted
to use poses to their advantage. The main problem with the production of poses 1s
that there is no easy technique to produce them. Common drawbacks to conventional
techniques are they are too slow, too cumbersome to use or are not fast enough to
interact w<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>