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Chapter VII
Statistical Watermark Detection
in the Transform Domain for
Digital Images

Fouad Khelifi
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Fatih Kurugollu
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Queen's University Belfast, UK

Ahmed Bouridane
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ABSTRACT

The problem of multiplicative watermark detection in digital images can be viewed as a binary deci-
sion where the observation is the possibility that watermarked samples can be thought of as a noisy
environment in which a desirable signal, called watermark, may exist. In this chapter, we investigate
the optimum watermark detection from the viewpoint of decision theory. Different transform domains
are considered with generalized noise models. We study the effect of the watermark strength on both the
detector performance and the imperceptibility of the host image. Also, the robustness issue is addressed
while considering a number of commonly used attacks.

INTRODUCTION have become increasingly menacing as the du-

plication means are easy to use. This makes the
Recently, we have seen an unprecedented advance protection of copyrighted original copies from
in the use and distribution of digital multimedia illegal use and unrestricted broadcasting a very
data. However, illegal digital copyingand forgery challenging task. These challenges and issues

have involved the field of watermarking for the

Copyright © 2009, 1G1 Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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Figure 1. Multi-bit watermark extraction system
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protection and security of digital data (Arnold,
Schmucker, & Wolthusen, 2003).

Watermarking is the embedding of a hid-
den secondary data into the host data within
an embedding distortion level. The robustness
requires that the watermark information must be
decoded/detected even if the watermarked data
has undergone additional distortions. Existing
systems are divided in two groups depending on
the roles that watermarks play. In the first group,
the watermarks are viewed as transmitted multi-
bit information, where the decoder extracts the
full version of the embedded message bit by bit.
In such a case, the decoder already assumes that
the input data is watermarked (Figure 1).

In the second group, known as one-bit wa-
termarking, the watermarks serve as verifica-
tion codes, as such a full decoding is not really
necessary. It is used to decide whether or not a
particular message or pattern is present in the
host data (Figure 2).

In practice, the security of the entire one-bit
watermarking systems is ensured by using a secret
key, as commonly employed in communications,
which is required to generate the watermark se-
quence. Only the legal owner of the watermarked
data knows the key for the generation of that
watermark and proves his/her ownership.

Depending on the embedding rule used in a
watermarking system, the watermark is often
additive or multiplicative (Langelaar, Setyawan,
& Langendijk, 2000). To get better performances
in terms of robustness and imperceptibility, both
are used in the transform domain (Barni, Barto-
lini, Cappellini, & Piva, 1998; Cheng & Huang,
2001a). In fact, the energy compaction property
exhibited in the transform domain suggests that
the distortions introduced by a hidden data into
anumber of transform coefficients will be spread
overallcomponents in the spatial domain so as the
change of the pixels values is less significant.

In additive watermarking, the watermark is
simply added to a set of transformed coefficients
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with a scaling factor controlling the watermark
strength. In the case of multiplicative watermark-
ing, the watermark is inserted with respect to
the transformed coefficients. Although additive
watermarking is widely used in the literature
for its simplicity, multiplicative watermarking
exhibits a better exploitation of the characteristics
of the human visual system (HVS) in digital im-
ages and, unlike additive watermarking, offers a
data-dependent watermark casting.

This chapter provides an overview of the
theory and practice of binary decision in one-
bit multiplicative image watermarking in the
transform domain. The likelihood formulation
of the watermark detection problem is attractive
for several reasons. First, it delivers an optimal
solution in the binary decision in the sense that
the probability of missed detection is minimized
subject to a fixed false alarm probability. Second,
the derivation of such a decision rule can easily
be extended to multi-bit detection and thus can
be used in the decoding of hidden data in multi-
bit watermarking systems. Finally, it uses only
few parameters to model the host data. These
parameters are roughly unchanged even when the
data holds the watermark and undergoes different
attacks. Therefore, a fully blind detection can be
used since the original data is not required. From
aviewpoint of decision theory, the effect of multi-
plicative watermark strength on the visual quality
of watermarked images and on the detection is
investigated and different techniques proposed
in the literature are reviewed in this chapter. The
robustness issue is also addressed in this chapter
while assessing a number of optimum detectors
in the transform domain.

In the next section, we review different
state-of-the-art watermark detection techniques
proposed in the literature. Then, we describe the
problem of watermark detection from a decision
theory viewpoint in the third section. The fourth
section describes two different generalized distri-
butions to model the behavior of the host data in
the transform domain. In particular, the discrete
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wavelet transform (DWT) domain, the discrete
cosine transform (DCT) domain, and the discrete
Fourier transform (DFT) domain are considered.
The watermark detectors derived in the fourth
section will be assessed experimentally on a
number of digital test images in the fifth section.
Conclusions and further discussions are provided
in the final two sections.

BACKGROUND

The straightforward approach for watermark
detection is to compare the correlation between
the candidate watermark w* = (wy,---,ws)and
image coefficients in which the actual watermark
isinserted y* = (yy,--,¥%) with some thresh-
old T as illustrated by Figure 3. This assumes
that the actual watermark is strongly correlated
with the watermarked samples and, thus, the
correlation coefficient A should be large to some
extent (Cox, Kilian, Leighton, & Shamoon, 1997;
Langelaar et al., 2000). However, such a correla-
tion-based detection would be optimum only in
the additive case under the assumption that the
image coefficients follow a Gaussian distribution
(Elmasry & Shi, 1999). This has been pointed
out when formulating the watermark detection
problem asa statistical hy pothesis testing problem
(Cheng & Huang, 2001a). In fact, the problem of
watermark detection can be viewed as a binary
decision where the observation is the possibly
watermarked transformed coefficients, that is,
this can be formulated as a problem of detecting
aknown signal in a noisy environment (Green &
Swets, 1966) (Figure 4).

The statistical behavior of the transformed
coefficients can be used to derive a decision
rule that decides whether a candidate watermark
presented to its input is actually embedded in
the data (hypothesis ) or not (hypothesis H),
thereby, conventional statistical signal detectors
can be used. In additive watermarking, Hernan-
dez, Amado, and Perez-Gonzalez (2000) used
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Figure 3. Correlation-bused watermark detector
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Figure 4. Block diagram illustrating the formulation of the problem of one-bit watermarking as a problem

of signal detection in noisy observation.
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the generalized Gaussian (GG) distribution to
statistically model the 8<8 DCT coefficients. The
resulting detector structure has been shown to
outperform a correlation based counterpart. In
Chengand Huang (2001a) the GG model was also
adopted for DWT coefficients. In the multiplica-
tive case, a generalized correlator based on the
GG distribution has been derived and applied in
the DWT domain (Cheng & Huang, 2001b). Such
a detector is locally optimum in the sense that it
approaches the optimality for weak signals' (Miller
& Thomas, 1972). Inthe DFT domain, the Weibull
distribution has been employed, based on which
an optimum detector has been derived (Barni,
Bartolini, De Rosa, & Piva, 2001). Likewise, the
same distribution has been used to derivealocally
optimum detector structure (Cheng & Huang,
2002). Kwon, Lee, Kwon, Kwon, and Lee (2002)
have derived an optimum multiplicative detec-
tor based on the normal distribution. However,

Waternmarked data

Known
signal

Candidate
watermark

detection

Watenmark detector e
result

B —
Signal detector

noisy signal

although their proposed detector significantly
outperforms the correlation-based detector for
DWT-transformed images, such a distribution
can not accurately model the host coefficients. In
Ng and Grag (2005), the Laplacian model, which
exhibits more accuracy, has been considered.
Consequently, better performance in terms of
detection has been achieved. Ithas also been used
in K helifi, Bouridane, and Kurugollu(2006) when
investigating the problem of detector accuracy.
Nevertheless, as many authors have pointed out,
wavelet sub-bands can be modeled perfectly by
a GG distribution (Calvagno, Ghirardi, Mian, &
Rinaldo, 1997; Do & Vetterli, 2002). Thereby,
the proposed detector in Ng and Grag (2004),
using the GG model, has been proven to provide
the best performance. In investigation on robust
optimum detection of multiplicative watermarks,
a class of locally optimum detectors has been
developed based on the GG distribution for sub-
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band transformed domains (Cheng & Huang,
2003). In fact, in the presence of attacks, the
multiplicative watermark detection problem can
be formulated as a detection of a known signal in
non-additive noise where the attacks are thought
ofasuncertainties in the observation model. Such
a non-additive noise observation model has been
extensively addressed in Blum (1994).

PROBLEM FORMULATION

The commonly used multiplicative embedding
rule is (Barni et al, 2001; Cheng & Huang,
2003)

y=x(1+iw) 1))

wherex=(x,,..,, x,) is a sequence of data from the
transformed original image, w =(w,...,w, ) isthe
watermark sequence, A is a gain factor control-
ling the watermark strength, and y = ( y,...., )
is the sequence of watermarked data. By relying
on decision theory, the observation variables are
the vector y of possibly marked coefficients. The
candidate watermark vectoratthe input of the detec-
tor is denoted by w*—(w,,...,w, ). Let us define
two regions (classes) W, and W7,

where ¥, = {w|w3# w*} (hypothesis H,), includ-
ing w = 0 that corresponds to the case where no
watermark isembedded, and W, = {w*} (hypoth-
esis H, ). The likelihood ratio #(¥) is

Ly (3l Wy}
£ e i e e 14
) Fy (s W) )

where f (v | W) is the probability density func-
tion (pdf) of the vector y conditioned to W, In
practice, y satisfies £, (v | W,) > 0 since the host
samples have a non-zero occurrence probability.
By relying on the fact that the components of y
are independent of each other, we can write
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LoIw)=T1", £, W) 3)

Under the assumption that watermarks are
uniformly distributed in [-1,1], /7, consists of an
infinite number of watermarks. Hence, according
to the total probability theorem (Papoulis, 1991),
j; .(,| W,) can be written as

L0 W)= 151, 0 W), ydw (@)

where £, (w) is the pdf of w. Therefore

LONWY=%INf, 0 Wydw )

Thus, combining equations (2), (3), and (5)
yields

n?’:zfﬂ (% JW;)
i N 3
wﬂi:g_.{_zfyi (,)’; I'W‘_} dw

40y =

(6)

By remembering the watermarking rule, the
pdf f} (v | w) of a watermarked coefficient y con-
ditioned to a watermark value w is

Lylw)= 1.;;_ o (1+§w) @)

where f (x) indicates the pdf of the original,
non-watermarked coefficients.” Thus, equation
(6) becomes

H“?!:i 4+'£“:? fx[‘(ﬁ'li;iu""}
HORS: Yy

s 1
;Fﬂ":z‘{‘ f""i .2 +A W

Log+dw

Under the assumption A « 1, the following ap-
proximation is widely adopted in the literature?
(Barni & Bartolini, 2004; Barni et al., 2001)
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ra |

f—-‘.l 144w fx (1-&* '] dw A:f"'(}r) &)

More specifically, the derivation of the
likelihood ratio relies on the assumption
below

L Iw)=f ¢]0) (10)
where by 0 the null watermark is meant. By
evoking the approximation (9) and taking

logarithm, the decision rule has the form
(Barni & Bartolini, 2004)

¢ (y)> TB]H,
< TRH, )

where T is a properly chosen threshold, and

g

p(y) = Zle {iﬂ (fm‘ (1 "i’-i;l

,,.)) - in(fxa-@z))]

eU) =XV, (12)
To obtain the threshold 7, the Neyman-
Pearson criterion is used in such a way
that the missed detection probability is
minimized, subject to a fixed false alarm
probability (Ferguson, 1967).

Pe,=P(py)>T| W

- f;“ fola | W) da
(13)

Note that the variable @ (y) is a sum of statisti-
cally independent terms. Thus, by invoking the
central limittheorem (Papoulis, 1991), its pdfcan
be assumed to be a normal one. Therefore, the
mean and variance of @(y) are given by (Barni et
al., 2001; Cheng & Huang, 2003)

He = Zlin, (14)
2 N .2
Op = Li=1y (15)

where by K, and O ,2 , it is meant the mean
and the variance of v, respectively. Under
hypothesis [],, in view of equation (10), we
have

Pudyi=e; = 8 [ln (f (Hx

D—mﬁtﬁﬂ

(16)

2
o lwi=x;

) - i) - ﬁf]
a7

- & ({1 (2

Practically, the parameters of the pdff_( - )are
not available (blind watermarking). lnstead the
possibly marked coefficients are used. Finally,
P, can be written as

+ 1 a—ug 'y’
Py =T o exp (—(—:—*—] ) da
T farm 2 2oa
‘é‘;ﬁc@ =R
1 T-
=-erfc :..#_‘f‘
i % ) (18)

where erfc is the complementary error function,
given by

erfel(x) fﬂc — dt

(19)

Hence
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T=erfc Y2 P,) Zai + g
' (20)

APPLICATION

Watermark detector based on the GG model. The
GG model is broadly used in the literature to
describe some probability distributions of digital
data inthe transform domain. Itbasically provides
agood understanding of the statistical behavior of
those signals that are impulsive and heavy-tailed
such as the wavelet sub-bands (Calvagno et al.,
1997; Do & Vetterli, 2002) and non dc coefficients
in the DCT transform domain (Birney & Fischer,
1995). The probability density function of a zero-
mean GG distribution is

fe(x)=Aexp (—IB %) .5 @)

(rksfc}) __ Be

where J r(1/e) (Ll g s
the standard deviation of the distribution,
and I'{t) = f;m r®~1 7" dr is the Gamma
function. Itis worth mentioning that the GGD

contains the Gaussian and the Laplacian
distributions as special cases, with ¢ = 2
and ¢ = 1, respectively. As depicted in Figures
5 and 6, when ¢ — 0, it approaches the Dirac
function. When ¢ — oo, it tends to the uniform
distribution. Practically, ¢ can be computed by
solving (Mallat, 1989; Sharifi & Leon-Garcia,
1995)

= (222

o

(22)
where
_ Ti2fe)
Flz) = r{1/e)r(3/c)

In Figure 7 we show the actual and estimated
pdfs on a set of transformed coefficients in the
DWT and DCT domains for ‘Goldhill’ 512x512
test image.

Obviously, the GG model fits the empirical
distributions perfectly. By replacing the pdf of
the GG model in equation (12), the detector can
be expressed as (Cheng & Huang, 2003; Ng &
Grag, 2004)

Figure 5. pdf of the generalized Gaussian distribution for small values of c with =15
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Figure 6. pdf of the generalized Gaussian distribiition for large values of ¢ with o = 15
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Figure 7. Fig. 7. Modeling of transformed coefficients for 'Goldhill' image. Left. DWT: third level sub-
band HL3 coefficients using 9/7 biorthogonal filters. Right. DCT: a set of 12000 consecutive coefficients
in a zigzag scan order of the whole DCT transformed image starting from sample 31000.
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Thethreshold T'can be determined from equa- Watermark Detector Based on the
tion (20) where, Weibull Model
v X g O The Weibull distribution offers a good flexibility
He = a'=1c_[_ (1 - {14_'{“,3‘:':’:) to describe the statistical characteristics of the
(24) coefficients magnitude in the DFT domain (Barni &

et al., 2001). It is defined as
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) =2 )’

-1 ( i B
exp| — (—) )
@ [+ (26)
for x>0, where B > 0 is the shape parameter and
a >0 is the scale parameter of the distribution.

The n* raw moment of a random variable x that
follows the Weibull distribution is given by

m, = a”f‘(i -i-%) @7

Figure 8 shows a number of Weibull func-
tions with different parameters. When g = I, the
Weibull distribution reduces to the exponential
distribution. When f increases, it appears similar
to a normal distribution. The same test image

‘Goldhill’ is also used to show the model function
of a set of 10,000 consecutive DFT coefficient
magnitudes selected in a zigzag order of the top
right quadrant (Figure 9).

The use ofthe Weibull distribution in equation
(12) leads to the following watermark detector
(Barni et al., 2001)

] A (a1
= ?." ’-BI . .
6() = Z. 7, (“W) 9

Equation (20) can be used to derive the threshold
where,

Figure 8. Weibull functions for different values of parameters o and
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Figure 9. Modeling of DFT coefficients for ‘Goldhill’ image
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o B

_eN [1+A wi ) "—1

He = Zg:1 (—-——3-—-&1*1:-‘) : ) (29)
, LT -‘.-i

. 2
PR (144w )Pio1 (30)
® s L(_li-ﬂwff) t

EXPERIMENTAL ANALYSIS

In this section, we evaluate the performance of
the detectors discussed earlier on six 512x512
grayscale standard images with different infor-
mation content. At the detector side, the original
image is assumed to be unavailable and therefore
the statistical model parameters used to perform
a decision are directly computed from the water-
marked and possibly corrupted images. Three is-
suesare considered here. First, the imperceptibility
of the watermark which is assessed visually and
quantitatively by using the peak signal-to-noise
ratio (PSNR) as a fidelity measure. Second, the
detection performance with respect to the prob-
ability of false alarm and the probability of missed
detection. We use the receiveroperating character-
istic (ROC) curve which is widely adopted in the
literature for interpreting the performance of com-
munications systems. Eventually, the robustness
of the watermark is addressed while considering
a number of commonly used attacks.

Imperceptibility

It is worth mentioning that the watermark se-
quence consists of a sequence of 12,288 random
real numbers uniformly distributed in*[-1,1]. The
watermark casting procedure inthe DFT and DCT
domains is similar to that used in Barni et al.
(1998, 2001), respectively. In Cox et al. (1997), a
set of the largest coefficients in the DCT domain
were selected to hold the watermark sequence.
However, this would require the original image
to determine those components which hide the
watermark since the watermarked data may be

distorted. We have experimentally found that
the approach used in Barni et al. (1998, 2001) to
insert the watermark is more practical and brings
comparable performance to that of Cox et al.
(1997). This is justified by the fact that most of
an image energy is packed into the low frequency
components. Thus, the largest coefficients in the
DCTand DFT domainsare very likely to be found
when scanning the image in a zigzag order start-
ing from the first non-zero frequency coefficient.
In the DWT domain, the watermark is embedded
as suggested in Ng and Grag (2005). That is, all
coefficients in the sub-bands of the third level,
except the approximation sub-band, are used to
insert the watermark sequence. In the DCT and
DFT domains, the start point for embedding the
watermark in a zigzag order has been selected in
such a way the PSNRs obtained are close to those
delivered inthe DWT domain. Inthe experiments,
the start point has been set to 1200 for the DFT
and 4000 for the DCT. The PSNRs are plotted in
Figures 10-12 for various test images.

In the evaluation of watermarking systems,
two differenttypes of imperceptibility assessment
can be distinguished: guality and fidelity (Cox,
Miller, & Bloom, 2002). Fidelity is a measure of
the similarity between the watermarked data and
the original one. The quality assessment, on the
otherhand, is concerned with obvious processing
alterations without referring to the original data.
In other words, only high quality of the water-
marked data is targeted. In this chapter, fidelity
is the perceptual measure of our concern.

From the first set of experiments, two relevant
points arise when measuring the distortions by
PSNRs. First, as pointed out in Jayant, Johnston,
and Safranek (1993), although the automated
fidelity test adopted here is often used in the
literature, it does not reflect the true fidelity in
some cases, Indeed, the visual imperceptibility
also depends on the data content. The higher the
frequency content exhibited in the image, the
better the imperceptibility expected. Figure 13
shows an example of two test images with dif-
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Figure 10. PSNR of watermarked images in the DWT domain
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Figure 11. PSNR of watermarked images in the DFT domain
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Figure 12. PSNR of watermarked images in the DCT domain
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Figure 3. lllustration of a case in which PSNR cannot reflect the imperceptibility of the watermark. (a)
Original Lena. (b) Watermarked Lena in the DFT domain PSNR=41.46 dB. (c) Original Baboon. (d)
Watermarked Baboon in the DFT domain PSNR=39.62 dB.

Figure 14. Visual effect of the watermark casting in different transform domains.  (a) Watermarked
Lena in the DWT domain PSNR=41.55. (b) Difference image with magnitudes multiplied by 20 in the
DWT case. (c) Watermarked Lena in the DFT domain PSNR=41.46 dB. (d) Difference image with mag-
nitudes multiplied by 20 in the DFT case.

(b)

continued on following page
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Figure 14. continued

Figure 15. ROC curves. Left side graphs: ROCs for Lena, Right side graphs: ROCs for Baboon. Top:
watermarking in the DWT domain. Middle: watermarking in the DFT domain. Bottom: watermarking
in the DCT domain.

- — . . — e 1 = pog -
—— 3005 — —— 005 - ,
09t — — 3008 e // 09} — — 4008 = P
-
08| ' / L - -
507 / o7 - q
£ / H P s
i goe
Los & - .
2 s / i B osp”
‘ Jo e
04 2
& P L /’
£ /’ > /’
02 g a1
01k
w0* '

]
0* 0’ 0 0° 0" TN 10° w0’ 0
Probabdaty of lakse alam Puiababdty of false alarm

j

g 09, g - ﬁ;'ﬁ
r—"__-i A~ &
osf~
£ §aor o
H i -
] 508 /
s s /
§ T Fos
£ - Eoe -
[P sl & v
— ~
02 = 03 /
4l 02
o1 - e
0
; 0
0™ " w0 w0 ) 0 0" 0" o' w0 10" 10*
Fuobaaity of fals alann Probabaity of talee alasm
1 = 1
— 005 - 005 -
ug ‘*"A:ﬂ(l‘l_l.f — 03H — — ruo00 e T
= o R -
08 - L L] -~
b / - p
o7 o7 - s
< e /
H - el
go8 s g asf s
/ -
T a5 / = 05 4
g 04 7 Fos
03 . 03 s
(R P 02 P
— =
orp— o —
L —
ol . i « s, .
10° 10 0! 10° 0! 10’ 10" wa’ 10° 0* w0* 0’ w0t
Probabibty uf false stasm Prababubty of alse atosm

132




Statistical Watermark Detection in the Transform Domain for Digital Images

ferent frequency content. Obviously, PSNR, as a
perceptual model, suggests that the watermarked
version of ‘Lena’ should be perceptually better
than the watermarked ‘Baboon’ image. However,
the watermarked ‘Lena’ shows more visibledistor-
tions when compared to the original image. The
second point that should be mentioned is that a
wavelet transform offers the best imperceptibil-
ity of the embedded watermarks when compared
to the other transforms. This transform actually
provides an image-dependent distortion that is
mostly concentrated at edges and detail regions.
It is well known that the HVS is less sensitive to
such regions compared to uniform and non-tex-
tured regions. Figure 14 illustrates an example
of the ‘Lena’ image holding the same watermark
in different transform domains. From this figure,
it can be seen that the watermarked images in
the DFT and the DCT domains show more no-
ticeable distortions when compared against the
watermarked image in the DWT domain. The
difference image clearly shows the image depen-
dency of the watermarking in the DWT domain.
The distortion, which is similarly introduced in
the DFT and DCT domains, appears like a noise
independent of the host image.

Detection Performance

In order to gauge the performance of the detec-
tors, a number of test images were watermarked
using A=0.05 and }=0.08 in different transform
domains. ROC curves were used to assess the
watermark detection. These represent the varia-
tion of the probability of correct detection against
the probability of false alarm. A perfectdetection
would yield a pointat coordinate (0,1) of the ROC
space meaning that all actual watermarks were
detected and no false alarms are found. Without
loss of generality, the results on two sample im-
ages are plotted in Figure 15.

Obviously, the larger the watermark strength,
the better detection performance is. In fact, from
the standpoint of the signal detection theory,

the watermark strength can be thought of as
the signal amplitude. Higher values for signal
amplitude make the hypotheses H, and H, more
distinguishable. Also, it can easily be seen that
the 'Baboon' image, which carries more details
and texture information than 'Lena’, does offers
animproved detection. This is justified by the fact
that most of the transform coefficients thathold the
watermark for 'Baboon' are larger. Indeed, since
the watermark casting depends on the coefficients
magnitude in the multiplicative case (see equation
(1)), the coefficients with larger magnitude ensure
significant presence of the watermark.

From the experiments, the performance of the
Weibull model-based detector inthe DFT domain
is significantly better than that obtained with the
DCT detector which, in turn, outperforms the
DWT detector for all the test images. Indeed,
at the same probability of detection, the DFT-
based detector delivers the smallest probability
of false alarm in comparison with the DWT- and
DCT-based detectors. The DFT domain offers an
effective solution to embed the watermark in the
sense that it permits attractive ability of detec-
tion. However, in practical situations, this should
be viewed in connection with the robustness of
watermarks when the host data is altered with
intentional or unintentional manipulations. The
following section is devoted to analysis of the
watermark robustness in the transform domain.

Robustness Analysis

In the set of experiments carried out, six various
well known images were used. Namely, ‘Pep-
pers’, ‘Lena’, ‘Baboon’, ‘Barbara’, ‘Goldhill’,
and ‘Boat’. As mentioned earlier with regard to
the imperceptibility, and in order to make com-
parison as fair as possible, A is set to 0.18 for the
DCT and DFT domains. For the DWT domain
A=0.2. The robustness of embedded watermarks
is measured against standard image processing
and geometric manipulations. Given six differ-
ent watermarks, each one of them is embedded
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Table 1. Robustness of embedded watermarks in the transform domain. QF: Quality Factor. v : vari-
ance. W: Window size. P: Number of pixels the image is shifted up and lefi. C: size of the cropped image
(center part) compared to the original one. a: rotation angle (in degrees).

Attack

DWT

DFT DCT

OF=90

JPEG compression

1 I

OF=75

OF=10

OF=5

0
0
0

Gaussian white v=500

Noise addition v=1000

v=2000

v=4000

v=8000

v=1600

clclole|lo

clolo
—

Mecdian filtering W=3x3

—

W=5x5

=Tx7

W=9x9

Shifting

P=10

P=50

P=150

P=200

Cropping C=95%

C=90%

C=80%

C=70%

C=60 %

OOOOOC}OOCOOOO

Rotation a=0.1

a=0.2

a=0.5

a=0.6

=2 =1 1

into a test image. For each image, a set of $1000$
watermarks is presented to the detector. Among
these watermarks, there is only one watermark
sequence that is actually embedded in that image.
For all the watermarked images, the detection is
said to be accurate (denoted by 1) if none of the
fake watermarks is detected while the actual one
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is correctly detected. Otherwise, the detection
will be inaccurate (denoted by 0). The theoreti-
cal probability of false alarm P, , which is used
to determine the decision threshold in equation
(20), has been fixed at 10-¢. The results are sum-
marized in Table 1.
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From the results, it can clearly be seen that the
detector operating in the DW T domain performs
poorly when compared with those implemented
in the DCT and DFT domains. Unlike the DCT
and DFT, which are invariant to small rotational
and translational manipulations,' the DWT does
not exhibit such desirable properties. Therefore,
the embedded watermarks in the DWT domain
cannot be recovered even for those attacks of
slight visual impact on the watermarked images.
[tcanalso be observed thatthe DFT shows attrac-
tive ability to detect the embedded watermarks
in small sub-parts of the watermarked images.
This cannot be achieved in the DWT and DCT
domains although significant portions from the
watermarked images were maintained in some
experiments (95% of the watermarked images).
Finally, it should be mentioned that the DCT
detector provides the best robustness to noise
addition attacks. Overall, the DCT and DFT de-
tectors perform closely well and show significant
superiority over the DWT detector.

CONCLUSION

This chapter discussed the problem of multiplica-
tive watermark detection in the transform domain.
The optimum watermark detection is based on
the information theory and can be formulated as
a detection of a known signal in noisy observa-
tion. In one-bit watermarking, the requirements
on the robustness and imperceptibility are es-
sential. Robustness refers to the ability to detect
the watermark after common signal processing
operations. The challenges in the design of such
watermarking systems are that the requirements
are generally conflicting with each other. Indeed,
aperfectimperceptibility of the watermark can be
obtained while reducing the watermark strength.
However, such improvements come at the price
of the robustness.

The transform domain yields better per-
formances in terms of imperceptibility and

robustness. We have focused on the watermark
detection in three different transform domains
that are widely used in the literature: DWT, DFT,
and DCT. The GG and the Weibull models have
been used to describe the statistical behavior of
the transform coefficients in order to derive the
decision rule.

The watermark imperceptibility in the trans-
form domain has extensively been discussed
through several experiments. The difficulty in
measuring the visual perceptibility of the water-
mark lies in the fact that the automated evaluation
is deceiving in some particular cases. Indeed,
such a perceptual assessment treats changes in all
regions of an image data equally. However, human
perception mechanisms are not uniform.

The experimental results have shown that
the DWT offers better visual fidelity with an
image dependent watermark casting effect when
compared against the DFT and DCT. That is, the
distortions introduced affect the high activity
regions in which the HVS is less sensitive. In
the second set of experiments, we have studied
the ability of detection in the transform domain
without any attack. ROC curves have been used
to assess the detection performance. It has been
observed that the DFT detector considerably
outperforms the DCT detector which, in turn,
provides a better detection than that obtained with
a DWT detector. The robustness of the watermark
has also been addressed through different com-
mon intentional and unintentional manipulations.
With acomparable visual fidelity of the cmbedded
watermarks, the DFT and DCT detectors, though
performing very closely, have shown to provide
significant improvements over a detection in a
DWT domain.

FUTURE RESEARCH DIRECTIONS

Several research trends attempt to adapt the wa-
termark embedding procedure to the sensitivity
of the HVS. For this purpose, a perceptual model
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can be used to select the best suited coefficients
to hold the watermark in the transform domain.
However, one should pay attention to the effect of
image processing manipulations on the perceptual
masking at the detector side. Indeed, a vulnerable
perceptual model would certainly mislead the
detection of an embedded watermark. The water-
mark strength can also be selected in an adaptive
way depending on the reliability of transformed
coefficients to increase the robustness of the
watermark. It would be interesting to consider
translation/rotation invariant transforms such
as Fourier-Mellin transform which may provide
an efficient way to tackle the robustness issue
against geometric attacks. The modeling of the
signal distortions due to commonly used image
processing manipulations such as low pass filter-
ing and compression could be useful to develop a
robust detector that considers such alterations as
uncertainties in the statistical model of the host
image. Finally, as shown in this chapter, further
investigation is required to develop an effective
assessment measure of the imperceptibility of
watermarks since there is nometric available in the
literature so far that satisfies the need perfectly.
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ENDNOTES

' The DCT isactually thereal part of the DFT.

Approximately, it shares the same invariance

properties with the DFT to small rotations

and translations.

To make the formulation of the detection

problem as general as possible, the pdf is

not specified.

*  Taylor’s series can be used up to the first
order to approximate the expression in the
integral about the point A = 0.

2




