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ABSTRACT
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Master of Science Thesis
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Master’s Degree Programme in Information Technology
October 2019

Radar systems are radios to sense objects in their surrounding environment. These operate
at a defined set of frequency ranges. Communication systems are used to transfer information
between two points. In the present day, proliferation of mobile devices and the advancement of
technology have led to communication systems being ubiquitous. This has made these systems
to operate at the frequency bands already used by the radar systems. Thus, the communication
signal interferes a radar receiver and vice versa, degrading performance of both systems. Different
methods have been proposed to combat this phenomenon. One of the novel topics in this is the
RF convergence, where a given bandwidth is used jointly by both systems. A differentiation
criterion must be adopted between the two systems so that a receiver is able to separately extract
radar and communication signals. The hardware convergence due to the emergence of software-
defined radios also motivated a single system be used for both radar and communication.

A joint waveform is adopted for both radar and communication systems, as the transmit signal.
As orthogonal frequency-division multiplexing (OFDM) waveform is the most prominent in mobile
communications, it is selected as the joint waveform. Considering practical cellular communication
systems adopting OFDM, there often exist unused subcarriers within OFDM symbols. These
can be filled up with arbitrary data to improve the performance of the radar system. This is
the approach used, where the filling up is performed through an optimisation algorithm. The
filled subcarriers are termed as radar subcarriers while the rest as communication subcarriers,
throughout the thesis.

The optimisation problem minimises the Cramer–Rao lower bounds of the delay and Doppler
estimates made by the radar system subject to a set of constraints. It also outputs the indices
of the radar and communication subcarriers within an OFDM symbol, which minimise the lower
bounds. The first constraint allocates power between radar and communication subcarriers de-
pending on their subcarrier ratio in an OFDM symbol. The second constraint ensures the peak-
to-average power ratio (PAPR) of the joint waveform has an acceptable level of PAPR.

The results show that the optimised waveform provides significant improvement in the Cramer–
Rao lower bounds compared with the unoptimised waveform. In compensation for this, the power
allocated to the communication subcarriers needs to be reduced. Thus, improving the perfor-
mances of the radar and communication systems are a trade-off. It is also observed that for the
minimum lower bounds, radar subcarriers need to be placed at the two edges of an OFDM sym-
bol. Optimisation is also seen to improve the estimation performance of a maximum likelihood
estimator, concluding that optimising the subcarriers to minimise a theoretical bound enables to
achieve improvement for practical systems.

Keywords: radar, orthogonal frequency-division multiplexing, joint sensing and communication,
OFDM, RF convergence, OFDM radar
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1 INTRODUCTION

1.1 Background

From the advent of time, it was seen necessary for mankind that some form of information
be transferred from one place to another. In the modern world, this task is handled by
radio systems. In addition to communication, other important radio systems are radars
that transmit electromagnetic waves towards the environment and using the reflections
received at the radar receiver, create a map of the possible objects in the environment.
There are different forms of radar systems for different applications in many fields includ-
ing but not limited to weather forecasting, military applications, medical purposes, aviation
and road traffic measurements. Different communication systems prevail for different ob-
jectives in different fields, but the most common ones are GSM, 3G UMTS, LTE and 5G
New Radio (NR) mobile communication systems.

Radar and communication systems usually function separately from each other. Their
independence means that each systems’ performance is not dictated or hindered by the
other system because each is given a specific frequency range to operate. Development
of technology resulted in the proliferation of mobile devices and communication systems
became ubiquitous. Due to this reason, communication systems have crowded the fre-
quency spectrum and radar systems cannot anymore operate on specific frequencies but
have to share the available spectrum with the communication systems. Due to this co-
location of the two systems and operation on the same frequency bands, each system
causes interference on the other. The performance of both systems is degraded due to
this phenomenon.

Different methods are being developed to address the issues due to this co-existence
[15], which can be depicted in four levels as in Figure 1.1. The most basic level is when
both systems work independently and nothing is done to mitigate the interference. This is
shown as the first level in the figure as isolation. Thus, this degrades the performance of
both. In the next level, each system tries to quantify the effect of interference by the other.
If at least a portion of the actual interference is quantified correctly, this can be cancelled
from the overall interference to gain a small amount of performance improvement. In the
next category, the two systems mutually exchange information between themselves so
that quantification of interference is better than the earlier level. Therefore, much better
performance improvements are observed since the information exchanged is deliberate
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and reliable. The final category RF convergence, is the most novel category which is
the topology used in this Master’s thesis, where a given bandwidth is shared between the
two systems. Based on the mechanism by which the separation between the two is done,
various solutions have surfaced, which are discussed broadly in Chapter 3.

Figure 1.1. Different levels of joint radar and communication systems

1.2 Motivation and scope

Different procedures are adopted in practice to separate the operations of radar and
communication systems under RF convergence. This thesis narrows the scope of these
solutions to multicarrier systems, specifically orthogonal frequency-division multiplexing
(OFDM) systems that would separate the joint bandwidth between the two systems. The
OFDM waveforms are used in the newest mobile communications systems, LTE and
5G NR. So, employing the same OFDM waveform for radar purposes would essentially
mean that the signal processing involved is the same for both systems. Also, the same
hardware could be used that would enable to reduce the cost of the devices because two
systems do not need to exist, and only one is enough, with software-defined radios being
an example.

In mobile communication systems adopting OFDM, there are often unused subcarriers
within OFDM symbols. These can be filled up with arbitrary data so that it improves the
performance of the radar system. The motivation to use OFDM waveform for both radar
and communication systems in this thesis is due to this where the filling up of these sub-
carriers is performed through an optimisation algorithm, which minimises the variances of
the errors made by the radar system in estimating delay and Doppler parameters, while
the performance of the communication system is kept at an acceptable level.
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1.3 Objectives

For a radar system to estimate the range to a target accurately, it needs to estimate the
delay between the transmitted and received signals. Similarly, to estimate the velocity
of the target accurately, the Doppler shift between the transmitted and received signals
must be estimated. Accuracy in these parameter estimates is the governing factor for
the reliability of a radar system. The first objective of this thesis is to mathematically
model the radar and communication systems. The second objective is to derive the lower
bounds for the variances of the errors made by the radar system in estimating the delay
and Doppler of a target. The signal-to-noise ratio (SNR) of the communication system
is also derived. Based on these metrics for the radar and the communication systems,
performing numerical optimisation to obtain a joint waveform is the next task in hand.

It is the case that minimising the error variances of the radar system has an inverse
relationship with improving the SNR of the communication system. It is essential that both
systems have an acceptable level of performance, without compromising one system’s
performance over the other. The penultimate objective is to find the region where both
systems can work together with minimal performance degradation. The final objective is
to evaluate the performance of optimisation with a practical scenario. For this, maximum
likelihood estimation is performed to estimate the delay and Doppler parameters and
a comparison of the errors is performed between the optimised and the unoptimised
waveforms.

1.4 Results

Based on the mathematical formulation, an optimisation problem is formulated to min-
imise the error variances of the delay and the Doppler estimates, while also ascertaining
the communication system’s performance is at an acceptable level. It also outputs the
indices for the radar and the communication subcarriers within an OFDM symbol for this
minimisation. The formed optimisation problem is evaluated in MATLAB R⃝ to find the joint
OFDM waveform.

It is observed that the error variances in the estimates of the radar system can be re-
duced significantly by this optimisation. In compensation for this, the power allocated for
the communication subcarriers needs to be reduced. Thus, by having some fixed level
of performance for the communication system, it is possible to improve the radar perfor-
mance. It is also observed that to minimise the error variances, the radar subcarriers
should be ideally placed at the edges of an OFDM symbol. Further, the suitability of this
optimisation algorithm is evaluated for a practical scenario using a maximum likelihood
estimator (MLE). It is seen that the optimised waveform outperforms the unoptimised one,
concluding that minimising a theoretical lower bound enables to improve the performance
of a practical system as well.
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1.5 Organisation

The organisation of the remainder of the thesis is as follows. Chapter 2 is dedicated to the
theory behind radio systems. It first narrates the basics about general radios and more
specific software-defined radios. Next, it addresses the fundamentals of radar systems,
including different signals used and the methodology through which the radar system
gains information about the targets in the environment with the help of the detection the-
ory. Radar range equation is also discussed which is used to calculate the power required
to detect a target at some distance. Fundamentals of communication systems are dis-
cussed next, along with the theory behind OFDM systems. Elements common to both
radar and communication systems are addressed next as the final section. Chapter 3
concerns joint systems and discusses the reason for both systems to work together in
the future for improvement of performance. Rest of the chapter is solely about the state
of the art methodologies to achieve this. It mainly focuses on the RF co-existence, co-
operation and convergence topologies used in the literature. Chapter 4 is devoted to
deriving the mathematical model for the OFDM waveform to be used as the joint radar
and communication waveform. It further discusses the error variances of the delay and
Doppler estimates of the radar system. The Cramer–Rao lower bounds for those esti-
mates are derived and an optimisation problem is formed to minimise this. Chapter 5
analyses the results of the thesis. Chapter 6 is about the conclusion and future work
pertaining to this thesis.
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2 RADIO FUNDAMENTALS

The electromagnetic spectrum encompasses electromagnetic waves from frequencies
as low as 3 Hz up to much higher frequencies extending beyond hundreds of YHz. This
spectrum is categorised based on the applications that use a collection of frequency
range. Each section has its own characteristics depending on their wavelengths and the
equipment used to propagate these waves. The frequencies in the range 3Hz-300GHz
are categorised as radio waves and used mainly in radio systems [90]. Compared with
other frequencies, they reflect, scatter and diffract instead of being dissipated or absorbed
by the surrounding objects. Another factor which makes it favourable for use is they are
safe for humans, which is not the case for much higher frequencies such as X rays and
γ rays [24]. Radio systems have their use in many fields where information needs to be
transferred between two points. The source point is usually called a transmitter (TX) and
the destination point is the receiver (RX). Block diagram of a general-purpose radio TX
and RX is given in Figure 2.1 [34].
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Figure 2.1. Block diagram of a typical radio system

Top part of the figure corresponds to the TX while the bottom part is for the RX. The re-
ceived electromagnetic signal y(t) is usually centred around some radio frequency (RF),
termed as the carrier frequency. This is captured by the antenna and transformed into
a time-varying electrical signal and fed into the RF front end. The most common com-
ponents here are filters, an amplifier and a mixer. Usually, the frequency content of the
signal captured by the antenna is much larger than the actual signals’ bandwidth (BW).
Thus, to select only the frequency content corresponding to the signal, it is first filtered,
either at once or by a series of filters.
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Usually the power of the signal received is quite low and thus it is amplified next. In the
RX, a low noise amplifier (LNA) is adopted for this purpose. To make the processing
feasible in the following blocks, the signal is down-converted to baseband with the help of
the mixer. This operation essentially moves the frequency content which was around the
carrier frequency to baseband around zero frequency. This signal is still in continuous-
time domain and needs to be converted into digital domain and this is the task of an
analog to digital (A/D) converter. The task of the digital signal processor (DSP) is to
convert these samples to information that makes sense to the radio user.

Similar operations are performed in the view of a TX. Some user data is fed to the DSP for
processing and then it is converted into digital domain and then again to analog domain
with the digital to analog (D/A) converter. This continuous-time signal is up-converted to
a carrier frequency and amplified with the help of a power amplifier (PA). The amplified
signal is then given as an input to the antenna to convert it as an electromagnetic radiation
and sent as x(t). These operations regarding TX and RX are discussed broadly later in
the chapter.

An important distinction that needs to be made is regarding the baseband and RF signals.
An RF signal is simply a real-valued time-varying sinusoidal signal denoted as [94] 1

x(t) = ARF(t) cos (2πfct+ ϕ(t)) (2.1)

= ARF(t) cos (ϕ(t))  
xI(t)

cos (2πfct)−ARF(t) sin (ϕ(t))  
xQ(t)

sin (2πfct) , (2.2)

where ARF(t) is the time varying amplitude of the sinusoid, fc is the carrier frequency
and ϕ(t) is a time-dependent phase. The signals xI(t) and xQ(t) are called the in-phase
(I) and quadrature (Q) components. These can be combined to denote the complex
baseband signal xBB(t) as

xBB(t) = xI(t) + jxQ(t). (2.3)

Therefore, the relation between the baseband and RF signals can be given as

x(t) = ℜ
(
xBB(t)e

j2πfct
)
, (2.4)

where the RF signal is simply the real part of the frequency-shifted baseband signal.

This thesis is concerned with two applications of radio systems, namely radar and com-
munication systems. There are different parameters that define signals intended for a
particular system. When all those parameters are fixed and defined, they are also called
waveforms. As such, the latter sections discuss different waveforms in this regard.

1The following content on RF signals was adopted from the lecture notes of Mikko Valkama, Jukka Talvitie
and Markku Renfors in the course Communication Theory, Tampere University of Technology.
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2.1 Software-defined radio transceivers

In the past, most radio systems have been designed to perform one single task. This
was done so because it is easier to optimise one system when its’ intended function
is fixed. With the advent of time, it was seen necessary that radio devices be flexible.
As a solution to this, first emerged software-controlled radio (SCR) [65], as depicted in
Figure 2.2. The difference here is that within the radio some fixed waveforms are defined
and the microprocessor has the control to select one of the waveforms depending on the
application. An example for this is a mobile device capable of operating between GSM
and WCDMA systems.
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Figure 2.2. Architecture of an SCR

The evolution of SCR led to software-defined radio (SDR). An SDR is capable of gener-
ating any waveform by changing the processing as required, and is not confined to use
fixed waveforms [47]. Figure 2.3 shows the block diagram of an SDR.

SDR TX The architecture of this is depicted in Figure 2.3(a). User data is fed as input to
the SDR, to generate an arbitrary waveform. It can be either to generate a communication
waveform or a radar waveform. Depending on that, the signal processor produces the I/Q
samples. These are in turn supplied to the D/A converter to generate the time-domain I/Q
signals after passing them through low-pass filters (LPF), which essentially captures the
complex baseband signal defined in (2.3). Each I/Q signal is then multiplied by the carrier
RF and added to generate the RF signal as in (2.2). The RF signal is then amplified to the
required power level with the help of the PA. It is possible that the PA generates additional
frequency components that are not required for transmission, due to the non-idealities.
To remove those, a band pass filter (BPF) is used and fed to the the TX antenna to be
sent as the TX signal x(t).

SDR RX The received RF signal y(t) is first filtered with a BPF to obtain the frequency
content corresponding to the actual signal, as in Figure 2.3(b). It is then amplified with the
help of an LNA. This signal is then down-converted either to baseband or to an interme-
diate frequency (IF). This is some fixed frequency to which the signal is down-converted
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Figure 2.3. TX and RX architectures of an SDR

to. It is possible to have a series of IF where at each down-conversion, the IF is lower
than the earlier one. It is then passed through a LPF to obtain the baseband time-domain
signal yBB(t). This signal is then converted into digital domain through a process called
sampling and quantisation. The continuous-time signal is sampled at a sampling fre-
quency Fs. This essentially means that the time-domain is discretised and the individual
discrete samples are denoted as

yBB[l] = yBB

(
tl
Fs

)
, (2.5)

and yBB[l] is the discrete sample corresponding to the time instant tl = l
Fs

, l = 0, ..., L−1,
where L is the total number of samples. Since the amplitude of the time signal is still
continuous, it is also discretised with quantising to some discrete levels. These levels are
finally mapped to a binary set by denoting each level as a binary number, to obtain the
digital I/Q samples. These samples are inputted to the signal processor to extract the
required information.
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Figure 2.4. Historical and modern radar systems

2.2 Radar systems

The word radar is a common term that has been there for many decades. The meaning
behind this once-acronym is radio detection and ranging. That is, it transmits a signal
in the range of radio waves towards the environment. When this signal collides with an
object in the environment, it reflects in different directions and is also reflected again
towards the radar receiver. A conventional radar system is shown in Figure 2.4(a), where
the radar TX and the RX are at the same location. Here, x(t) is the TX signal and yr(t)

is the RX signal at the radar transceiver (TRX). This RX signal is then used for target
detection. The reflected signal in real word scenarios is usually attenuated or amplified for
different frequencies and time instants and some forms of noise added on top of that with
atmospheric noise, solar noise and industrial noise being some examples [33]. Further,
interference can happen from different other systems working on the same frequency
band. Amidst all these unwanted noise and interference, the radar RX needs to perform
target detections. With some additional processing, it is possible to gain information
about different details of those targets since the parameters of the reflected signal are
different from the transmitted one, depending on the target dynamics. These differences
are used to gain information about the said target dynamics which are: target position
which entails azimuth angle, elevation angle and the range to the target and also the
velocity of the target relative the radar TRX.

Figure 2.4(a) shows historical radar systems where the TX waveform is fixed for a partic-
ular application. Figure 2.4(b) shows the same radar system where all the processing is
done by an SDR, and is considered a modern radar system. As a result, the TX wave-
form is not anymore fixed, but able to change it for a wide variety of applications. Here,
the user only needs to input the complex samples and the waveform is generated within
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the SDR. The flexibility of using an SDR for waveform generation is that the waveform is
dependent only upon the complex samples that are supplied as input for the SDR. The
reflected signal is captured by the RX SDR and the inverse operations are performed to
yield the received complex samples. Since the TX samples are known, a comparison is
made with the RX samples to perform radar processing. This is the future direction of
radar envisioned by many researchers in the field and is the basis for this thesis.

2.2.1 Signal models

Transmission

Mainly, two types of transmit waveforms are employed by radar systems depending on
the application. These are the continuous wave (CW) signals and pulsed waveforms.
This thesis uses CW as the signal type, but with OFDM waveform, unlike conventional
radar.

Continuous waveforms The most basic continuous waveform in RF is a sinusoidal
tone. This waveform cannot be used for target range detection but only for velocity es-
timation. Thus, it is used for low power and low cost applications. To make CW signals
applicable also for range estimation, they are usually frequency modulated or phase mod-
ulated, giving rise to frequency modulated continuous wave (FMCW) and phase modu-
lated continuous wave (PMCW) waveforms [70]. An FMCW signal has the following time
domain characterisation in baseband:

xBB(t) = cos

(
π

B

Tsw
t2
)
, 0 ≤ t ≤ Tsw. (2.6)

Signal frequency is changed gradually and linearly across the whole bandwidth B within
a time period Tsw, which is also called the sweep time of the FMCW signal. This is shown
in Figure 2.5(a). The corresponding time-domain waveform is shown in Figure 2.5(b).
Before transmission, the baseband signal is modulated to a carrier frequency fc and the
time-domain signal x(t) in RF can be written as

x(t) = cos

(
2πfct+ π

B

Tsw
t2
)
. (2.7)

Signal transmission and reception are done simultaneously in CW systems. Due to this,
the TX signal couples to the RX signal and it is known as self-interference (SI). Usually
the RX signal is weaker when compared with the TX signal, and thus SI completely floods
the RX signal. An important concept in radar terminology is the clutter, which refers to the
target returns that are not needed for the particular radar application [75]. Usually SI will
have the same behaviour as the target clutter. So, in these systems additional processing
needs to be performed to remove the TX signal from the RX signal.
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Figure 2.5. Spectogram and time-domain plots of an FMCW signal

Pulsed waveforms In contrast to CW systems, pulsed waveform systems do not trans-
mit all the time. Instead, they transmit at a particular time period and in the next time
period, they do not perform any transmissions but listen for any received signal. Dur-
ing the time period which corresponds to the pulse width, the radar TRX transmits the
signal and during the silent period, it listens to any receptions. The time-domain signal
expression for the pulsed waveform xr(t) is

xr(t) =

M−1∑
m=0

x(t)p(t−mTsym), (2.8)

where x(t) is the transmit signal in RF, M is the number of pulses and Tsym is the time
duration which is the sum of the pulse width T and the silent period of one pulse and

p(t) =

⎧⎨⎩ g(t), 0 ≤ t ≤ T,

0, T < t ≤ Tsym,
(2.9)

where g(t) is the pulse shape during the time interval corresponding to the pulse width.
In radar systems, usually a train of rectangular pulses is adopted as shown in Figure 2.6.
One drawback of pulsed waveforms is that when they are in the transmission phase, it
cannot simultaneously perform reception. As such, for the time duration corresponding
to the pulse width, the radar system is unable to perform target detection. This creates
a blind zone around the radar, which is the minimum distance beyond which the radar is
able to detect targets.

Reflection and reception

Despite the type of waveform used for transmission, it undergoes the same effects from
the environment. When the transmitted signal hits an object, it gets reflected and travels
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back and is received by the radar transceiver, after some delay. If the target was also
moving, the RX signals’ frequency-domain spectrum is shifted compared to that of the TX
signal. This shift, also termed as the Doppler effect, is based on the velocity of the target.
If the target approaches the radar, it is a positive Doppler shift whereas if it recedes, it is
a negative shift. Assuming targets are ideal points, the RX signal is

yr(t) =
K∑
k=1

Akxr(t− τk)e
j2πfD,kt + v(t), (2.10)

where K,Ak, τk, fD,k are the number of targets, respective attenuation, delay and Doppler
shift due to each target and v(t) is the noise signal. This can be simplified by substituting
from (2.8) as

yr(t) =

K∑
k=1

Ake
j2πfD,kt

M−1∑
m=0

p(t− τk −mTsym) + v(t). (2.11)

Assuming only one target and one pulse, this can be simplified to observe the effect of
reflection from the target as

yr(t) = Ap(t− τ)ej2πfDt + v(t). (2.12)

This shows that the received pulse is delayed by some delay τ and also having some
Doppler shift fD. Figure 2.7(a) depicts the transmitted and received rectangular pulses in
time-domain, if the attenuation on (2.12) is neglected. The pulse is reflected and received
back after some delay. Since the radar transceiver has knowledge of the transmitted time
instant and therefore the time it took for a particular pulse to arrive back, the delay to the
target can be estimated, which is shown in the figure. After this delay is known, the range
to the target is easily calculated from an equation of linear motion as

R =
cτ

2
. (2.13)
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A time-domain rectangular pulse maps to a sinc pulse in frequency domain. Figure 2.7(b)
shows the frequency domain plot for TX and RX pulses. Sinc pulse corresponding to the
received pulse can be seen to be shifted in frequency with respect to that of the TX pulse.
This difference is the Doppler shift and the magnitude of the velocity v is then given by,

v =
fdλ

2
, (2.14)

where fd is the measured Doppler shift and λ is the wavelength corresponding to the
carrier frequency.

2.2.2 Radar range equation

For a given application, there is usually a target that needs to be detected at some max-
imum range. The radar range equation is used to calculate the needed transmit power
so that the signal can travel this maximum distance. Considering the noise level, signal-
to-noise ratio (SNR) at the radar transceiver can also be calculated. For a pulsed radar
system employing M pulses and assuming coherent addition of those, the radar range
equation is given below as [75]

SNR(M) =
PtotalG

2βλ2M

(4π)3R4kT0FB
. (2.15)

The derivation of this is a three-step process: transmission, reflection and reception.
When a TX transmits some signal at power PT , received power at a distance R is

PRX,target =
PtotalGTβ

4πR2
, (2.16)
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where the directivity gain of the radar TX is GT . Since the targets can have different
shapes, sizes and also different materials they are made of, a common term to quantize
the effective area of such targets is the radar cross section (RCS), which is denoted by
β. Power captured by the radar RX after the target reflection at the direction of the radar
TRX can then be written as

PRX,TRX =
PRX,targetAe

4πR2
, (2.17)

where radar receiver effective area is Ae. In antenna theory, the relation between the
antenna effective area and the gain of the antenna can be formally written as [44]

GR =
4πAe

λ2
, (2.18)

where the directivity gain of the radar RX is GR. In this thesis, since the radar transmitter
and the receiver are both considered to be the same device, the transmitter and receiver
gains are assumed to be the same with GT = GR = G. For uniformly distributed and
white Gaussian noise, the noise power at the RX is

Pnoise = kT0FB, (2.19)

where k, T0, F,B are the Boltzmann constant, temperature, noise factor and the receiver
bandwidth [6]. Using M pulses give a processing gain to yield the equation (2.15). Here,
the parameters corresponding to the antennas and the noise are usually known and
the only parameters unknown are the range and the SNR. Therefore, by selecting the
maximum range the SNR can be deduced, which allows the radar system to evaluate the
performance. This can also be done the other way such that the for a fixed SNR, the
maximum distance allowed by the radar system can be calculated.

2.2.3 Detection of targets

Detection of targets in the environment given the existence of many non-idealities is the
task of a radar system. A statistical methodology termed detection theory is used in this
regard. If a target is present in the environment, the reflected pulse is a delayed copy
of the transmitted pulse, with some attenuation. The radar system needs to accurately
determine this received pulse amidst noise and other interference. That is, it needs to
detect the received pulse. This is also termed as hypothesis testing because in order to
do this, two hypotheses need to be made, which are [45]

H0 : yr[n] = v[n], (2.20)

H1 : yr[n] = s[n] + v[n], (2.21)

where H0, H1 are the null and alternate hypotheses, yr[n], v[n], s[n] denote the samples
corresponding to the received signal, noise signal and received pulse, based on (2.11).
The null hypothesis represents the case when the received samples are only due to noise
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whereas alternate hypothesis is the case when the received samples are a concatenation
of the received pulse and noise. Assuming the noise to be normally distributed, the
probability density functions (PDF) for the two hypotheses are

p(yr[n];H0) =
1

(2πσ2)N/2
exp

(
N−1∑
n=0

−|yr[n]|2

2σ2

)
, (2.22)

p(yr[n];H1) =
1

(2πσ2)N/2
exp

(
N−1∑
n=0

−|yr[n]− s[n]|2

2σ2

)
, (2.23)

where the number of samples is N and the variance of noise samples is σ.

Existence of a target is dependent upon the Neyman–Pearson criterion which is given
below as [45]

p(yr[n];H1)

p(yr[n];H0)
> γ, (2.24)

where γ is some threshold. In a simple sense, this means that each sample is checked
against this threshold and if the sample value is higher than it, it is classified as a target.
If it is lower, it is classified as just noise. It is then intuitive that the threshold is the
deciding factor. Selecting a reasonable threshold value is dependent on the errors that
can be made as shown in Figure 2.8. The darker area denotes the errors that are made
when H0 is true, but H1 is selected anyway. In radar systems, this means that a target is
detected due to the noise, even though a target is not present in reality. These are false
alarms for the radar systems and the darker area is the probability of false alarm PFA.
Conversely, the lighter area denotes the case where H1 is true, but H0 is selected. This
would mean that the radar system cannot detect the targets that are present in reality.
These are termed as missed detections and the corresponding area is the probability of
missed detection PMD. From the figure, it can be seen clearly that increasing γ causes
less false alarms but it increases the number of missed detections. On the other hand,
decreasing γ decreases the number of missed detections while increasing the number of
false alarms. In radar systems, the complementary of PMD is used mostly, termed as the
probability of detection PD.

Since γ is the deciding factor for the performance of the radar system, it is determined
based on the application and the required PFA and PD. These probabilities are given as

PFA =

∫ ∞

γ
p(yr[n];H0) dyr, (2.25)

PD =

∫ ∞

γ
p(yr[n];H1) dyr. (2.26)

Since these depend on the threshold, another metric used by radar systems is the re-
ceiver operating characteristics (ROC), which shows the variation of PD and PFA for dif-
ferent SNR values. This allows for better evaluation of the system performance because
it is defined for all thresholds. An example for a ROC curve is given in Figure 2.9.
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Figure 2.8. Null and alternate hypotheses for the radar detection
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Each of the received samples is then mapped to a distance with the help of (2.13). These
distance values are also called the range gates. In simple terms, this can be thought
of as that each sample corresponds to a distance between the radar transceiver and
a hypothetical target. For each of these samples, detection theory is applied for the
existence of a target. After the mapping, the power of the samples can be plotted against
the range gates. Figure 2.10(a) shows the received power from a single reflection at
10km from the radar. RX power for the range gate related to the target location is the
maximum. The threshold is high enough to classify this as a target and also to prevent
any false alarms. In contrast to this, Figure 2.10(b) shows a situation where the noise had
a substantial effect on the received samples. In this case, the threshold needs to be a bit
higher than the earlier case for the detection purpose. But due to the noise, this results in
a missed detection. Also, it has caused a few false alarms due to the high noise values.

2.2.4 Processing and metrics of performance

Targets are detected in radar systems based on the comparison between the signals of
transmission and reception, searching for some similarity. The idea is to maximise the
SNR of the received signal so that the target can be detected at a reasonable precision
[75]. Towards this end, the received signal which is attenuated and corrupted with noise,
is sent through a matched filter (MF) and the output of this helps in detecting the targets
by improving the SNR. It is termed such because MF sequence h[n] is given as

h[n] = x∗[−n], (2.27)

where x[n] is the sampled sequence for the transmitted radar signal and ∗ denotes the
conjugate operation. This is to say that the MF is a mirrored and conjugated version of
the transmitted radar signal. The output of the MF yMF[n] is then given by the convolution
between h[n] and x[n] as

yMF[n] =
∞∑

b=−∞
h[b]x[n− b], (2.28)

=

∞∑
b=−∞

x[b]x∗[b− n]. (2.29)

Function which compares the similarity between two signals is the cross correlation func-
tion γ, defined as

γ[c] =
∞∑

a=−∞
x[a]y∗[a− c], (2.30)

where x[a], y[a] are the samples corresponding to the two signals and c is the index which
corresponds to the lag or the index for which the similarity is considered. Usually, c runs
from (−N

2 ) to (N2 −1), where N is the number of samples of the signal. Comparing (2.29)
with (2.30), it is evident that MF output checks the similarity between the transmit signal
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and the conjugated and delayed transmit signal. This is defined as the autocorrelation
function (ACF) of the transmit signal. Therefore, the output of the MF is simply the ACF of
the TX signal. Figure 2.11 shows the ACF of an FMCW signal. The width of the mainlobe
is proportional to the range resolution, explained a bit later in this section. Having a high
peak sidelobe level (PSL) would give the indication there there exists targets at different
time instants, which would in turn increase the number of false alarms. So to make
accurate time delay estimations, the ideal ACF of the transmitted waveform should be an
impulse at t = 0, which also means there exists no sidelobes.

The above formation of ACF neglects the existence of a Doppler shift due to the relative
velocity of the target with respect to the TX. Similar to delay estimation, a function can be
defined similar to ACF in frequency domain. The ideal waveform for Doppler estimation
should have an impulse at frequency domain at f = 0. Considering both domains, a
function can be defined as the ambiguity function (AF), which is given as [54]

X(t, f) =

∫ ∞

−∞
µ(t)µ∗(t+ τ)exp (j2πft) dt, (2.31)

where µ(t) is the transmitted time-domain signal, τ is the delay and X(t, f) is the two-
dimensional AF. This is a good indicator to evaluate the resolutions in time and frequency
domains, for arbitrary waveforms. An ideal AF would have an impulse at the origin which
is called the thumbtack shape. This corresponds to having impulses at t = 0 for time
delay estimation and f = 0 for Doppler shift estimation.

Some metrics of performance are used to quantity radar systems. Range resolution ∆r

means the minimum distance between two targets in the environment so that the radar
RX can process the received pulses and correctly differentiate those two distinctively as
two targets. If the distance difference is below than this range resolution, the received
pulses can overlap with each other which leads to incorrectly detecting only one target.
A similar metric is defined as velocity resolution ∆v, which is the minimum velocity dif-
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ference between two targets so that the radar RX is able to accurately differentiate the
two velocities. In radar systems, there is a maximum distance and velocity which can be
estimated unambiguously and are termed as maximum unambiguous range (MUR) and
maximum unambiguous velocity (MUV), respectively. For a pulse train modulated with a
carrier frequency, expressions for these are given in Table 2.1 [1],

Parameter Expression

Range resolution ∆r = cτ
2

MUR MUR = c
2∗PRF

Velocity resolution ∆v = λ
2MTsym

MUV MUV = λ∗PRF
4

Table 2.1. Performance metrics for a radar system

where c is the speed of light, τ is the pulse width, PRF is the pulse repetition frequency, λ
is the wavelength corresponding to the carrier frequency, M is the number of pulses sent
and T is the time duration of one pulse including the silent period.

Pulse compression To have a better range resolution, the pulse width should be de-
creased which in an ideal case leads to an impulse. However, decreasing the pulse
width would have a detrimental effect on the SNR of the received pulse, thus making
the detection process harder. Pulse compression separates this relation between the
range resolution and the SNR [89]. The basic idea is to modulate the transmitted pulse
in frequency or phase. As a result, the pulse can have a longer pulse width which es-
sentially increases the average power and thus the SNR. At the same time, it allows for
a better range resolution as if the pulse is having a small pulse width. Some example
techniques for pulse compression are: linear frequency modulation (LFM), binary phase
codes, Barker codes, poly-phase codes and Frank codes.

2.3 Communication systems

In the most basic sense, communication systems are employed to carry information from
one point to another. There is a communication transmitter which sends out information
and a communication receiver which gets the information sent. This information is sent
through some form of medium. A single carrier is employed in traditional communication
systems to which all the information is modulated. In contrast, a new system has emerged
which employs a set of carriers. These are known as multicarrier systems. This thesis
is concerned about a part of these systems, specifically orthogonal frequency-division
multiplexing (OFDM) systems. These multicarrier systems provide the user a number
of advantages when compared with the traditional ones, some of which are: efficient
channel equalisation strategy for frequency selective channels, ability to change different
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parameters corresponding to transmission easily and multiplexing users easily on differ-
ent frequencies. Coupling the OFDM system with the concept of SDR, architecture of
a communication system is as in Figure 2.12. Before continuing on with the description
of this block diagram, basics of a communication system [73]2 are discussed first with
respect to OFDM .

OFDM 
Modulation

TX SDR

OFDM 
Demodulation

RX SDR

Channel

TX frequency-
domain 
complex 
symbols

RX frequency-
domain 
complex 
symbols

Figure 2.12. Architecture of an OFDM system using SDR

Digital Information An important factor about modern communication systems is that
all the information considered is in digital form. If an analog signal such as speech is con-
sidered, this is converted into digital domain through sampling and quantization. Thus,
digital information simply refers to a sequence of 1’s and 0’s, more commonly known as
bits. Moreover in digital communication it is usual practice to concatenate a set of bits to
form a symbol. This concatenation is done for a set of bits which are a power of two.

Modulation and demodulation All channels that are considered in digital communica-
tion are analog in nature. Thus, information from the transmitter first needs to be con-
verted into analog domain. This is usually done by converting the symbols to continuous
wave format with the help of a D/A converter to generate the baseband signal

xBB(t) = A(t)ej(2πf(t)+ϕ(t)), (2.32)

2The following content on basics of a communication system was adopted from the lecture notes of Mikko
Valkama, Markku Renfors in the course Digital Communication, Tampere University of Technology.
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where A(t), ϕ(t), f(t) are the time-varying amplitude, phase and frequency components
defined according to the symbol formation method. Changing these in discrete steps is
termed amplitude-shift keying (ASK), phase-shift keying (PSK) and frequency-shift keying
(FSK), respectively. There is also a further modulation scheme which combines ASK
and PSK, which is to change both the amplitude and phase in discrete steps, known
as quadrature amplitude modulation (QAM). The generated baseband signal is not sent
directly from the antenna. Instead, it is first modulated/up-converted to a carrier frequency
fc to generate the RF signal

xc(t) = xBB(t)e
j2πfct. (2.33)

Therefore, the information content is centred around this frequency. After the signal is
received at the RX, it is then demodulated or down-converted to baseband for processing.

Channel Any information that needs to be conveyed from one point to the other needs
to travel through some form of a channel. When an electromagnetic wave travels through
a channel, it is received from different directions due to reflections from the targets of the
environment. So the same TX signal is received at the RX, from different directions, at dif-
ferent time instants with different amplification/attenuation. This is termed as a multipath
channel whose impulse response is given by

h(t) =
L∑
l=1

Ale
jϕlδ(t− τl), (2.34)

where total number of reflectors is L, Al denotes the attenuation per each path, ϕl is the
phase shift due to the reflection and τl is the delay of each path and where

δ(t) =

⎧⎨⎩ ∞, t = 0,

0, t ̸= 0,
(2.35)

is the Dirac delta function. Taking the Fourier transform of the impulse response h(t), one
can obtain the transfer function of the multipath channel as

H(f) =
L∑
l=1

Ale
jϕle−j2πfτl . (2.36)

As a result, the channel varies for different time instants and also for different frequencies,
which are termed time selectivity and frequency selectivity. The transmitted information
is then received at different times and frequencies with different amplification/attenuation.
This distorts the TX signal and is given by the convolution between x(t) and h(t) as

yc(t) = x(t) ∗ h(t), (2.37)

yc(t) =
L∑
l=1

Ale
jϕlAc(t− τl)e

(j2πf(t−τl)+ϕ(t−τl))ej2πfc(t−τl). (2.38)
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Apart from the communication system, different other systems usually work on the same
frequency band. These can be other communication systems, man-made systems and
professional radio networks. As a result, recovering the TX information becomes difficult
since all of the information from these systems merges on top of each other at the RX.
Such a phenomenon is called interference. There are different forms of noise added on
top of the received signal, which degrade the performance of the communication system
even further. It is the task of the RX to obtain the transmitted information accurately which
was subjected to these issues.

2.3.1 OFDM link

Figure 2.13 illustrates the steps that are adopted in the transmission and reception of an
OFDM signal, where Figure 2.13(a) shows the transmission steps while Figure 2.13(b)
shows the reception steps. An overview of these steps is given in this section [74]3.

Whole bandwidth is divided into small portions termed as subcarriers and information is
modulated to each of these subcarriers and transmitted at the same time. Information
on each subcarrier is then subjected to tight rectangular pulse shaping. As a result, on
frequency domain, each subcarrier corresponds to a sinc pulse. Each subcarrier is placed
evenly on the frequency axis such that their spacing is ∆f = 1

T where the useful time
duration of an OFDM symbol is T . In doing so, each subcarrier becomes orthogonal to
each other and as a result, at each sampling instant of the analog signal, each subcarrier
does not interfere with the other subcarriers and information could be easily recovered.
This is what the orthogonality in OFDM means.

When an OFDM signal encounters a frequency-selective channel, each subcarrier ob-
serves only a part of that channel at a given time and it can be considered flat for that
particular subcarrier. This makes the channel equalisation straightforward since just one
tap is necessary to equalise one subcarrier. Both these are depicted in Figure 2.14. This
shows the frequency-domain response of five subcarriers. It is seen clearly that each
subcarrier observes only a part of the channel and for that part, the channel observed is
flat. Transmitted baseband signal can be written as

xc(t) =

n=N
2
−1∑

n=−N
2

Xne
j2πn∆ft, (2.39)

where N is the number of subcarriers, Xn is the data symbol on each subcarrier and ∆f

is the spacing between each subcarrier.
3The following content on OFDM was adopted from the lecture notes of Mikko Valkama, Markku Renfors

in the course Multicarrier and Multiantenna Techniques, Tampere University of Technology.
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Figure 2.13. OFDM transmission and reception

Transmission In OFDM systems, one can quite freely select different modulation and
modulation orders for each subcarrier. The incoming frequency-domain complex com-
munication data symbols transmitted on each subcarrier are a serial stream and they are
converted into a parallel stream to be sent at the same time. Since many subcarriers
are used in OFDM, an efficient processing structure is needed for the whole transmission
and reception processes. This is done with the help of the discrete Fourier transform
(DFT) and inverse discrete Fourier transform (IDFT). Fast Fourier transform (FFT) and in-
verse fast Fourier transform (IFFT) operations are the computationally feasible methods
to perform the same operations. An IDFT operation for N samples is denoted by

xg =
1

N

n=N
2
−1∑

n=−N
2

Xne
j2πng

N , (2.40)

where g = (0, 1, ..., N − 1) correspond to the time-domain samples. If the IDFT operation
size is L and the number of subcarriers is less than that, zeros are padded to the parallel
stream to make the IFFT process efficient. Frequency-domain TX symbols are converted
to time-domain samples using IDFT.
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Frequency selective channel

Figure 2.14. Five subcarriers in OFDM with the channel response

One additional step is used specifically in OFDM systems to combat multipath propaga-
tion. Multipath propagation introduces inter-symbol interference (ISI) and this additionally
introduces inter-carrier interference (ICI). Due to this, the orthogonality of the subcarriers
is lost. This makes the RX tasks quite difficult and it increases the bit error rate (BER)
of the system. In order to prevent this, a guard period is added between OFDM symbols
which is termed as the cyclic prefix (CP). This preserves the orthogonality of the subcar-
riers. Part of the time-domain OFDM symbol at the end is replicated at the start of that
particular symbol, to yield the CP for that OFDM symbol. This thesis does not go into
much details about the reasons this is performed, but an interested reader can look [69]
for more information. The total time Tsym taken to transmit one OFDM symbol is

Tsym = T + TCP, (2.41)

where TCP is the guard period time. To prepare them for transmission, parallel data is con-
verted to a serial stream. The time-domain samples are fed to the SDR for transmission.
x(t) is the OFDM time-domain signal being sent.

Reception The RX simply performs the inverse operations that were done during trans-
mission. The received time-domain signal after going through the channel and added
noise is denoted by y(t). This is processed by the RX SDR and it outputs the time-
domain samples of the corresponding signal. The samples corresponding to CP are re-
moved next. In order to process all the symbols, they are converted to a parallel stream.
Using the inverse operation of IDFT, which was used in transmission, the DFT operation
makes the time-domain samples converted into frequency domain, given by

Xn =

N−1∑
g=0

xge
−j2πng

N , (2.42)
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where n = (−N
2 , ..., N2 − 1). In transmission, zeros were added before the IFFT oper-

ation to make the processing easier. These samples are removed here since they do
not carry any information in the perspective of the communication link. To compensate
for the channel imperfections due to multipath propagation, subcarrier-wise equalisation
is adopted usually. This is simply multiplying each subcarrier with a complex number,
where the equalisation coefficients are usually found with the help of pilot symbols. Re-
ceived data symbols on frequency domain are obtained by converting the serial stream
to parallel.

Channel equalisation One way to combat against multipath propagation is channel
equalisation, where an inverse operation is done to negate the effect of the multipath
channel. The multipath channel has some coefficients to represent itself. The idea in
equalisation is to estimate these coefficients reliably so their effect can be minimised. To
achieve this, the transmitter sends some known symbols to the receiver, more commonly
known as pilot symbols, within the information bearing symbols. When these symbols
get sent through the channel, they get attenuated and phase-shifted. Since the receiver
knows these symbols beforehand, it can reliably estimate the effect of the channel by the
comparison between TX and RX pilot symbols. In doing so, the receiver estimates the
channel coefficients.

Zero-forcing (ZF) equalisation is used in this thesis. The received frequency-domain
symbol at each subcarrier can be written as

Yn = HnXn +Nn, (2.43)

where Yn, Hn, Xn, Nn are the received frequency-domain symbol, channel coefficient,
transmitted frequency-domain symbol and the noise component on each subcarrier, re-
spectively.

In equalisation, each received symbol is multiplied by a complex symbol Cn such that

Y ′
n = CnHnXn + CnNn. (2.44)

This complex number Cn on each subcarrier is found with the help of pilot symbols. In
ZF equalisation specifically, Cn = 1

Hn
. That is, equaliser coefficient is the inverse of the

channel coefficient for that particular subcarrier, which yields

Y ′
n = Xn +

Nn

Hn
. (2.45)

The drawback here is that when the magnitude of the the channel coefficient Hn is low,
it amplifies the noise component. So, in the case where the channel experiences a deep
fade, the noise is amplified. But, it is usually employed due to its simplicity and ease of
implementation.
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Metrics for performance analysis Some metrics are used to evaluate the performance
of any communication system. Typical metrics used are the bit error rate (BER)/symbol
error rate (SER), bit rate and the SNR. The BER is the probability of incorrectly detecting a
transmitted bit, on average. A synonymous metric is the SER, but instead of bits, symbols
from a fixed constellation are considered. The relation between BER and SER can be
given as

BER ≈ SER
log2Z

, (2.46)

where Z corresponds to the level of the modulation symbol. Bit rate of the system denotes
the frequency of the bits transferred from TX to RX. For an OFDM symbol, it can be
denoted as

Rbit =
N log2Z

T + TCP
. (2.47)

The SNR is a metric to quantize the effect of noise on the signal. It is defined as the ratio
between the signal power and the corresponding noise power. For an OFDM subcarrier,
this can be denoted in the form, based on (2.45) as

SNRn =
|Hn|2E{|Xn|2}

E{|Nn|2}
, (2.48)

where E denotes the expectation operation.

If some other system operates on the same frequency band as the communication sys-
tem, it causes interference and the SNR metric is modified to also include this interfer-
ence, termed signal-to-interference-plus-noise ratio (SINR), defined as

SINRn =
|Hn|2E{|Xn|2}
In + E{|Nn|2}

, (2.49)

where In denotes the interference power on that particular subcarrier.

In addition to these, some important concepts from the information theory, needed for the
latter part of the thesis are discussed here [73]. The transmitted communication signal is
assumed as a random variable Q, which can take L discrete values {Q1, ..., QL}. Infor-
mation gained by observing a particular observation Qk out of these discrete samples is
given as

h(Qk) = −log2 (p(Qk)) , (2.50)

where operator p denotes probability. Performing this for all the samples and taking the
average gives rise to the concept of entropy which is defined as

H(Q) = −
L∑

k=1

p(Qk)log2 (p(Qk)) . (2.51)

This determines the uncertainty regarding Q before observing the samples. If the entropy
at the TX is H(Q) and that of at the RX is H(Q′), a term is defined as the conditional en-
tropy denoted by H(Q/Q′), which is to mean the uncertainty of Q even after Q’ has been
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observed. Therefore, the amount of information transferred by the channel is defined as
the mutual information (MI)

I(Q,Q′) = H(Q)−H(Q/Q′). (2.52)

2.3.2 Commonalities with radar systems

For a communication system, usually the transmitted signal is unknown whereas the
channel is known or estimated earlier with the help of pilot symbols. Ability to correctly
estimate this transmitted signal and extract the information is important while the chan-
nel is of no use in itself. Conversely, in a radar system, the transmitted signal is known
whereas the channel needs to be estimated [15]. Therefore the two systems are inher-
ently different in their operation. However, they have similar features on some level.

For all practical systems used in radio communication, a bandwidth of some range within
the radio wave spectrum is used. Ideally, it is needed that particular frequencies used by
one system do not interfere with any other system so that the information at the receiver
can be processed interference-free. This is the same for radar and communication sys-
tems. Different radar and communication systems operate at different frequency bands
as shown in Figure 2.15 [22, 59, 98]. It is evident that both systems have applications
that use the same band allocation and differentiation between the two must be made for
both to accomplish their own functionalities.
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Figure 2.15. Frequencies of operations for some radar and communication systems

Referring to Figures 2.4(b) and 2.12, some form of similarity between the two systems
is observed in terms of the hardware. In the communication system, the complex data
symbols are first OFDM modulated and supplied to the TX SDR. In the radar system
to achieve a waveform that is adaptive to the application necessary and the user input,
complex samples are also supplied to the TX SDR. The inverse operations are done
at the receiver chain for both. As such, the hardware implementation of both are quite
similar and these can be combined together to perform both tasks.
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Figure 2.16. PA characteristics and an ideal impulse signal for radar

Usually all radio systems use a PA to amplify the transmit signal. A PA usually has a
limited range at which it is working linearly, as shown in Figure 2.16(a). Beyond a certain
point, this linearity is destroyed and the PA gets saturated. Therefore, increasing the input
power to the PA does not anymore yield a linear power output.

To quantize the effect of the power of a signal, an important parameter necessary in radio
transmissions is the peak-to-average-power ratio (PAPR). High PAPR values push the PA
to work outside the linear range. For this reason, it is required that the PAPR of the system
is kept at a minimum and is an important consideration in designing radio systems. For a
general signal in time-domain x(t), PAPR is defined as

PAPR =
max0≤t≤T {|x(t)2|}

E{|x(t)2|}
, (2.53)

where T is the time duration for which the signal is observed. Simply put, this is the ratio
between the maximum and the average of the squared absolute value of the time-domain
signal in baseband. Usually, this ratio is expressed in Decibels. Typical OFDM systems
have a high number of subcarriers, thus a high PAPR is evident because there is quite a
reasonable probability that the information on each subcarrier can add up constructively
in time domain. In the perspective of a radar system, to correctly estimate the delay
to the target, the best waveform for this is an impulse signal in time domain as shown
in Figure 2.16(b). Having such a signal allows the radar RX to accurately asses the
difference in time between the transmitted and the received impulses. However, having
an impulsive signal in time domain means that the PAPR of that signal is very high. As
such, such a signal is not the best in terms of the transmission.
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3 JOINT RADAR AND COMMUNICATION SYSTEMS

State-of-the-art methodologies for joint communications and sensing are discussed un-
der this chapter. It investigates the reasons for the communication and radar systems
to work together and discusses the methods that are developed to make this feasible.
Section 2.3.2 listed some bands of frequencies the radar systems are allowed to operate.
Since they have existed for many years, the operation bands or functionalities have not
changed. Conversely, more and more communication devices and technologies come
into being and the bands on which they can operate are the bands already used by the
radar systems. The way to move forward with this is to combine these together so that
each does not cause complications to the other.

Simultaneous operation of two systems in the same frequency band causes obvious in-
terference to both, degrading their performance. This problem is graphically shown in
Figure 3.1 where the two systems are shown to operate in the same locality. Due to the
scarcity of spectrum, these can also work in the same frequency bands. The transmit-
ted radar and communication or ’RadCom’ signals are denoted by x(t) and xc(t), while
yr(t), yc(t) denote the received RadCom signals at the radar receiver (RX) and communi-
cation RX and yrc(t), ycr(t) denote the leaked communication signal at the radar RX and
the leaked radar signal at the communication RX. The tasks in hand of the radar and
communication RXs are complicated due to these extra leaked signals. Figure 3.1 is a
simplified scenario because realistically multiple systems work simultaneously at a given
location. This problem is worsened when further sources of interference operate in the
vicinity.

To observe the performance degradation a communication system has on a radar system,
one metric is the signal-to-interference-plus-noise ratio (SINR) at the radar RX. When
there is interference from the communication system, the SINR deteriorates, degrading
the detection performance of the radar. Targets at a faraway distance are also difficult to
detect since the received power from them is quite low, thus pushing them towards the
low-SINR regime [48]. Another metric for radar performance is the ROC curve, which
also degrades due to this interference [7, 21].

For the communication system, the SINR can also be used to quantify the interference
from the radar system. It is obvious that this interference decreases the SINR at the
communication RX, thus degrading its performance [32]. Another metric for the com-
munication system is the bit error rate (BER), which is simply the average probability of
incorrectly detecting a transmitted bit. The effect of the interfering radar system is to in-
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Figure 3.1. Interference between RadCom systems

crease the BER, again downgrading the performance [38]. Another methodology in the
literature is to use a transponder as a joint system. This is a device which when received
some signal, emits a different signal. Usually, when the transponder receives some radar
signal, it embeds some communication information, therefore employing the same radar
signal also as a communication signal. The main drawback here is that the data rate is
quite low and also the same hardware cannot be used for both systems [14].

Above cases conclude that isolated operation of the two systems results in performance
degradation for both. Also, it is difficult to achieve good performance if some form of
management is not adopted between the two systems. In order for the systems to work
in the present or the future without any issues, it is evident that a joint system must be
devised to deter degrading the performance of both systems. As such, the following
sections discuss the solutions that can be adopted. These can be broadly categorised
into three sections, which are [15]

RF co-existence Here, each system recognises that the other system is interfering
and tries to mitigate that interference. This is a step up from the legacy systems where
both operate in perfect isolation, avoiding the others’ interference. Mitigation is done by
estimating the other systems’ interference. One point to note here is that the interfering
system does not willingly provide the information required to estimate this interference,
but it is the task of the interfered system.

RF co-operation As the name implies, the speciality here is that both systems co-
operate with each other to minimise the interference. Each system does not recognise
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the other to be interfering anymore yet information of some level is exchanged between
them to improve both systems’ performance. This is the fundamental difference between
this and RF co-existence.

RF convergence This is the newest trend in joint RadCom systems. Both systems use
the same bandwidth jointly since the RF spectrum is scarce. Management between the
two systems must be performed and as a result, RF convergent systems are usually built
from scratch and in the design phase, resource allocation methods are used to divide the
available spectrum for the two systems efficiently.

The subsequent sections go through these and thoroughly discuss the state-of-the-art
research in these domains. One point to note here is that RF co-operation is considered
as the first step towards RF convergence and thus the Section 3.2 is a combination of
both these topics since it is difficult to categorise them specifically.

3.1 Co-existence

In the past, different applications and services were given a fixed bandwidth so that each
system would not interfere with the other. One drawback of this fixed allocation is that
even though there might not be actual users using that spectrum, others cannot use that
because it is not intended for them. This highly inefficient allocation is the actual reason
for the spectrum scarcity problem [104]. The concept of sharing the spectrum dynamically
has risen as a solution to this problem. The idea behind this approach is that there is a set
of users termed primary users (PU) who are allotted a part of the bandwidth. They have
the highest priority to use that part but the major difference is that they do not have the
full autonomy. Instead, there is also a set of users as the secondary users (SU) who can
use the same bandwidth when the other set is inactive or as long as it does not hinder
the performance of the PUs. As such, this is an efficient manner to use the available
spectrum. In order for this to be successful, existence of PUs should be sensed by the
SUs. This is termed as being cognitive in the literature and sharing common bandwidth
and management between the systems becomes important as a result [56].

Sharing the spectrum dynamically involves two main tasks, which are, being aware of
the surrounding users to know who has access to the RF spectrum at a given time and
after this has been performed, accessing the spectrum dynamically, which is termed as
dynamic spectrum access (DSA) [51]. There are different methods for the former task, en-
ergy detection which compares received energy with a threshold, matched filtering which
observes the correlation between TX and RX signals and many more [57]. Thus, depend-
ing on which system is considered as the sensing user between RadCom systems, there
exists three divisions of cognitive systems [42], cognitive radar where different parame-
ters corresponding to the radar system are changed in an intelligent manner so as not to
reduce the performance of the communication system, cognitive communication system
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where the direct opposite is performed and the last section being joint cognition, where
both systems work together to minimise the performance degradation of both systems,
discussed under RF convergence.

Cognitive radar There are three requirements for a cognitive radar. Processing the
echoes in an intelligent manner, feedback from TX to RX as the source of intelligence and
finally keeping track of the earlier received echoes to develop a map of the environment
[41]. The block diagram of a cognitive radar is given in Figure 3.2. The radar TX first
sends the waveform as usual. The RX signal is processed by two blocks, the scene
analyser which detects the targets from the corresponding received echoes whereas the
other block, target tracker, continuously tracks the possible list of targets based on the
previous returns. The processed intelligence is then fed back to the TX and it in turn
intelligently controls the illumination or changes the transmitted waveform. The feedback
mechanism is also made much easier on a monostatic radar system since the TX and
RX are co-located.

Transmitter

Channel

Scene 
analyser

Target 
tracker

Figure 3.2. Simplified block diagram of a cognitive radar

An adaptive mechanism thus can be employed in designing the waveform since cognitive
radars are able to change their TX waveform based on feedback. A practical example
of a cognitive radar is in electronic warfare. During wartime it might be necessary for
a radar system to work in harmony with a friendly communication system operating at
the same frequencies. As such, it is necessary for the radar system to not interfere
the communication system. The adaptive waveform design is usually centred around
maximising the SNR at the RX or maximising the mutual information (MI) [10, 87].

Cognitive communication system Here, the communication users act as SUs and
change their transmission parameters so as not to interfere on the radar system. A typical
methodology adopted for this is to detect if a radar system is working in the neighbour-
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hood and if it is the case, deter communication transmissions from interfering the radar
system, using energy detection. The drawback here is that multipath fading causes a
deep fade in the PU signal when compared with that of the SU. Thus, it might lead to
incorrectly sensing the spectrum. As a solution, co-operative spectrum sensing is used.
The idea behind co-operative sensing is that instead of a single node, multiple nodes are
considered and the ensemble of realisations from these are used to arrive at the spectrum
sensing [101].

Depending on the operation and detection of the radar system, the concept of co-existence
space can be divided into four regions. The first region is where a radar system is de-
tected but a communication system cannot interfere. The second region is where a radar
system is not detected and interference cannot happen. The third region is where a radar
system is detected and interference is possible. Since the radar system is detected, com-
munication system transmissions can be stopped. These regions can be considered safe
because interference has no effect or can be controlled. The final region is where a radar
system is not detected and interference can happen. This is the challenging area that
needs to be managed [62].

A practical example where a cognitive communication system is used can be the co-
existence of a wireless local area network (WLAN) with a meteorological radar system.
Since the communication system is cognitive, the set of WLAN devices are the SUs while
the radar system can be the PU. It is possible that some WLAN devices are not aware
of the other WLAN devices thus specifying individual interference levels to those do not
make sense. As such, the sum interference by all of the SUs on the PU should be
considered [95]. The probability density function (PDF) of the sum interference is derived
and its effect is analysed for different propagation environments in this study, concluding
that the interference is much more evident in bucolic areas than in metropolitan areas.

In a joint system, received radar signal is usually with low power compared with that of
the received communication signal, due to the two-way path loss. If the radar RX has
good knowledge about the communication systems’ parameters of performance, it can
easily re-create the received communication signal due to its high power. Radar RX can
first decode the communication signal received into the data symbols and subsequently,
converting it into a signal that can be transmitted as the communication signal. This would
mean that the radar RX has successfully estimated the interfering communication signal,
apart from some amplitude and phase difference. Thus, the RX signal at a given time
can be written as

y(t) = yradar(t) + αejϕycomm(t) + n(t), (3.1)

where yradar(t) is the RX radar signal, ycomm(t) is the re-created communication signal,
n(t) is the noise signal and α, ϕ are complex coefficients to model amplitude and phase
of the re-created signal. If these complex coefficients are estimated perfectly, the radar
signal can be easily differentiated by subtracting the re-created signal. Otherwise, the
subtraction operation yields a residual term that degrades radar performance. Therefore,
the performance is dependent on the accuracy of the parameter estimation process [60].
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Co-existence of legacy communication systems with a radar system is another important
scenario that needs to be considered. Since the communication systems cannot change
their parameters, only the radar waveform can be modified such that it minimises the
effect on the communication systems. The received signal y(t) at the radar RX can be
written as

y(t) = xradar(t) ∗ hradar(t) + ycomm(t) + n(t), (3.2)

where xradar(t), hradar(t) are the TX radar signal and the channel response corresponding
the environment, n(t) is the noise signal and ycomm(t) is the signal received by the legacy
communication systems. The radar waveform can be devised through an optimisation
algorithm to result in better detection for the radar system amidst communication systems’
interference. Further, SER of the communication systems can also be improved. The
optimisation can be performed through maximisation of SINR at the radar RX under a
total power constraint [78]. Further constraints can also be used to ascertain the radar
waveform behaves well as a radar signal, which include resolutions in time and frequency,
modulus of the signal and peak side-lobe level (PSL) [2].

Considering a pulsed radar system and a communication system using quadrature phase-
shift keying (QPSK) modulation, it can be noted that for the duration of the pulse, radar
signal interferes the communication signal. It can also be assumed that the phase of the
radar signal ϕradar remains constant between pulses. The received signal in discrete time
can then be written as

y[k] = xradar[k] + xcomm[k] + n[k], (3.3)

where k is the time index and xradar[k], xcomm.[k], n[k] denote the samples corresponding
to radar, communication and noise signals, respectively. Radar and communications
samples are modelled as

xradar[k] = Aradare
jϕradar,k , (3.4)

xcomm[k] = Acomme
jϕcomm,k , (3.5)

where Aradar, Acomm, ϕradar,k, ϕcomm,k are the amplitudes and phases for the corresponding
samples, respectively.

Since the communication samples are taken from a QPSK constellation, their phases can
take some discrete values given by

ϕcomm,k ∈
[
π

4
,
3π

4
,
5π

4
,
7π

4

]
. (3.6)

If the radar signal is not removed from the communication RX, it causes errors in the es-
timation of the communication symbols. As such, by estimating the amplitude and phase
of the radar signal, it can be re-created and deducted from the overall signal to obtain
the communication signal. This can then be fed to a set of maximum likelihood estimate
(MLE) detectors for the four communication symbols. The SER of the communication
system decreases with the increased estimation performance [61].
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Cognitive approach can also be used for modern communication systems, with an ex-
ample where the PU is an S-band radar system while the SU is an indoor LTE system.
Two types of scenarios can be considered, a small LTE cell indoors and a much larger
LTE cell, which correspond to low-power and high-power LTE systems. International
telecommunication union (ITU) has defined maximum allowed interference levels for the
SU, which operate nearby a radar system adopting same frequencies. Different propa-
gation scenarios exist with small cell just outside the streets, on top of a building, and
an outdoor larger cell. Two radar systems are considered with surveillance and meteoro-
logical radars. Due to these contrasting radar systems and scenarios, different path loss
models and interference requirements are adopted [72].

Figure 3.3 shows the applicability of all the above scenarios. In the prohibition zone, sec-
ondary devices cannot work in the same frequency channel or a nearby channel. The
protection zone helps the radar system to protect itself against intentional and uninten-
tional violations of the regulations. The SU thus can reside outside these zones as in
the figure. For the different scenarios given, feasible distances can be found through
analysing the link budgets. A link budget is simply a list of all the possible gains and
losses that can happen between a TX and a RX. Thus it is possible for the two systems
to co-exist in the case when the small cell is just outside the streets. However, sufficient
attention should be given when deploying these small cells on top of buildings. This is be-
cause when the BS is on top of a building, it has more probability of interfering the radar
system than on the streets, due to the path loss experienced. When an electromagnetic
signal travels from one place to the other, the power of the signal declines due to the
distance and termed as path loss. Signals from streets attenuate quickly because they
have to travel through buildings, humans, vehicles and other objects. However when the
BS is on top of buildings, it usually has much more LOS propagation towards the radar
RX. For high power cells, the distances are much higher than small cells and this is rather
challenging for the SU.

Prohibition 
zone for radar

Protection 
zone for radar

eNB

Figure 3.3. Different zones between radar and LTE systems for co-existence
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3.2 Co-operation and convergence

Different methods have been proposed towards co-operation and convergence as shown
in Figure 3.4 [15]. This section is dedicated to these different methods adopted in these
categories and gives a comprehensive and complete overview. An important note is that
it is strictly difficult to divide all the solutions under separate categories and some form of
overlap is observed.
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Figure 3.4. State-of-the-art research categories on RF convergence

3.2.1 Cognitive systems

In joint cognition systems, both radar and the communication systems are cognitive and
can change their parameters to minimise the interference on each other. Cognitive radio
typically does the spectrum sensing, termed as spectrum hole detection. Cognitive radar
obtains the location information about the targets in the environment. This information is
then passed to be processed by the cognitive radio and allows it to have an idea about
the users in the environment with their distances. Since the knowledge about the users
in the vicinity is known, it can more intelligently allocate spectrum among the users so
as to minimise the level of interference. Combining information from both, cognitive radio
can provide the cognitive radar the locations about the radio users performing commu-
nications. As a result, cognitive radar is able to change its transmitted waveform to not
to hinder the performance of those users [64]. In this study, an entropy based method
is used for detection of PUs. Entropy of a signal is the maximum when it is Gaussian
distributed and the existence of users is identified by the comparison of the entropy of
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the RX signal against a threshold and is shown to work better than the conventional en-
ergy detection. Simulations show that the interference is decreased while simultaneously
increasing the throughput of the communication system.

A cognitive radar can be used in a highly dynamic environment where a communication
system is also operating in the vicinity. The cognitive radar can obtain information about
different communication users through the cognitive radio and adapt its waveform. An
optimisation problem can be formulated where the SINR is taken as an indicator to eval-
uate the performance, by also constraining the interference the radar can cause for the
communication users. Some more constraints to control the radar waveform to yield bet-
ter resolutions in time and frequency and the amplitude of the signal, can also be applied,
resulting in a radar waveform with less power in the interfering sidelobes [3].

3.2.2 Orthogonalisation

Most solutions here use the same transmit waveform for both systems. However, the
two signals are made orthogonal in some domain. Inner product of the two signals are
defined as

< fradar, fcomm. >=

∫ ∞

−∞
fradar(x)fcomm.(x)dx, (3.7)

where fradar(x) and fcomm.(x) are the radar and communication signals. For orthogonal
signals, the inner product becomes zero [84]. One complication from using orthogonal
signals is that the RX has to separate the two signals and then perform the radar pro-
cessing and communication demodulation. This is the price that needs to be paid in
integrating the two signals [20]. Using two orthogonal codes at the TX for the radar and
communication signals, RX can easily differentiate the two received signals [86].

Orthogonality in frequency domain can also be used for separating the two signals. A
linear frequency-modulated (LFM) waveform, similar to the FMCW signal in Section 2.2
can be used. Here, the orthogonality is maintained by having the two signals as up-chirp
and down-chirp. An up-chirp corresponds to a gradual increase in frequency over time
whereas in down-chirp, the frequency decreases over time. The communication data are
first modulated and up-converted to a carrier frequency and then supplied as input to a
chirp filter which creates the up-chirp signal. The radar pulse is also supplied to a chirp
filter which formulates the down-chirp signal. These two signals are then summed up
and sent. At the RX, the received signal is first sent through a matched filter and given
separately for the two systems. In the perspective of the communication system, the
output is given to the demodulator to retrieve the communication data while it is fed to a
threshold detector to detect the radar targets [77, 102].

Orthogonalisation in time-domain can be observed in a scenario where the communica-
tion system is Wi-Fi and the radar system operates on the same bands but sporadic in
temporal domain. Thus, even though on frequency domain it coincides with the Wi-Fi sys-
tem, they can be separated easily in time-domain. The PU is the radar system while the
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SU is the communication system. As illustrated in Figure 3.3, the exclusion regions de-
note the areas where the SU is not allowed to transmit, to prevent interference. In places
where the radar systems are placed near the regions with a large population, these ex-
clusion regions can span for several kilometres and thus deem impractical because the
communication systems also reside in the vicinity. These regions can be compressed by
detecting the presence of the PU and switching to a different channel, due to time-domain
orthogonality [80].

In Wi-Fi systems, there exist idle time periods at which transmissions are not performed.
These idle times occur quite frequently and it is possible to detect the radar signals dur-
ing these times. The parameters corresponding to the Wi-Fi system, specifically busy
and idle times, can be changed for the betterment of the throughput of the Wi-Fi system
and also to improve the detection of the radar signal, making it possible for both sys-
tems to work in the same neighbourhood with minimal performance degradation [43]. A
similar scenario can be observed where the communication system is a WiMAX system,
employing time-division duplexing (TDD), where the transmission and reception are dif-
ferentiated by having different time slots for each. A pulsed radar system can interfere
when a radar pulse is received along with a WiMAX frame and its parameters can be
optimised for better performance [103].

3.2.3 Multicarrier systems

Multicarrier signals have also gained interest in the radar community. So-called P3 and
P4 codes are digitally phase-coded signals, similar to the analog FMCW signals and
these are used in pulse compression. They have ACF with low PSL, similar to Barker
codes, and also better Doppler resilience [19]. As such, they are also used as a radar
signal [53]. An important remark here is that the codes should be different to each other to
achieve good ACF and therefore, complementary sets are used for this purpose. Shifting
the code cyclically of a code with ideal autocorrelation properties yields a complementary
set and using them result in a waveform with ideal AF in the shape of a thumbtack shape
[68]. Multicarrier phase-coded (MCPC) signals can also be used for this purpose since
they have high range resolution [63].

The prevalent modern waveform in mobile communications is OFDM. This revolutionised
mobile communications since it allowed higher bit rates and easier structures for process-
ing. It is the reason for this to be used in LTE and 5G New Radio systems. One of the
ideas for joint communications and sensing has been to use this OFDM signal, stemming
from the flexibility of using multicarrier signals in radar. Using OFDM as the joint wave-
form shows that the amount of pulse compression achieved is proportional to the number
of subcarriers and the Doppler resolution is not affected. Thus, having higher number
of subcarriers would allow better range resolution. This is an important juncture since
conventional LFM waveforms used in radar have a coupling between range and Doppler
estimation, which complicates the processing. Conversely, one of the important prop-
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erties of using an OFDM waveform for radar is that it decouples the range and Doppler
parameters. This allows both of these parameters to be processed independently [27].

A short pulse is necessary for radar systems to have good range resolution. However,
this results in a pulse with less energy. One solution to this is pulse compression. Barker
codes are a method adopted in this which are a sequence of {-1,1} of NBarker elements
such that the ACF has a mainlobe which is NBarker times that of its side-lobes [82]. Due
to this property, it is used frequently in radar systems. Drawbacks of this are the difficulty
in implementing the system and having a low bandwidth efficiency. Instead, OFDM is a
waveform which is able to achieve better resolutions in both range and Doppler domains.
Complex symbols for the OFDM pulse of M symbols and N subcarriers can be found
such that it generates an AF which resembles the ideal thumbtack shape. Since this
ideal shape is difficult to be generated for a practical waveform, an AF with narrow main-
lobe and low side-lobe levels can be formulated, to generate a waveform with the range
resolution ∆R and Doppler resolution ∆fD given by [83]

∆R =
tb
N

, (3.8)

∆fD =
1

Mtb
, (3.9)

where tb is the duration of one OFDM symbol. Reducing the PAPR of the signal is also
an important consideration in OFDM, since they generally have high PAPR values. Opti-
mising only the AF does not address this issue. One approach to this is to use a constant
envelope (CE-OFDM) signal, where the modulus of the signal in time-domain is con-
stant and does not have arbitrary amplitude [96]. However, this decreases the bandwidth
utilisation and decreases the efficiency of the system.

Conventional definition of AF cannot be directly applied to signals with high bandwidth,
including OFDM signals because different targets scatter differently at different frequen-
cies and the AF does not capture these. Wideband AF (WAF) is used to address the
expansion and compression of time due to the movement of targets, since it cannot be
just a shift in the frequency as defined in the AF. The WAF is defined as [79]

X(t, f) = exp (j2πfcγτ)

[
√
γ

∫ ∞

−∞
µ(t)µ∗(γ(t− τ))exp (−j2πft)

]
dt, (3.10)

where γ acknowledges the expansion and compression of time in the received signal,
µ(t) is the complex envelope of the transmitted signal and the other variables have usual
meaning. An optimisation criteria can be used to develop an adaptive OFDM waveform
such that the output resembles the desired WAF. Since in an ideal WAF, similar to the
usual AF, the volume under the function is one, data symbols on each subcarrier can be
found to ascertain the volume under the WAF of the adaptive waveform is the same such
that the error is minimised. This can produce an ACF much better than the fixed wave-
form. Since it has lower side-lobes, better range accuracy can be observed [85]. This idea
can be extended further for an OFDM waveform with M symbols to be constituting one
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radar pulse, each with N subcarriers [52]. Random phase coding is used which makes
each OFDM symbol different from one another and the WAF of the waveform is improved.
For AF, zero delay corresponds to the Doppler cut while zero Doppler corresponds to the
delay cut. Using this approach, the delay and Doppler cuts are improved.

However, using OFDM waveform in conjunction with conventional correlation mecha-
nisms has its drawbacks [15]. Figure 3.5 illustrates the ACF of a typical OFDM signal. It
can be noted that the side-lobes are comparative with the peak at the middle. Another
issue is that this could result in different ACF for different information of the subcarri-
ers. Therefore, it could provide false targets at different distances for each transmission.
Another issue is the fluctuation of the PAPR with the data transmitted each time, which
could harm the electronics of the system. Thus, using the OFDM waveform directly for
radar purposes is not straightforward and different methods are required to circumvent
the mentioned issues.
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Figure 3.5. ACF of an OFDM symbol with 1200 subcarriers

One of the novel ideas to combat against this is called radar processing-based on mod-
ulation symbols [92]. Instead of correlating the transmitted and received time-domain
signals, information required to process the channel can be inferred from the transmitted
and received complex data symbols before equalisation. The impulse response of the
channel can be written as

h(k) =
1

N

N−1∑
n=0

gRX(n)

gTX(n)
exp

(
j2πnk

N

)
, (3.11)

where k corresponds to the index of the channel, number of subcarriers is denoted as N ,
gRX(n), gTX(n) are the received and transmitted data symbols on each subcarrier. This
corresponds to the range profile of the radar. The drawbacks discussed earlier are not
present here. The dependency of the transmitted information is mitigated since each re-
ceived complex data symbol is compared with the corresponding transmitted one, which
ascertain the performance of the system is independent and does not depend anymore
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on the transmitted data. The communication symbols are directly used for the radar pur-
pose and since it can be received by the communication users too, no extra burden is
needed. Since the transmitted signal is anyway received back due to the reflections, the
same downlink signal can be used to produce the radar image. This idea can be ex-
tended to perform not only range estimation, but also for velocity [18]. There are also a
few limitations in this method, mainly corresponding to the channel in which the sensing
and communication are done. These are shown in Table 3.1 including the typical radar
parameters corresponding to the range and velocity [88].

Limitation/parameters Expression

Doppler tolerance ∆f > 10fD,max

Maximum delay difference ∆t = TCP
2

Maximum unambiguous range MUR = c
2∆f

Range resolution ∆r = c
2N∆f

Maximum unambiguous velocity MUV = λ
2Tsym

Velocity resolution ∆v = λ
2MTsym

Table 3.1. Common limitations and radar parameters of OFDM radar

Orthogonality of the subcarriers is crucial for the operation of an OFDM system. To-
wards this end, the subcarrier spacing ∆f must be higher than the maximum Doppler
shift fD,max, with ten times usually being more than enough [58]. Since the propagation is
considered to be multi-path, the second limitation arises from the maximum difference of
time between multipath components ∆t. With regards to communication, it is assumed
that this is equal to TCP. For radar purposes, since the signal has to travel back, the
target should be at a distance corresponding to half of TCP, if FFT based RX process-
ing is performed. Depending on the application, there is usually a maximum range that
needs to be detected. As such, the length of CP should be decided based on this. The
other two are the typical parameters corresponding to the radar performance. Maximum
unambiguous range (MUR) is thus dependent on ∆f whereas increasing the number
of subcarriers N improves the range resolution. Similarly, maximum unambiguous ve-
locity (MUV) depends on the OFDM symbol duration whereas the velocity resolution is
inversely proportional to the number of OFDM symbols. One point to note here is that the
concept of MUR/MUV is not available with data transmission since the OFDM symbols
are different from one another.

In using the modulation symbols based approach, delay to the target introduces a phase
which changes linearly among the subcarriers and is used to estimate the target range
whereas the Doppler shift introduces a phase per each OFDM symbol, which is used in
velocity estimation of the target. Instead of using a continuous-wave signal as above,
a pulsed waveform can also be used for target detection, with one pulse corresponding
to one OFDM symbol with N subcarriers [97]. Flexibility of OFDM waveforms for joint
sensing and communications purposes led this thesis to use it as the transmit waveform.
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The pulse width determines the range resolution as shown in Table 2.1. Since the pulse
width and bandwidth are inversely proportional, range resolution also has an inverse re-
lation with the bandwidth. Different radar applications have different needs for this range
resolution. More crucial applications like vehicular radar would need better resolution
than an air traffic control radar. A multi-modal radar can be used to adaptively change the
bandwidth of a radar signal so that the range resolution improves [8, 9]. These articles
discuss an LFM waveform with a less bandwidth and threshold detection is performed to
detect the targets in the environment. This corresponds to a range profile which is not
quite accurate. However, this would give an indication about the locations of potential tar-
gets in the environment, resulting in some range gates with potential targets. In the next
step, the bandwidth of the waveform is doubled with threshold detection only performed
at those range gates that were identified earlier. This would be repeated until the targets
are detected up to the required range resolution.

3.2.4 Spatial systems

Another degree of freedom explored for the joint system is the spatial domain. As such,
MIMO systems are employed to differentiate RadCom systems. Wireless communication
systems use MIMO systems extensively in the present world. Similarly, radar systems
employing MIMO are also present nowadays. Thus, much work has been done in using
the same MIMO system for both. Before moving on to joint systems, it would be benefi-
cial to first discuss the idea behind MIMO radar. In the previous literature, radar systems
usually have one TX and one RX, either monostatic or bi-static. In contrast to this, newer
radar systems have developed employing multiple TX and RX antennas. There are usu-
ally two types of such antenna systems, phased-array antennas and MIMO antennas.
Phased-array systems transmit signals that are correlated from its antennas whereas
MIMO systems have the ability to send independent signals which are uncorrelated with
each other from its antennas [55].

Figure 3.6 shows the difference between these systems for a multi-static system. In
the phased-array radar in Figure 3.6(a), the transmitted signal is the same but multiplied
with different scalars. The reflected signal from the targets is a sum of the attenuated
versions of the same transmit signal. These types of radar systems are advantageous
when the angle at which the target resides is known or when the antennas have already
searched through a search volume [28]. Figure 3.6(b) showcases a MIMO radar system
where different TX signals from separate antennas are used where U is the number of
TX and RX antennas. Therefore, the RX signal is a combination of different signals.
The advantage of MIMO is quite evident from here. Since the TX signals are different
and have waveform diversity, the received signal provides more information about the
environment than the case with phased-array antenna systems.
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αs(t) βs(t) γs(t) α's(t) β's(t) γ's(t)

(a) Phased-array radar system

... ...

s1(t) s2(t) sU(t)

∑ αisi(t) ∑ βisi(t) ∑ γisi(t)

(b) MIMO radar system

Figure 3.6. Difference between phased-array and MIMO radar systems

An advantage of using a MIMO radar is that since it has multiple TX antennas, each
antenna can be used to observe a different part of the environment. Thus, it is possible to
characterise a larger target, usually called an extended target, with a MIMO radar system
[16]. Since multiple transmit signals are used, they can be combined at the RX either
constructively or destructively. Due to this, a larger area of an extended target can be
covered. Further, a MIMO radar provides better resolution compared to a single-antenna
system. Another advantage is the ability to detect slowly moving targets, which would
otherwise not be detected [26]. A MIMO radar also possesses many spatial degrees of
freedom as given in Table 3.2, where UTX, URX are the number of TX and RX antennas. As
such, the received signals can be differentiated easily. Here, distributed system denotes
the case where the TX and RX antenna arrays are situated at separate locations.

Type of the system Maximum degrees of freedom

Single TX antenna, Multiple RX antennas (SIMO) URX

Independent TX and RX URX + UTX

MIMO system with monostatic antennas URX(UTX+1)
2

MIMO system with distributed antennas URX · UTX

Table 3.2. Comparison between different MIMO systems

Thus, increase in the amount of antennas and hence the independent waveforms trans-
mitted and received, it is possible to assess the objects of the environment quite reliably
since the degrees of freedom increase. The MIMO system can also be used to find the
angle of arrival, more specifically direction finding (DF). Number of targets that can be
detected distinctively is equal to the number of TX antennas, due to the waveform diver-
sity of MIMO [25]. Therefore, using the MIMO radar has many advantages compared to
the conventional radar systems and it is only logical that RadCom systems use MIMO.
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Combining OFDM and MIMO systems have ignited a spark in joint communications and
sensing in the recent past [23]. One subcarrier is transmitted from each antenna at the
same time, which are disjoint and they are commuted over time from all antennas, simi-
lar to a stepped-frequency response, where the frequency increases with time, similar to
Figure 2.5(a). This gives the ability to correctly differentiate the information on each sub-
carrier at the RX both temporally and spatially. Pulsed radar waveform structure can also
be used instead of using a continuous-waveform [58]. As such, one pulse corresponds
to M OFDM symbols. The communication information is carried on each subcarrier of
these M symbols, to perform joint communication.

3.2.5 Waveform optimisation

Since the idea behind this thesis is to produce OFDM waveforms that are optimal for
joint communications and sensing, the following section is about different methods used
in literature to achieve this. The main target is to produce a transmit waveform that is
better in radar perspective which also gives better performance for the communication
system. In the early days, attention was given in optimising only one system whereas the
other systems’ performance was neglected. So these approaches have been either in
improving only the radar characteristics or the communication characteristics [49, 81].

With the emergence of RF convergence, attention was given to maximising both sys-
tems’ performance. Different methods have been proposed in the optimisation of joint
waveforms. Maximisation of the SINR at the radar RX is one method [4]. Another ap-
proach would be to maximise the probability of detection PD of the radar system, when
the probability of false alarm PFA is fixed and also ascertaining the performance of the
communication system is not hindered [11]. Another strategy considered in literature is
the maximisation of the mutual information (MI) [10].

Typical radar systems are considered to be active, where parameters are estimated
based on the transmitted signals from the radar systems. Both TX and RX antennas
are included in the radar system. In contrast to this, passive radar systems use trans-
mitted signals from other systems. As such, they do not have their own TX antennas but
only RX antennas. A practical example for this is a radar system using digital audio/video
broadcasting (DAB/DVB) systems. In passive radar systems, the radar RX usually re-
ceives two signals, the direct signal from the other system and the reflected signal from
the targets in the environment. Distances to the targets are estimated with the help of
both these signals [100].

Waveform optimisation is also performed in passive radar systems where they use the
reflected information from the nearby communication systems [12, 13]. These studies
use an optimisation problem to improve the delay estimation parameter which is given as
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Xopt. = argminXCRLB(τ̂), (3.12)

such that

N
2
−1∑

n=−N
2

|Xn|2 ≤ Ptotal, (3.13)

|Xn|2 ≤ δ1, (3.14)

|Xn|2 ≤

∑N
2
−1

n=−N
2

|Xn|2 ∗ SPRmax

N
, (3.15)

where CRLB(τ̂) is the Cramer–Rao lower bound of the delay estimator, Xn is the frequency-
domain transmitted symbol on each subcarrier, N is the total number of subcarriers, Xopt.

is the set of optimal frequency-domain transmitted symbols, Ptotal is the total power con-
straint, δ1 is used to control the interference on the communication system and SPRmax

is the constraint on each subcarrier to maintain the subcarrier power ratio (SPR) of the
waveform, which is a similar measure on frequency-domain as PAPR for time-domain
and given as

SPR =
maxn|Xn|2

1
N ||X||2

. (3.16)

It is shown that this waveform produces an ACF which reduces the peak side-lobe level
(PSL). In terms of radar, this would mean that it produces a waveform with less ambiguity.

When one narrowband signal interferes with another, one common way to mitigate against
this is termed as spectrum nulling where if one system knows the frequency range it is
interfering on the other system, it can prevent any transmissions in that band. When this
is applied to OFDM, it is termed as non-contiguous OFDM (NC-OFDM) where a part of
subcarriers is muted or carry no information. However, it is difficult to mute some subcar-
riers to the required level [37]. For a joint waveform, different requirements need to be
met. Some of which are muting interfering subcarriers, narrow mainlobe and low side-
lobes in the ACF, which cannot be performed with NC-OFDM. Muting certain subcarriers
allows to control the interference by radar system on the communication system and vice
versa. Improving the ACF enables better performance in radar range. The study in the
reference proposes to use weights for the subcarriers since the characteristics of the
waveform depend on them. Subcarrier space is divided into two, subcarriers which need
to be muted to a certain level Ω1 and the subcarriers which carry actual information Ω2.
Each subcarrier Xn is weighted by some complex value Wn. An optimisation problem is
formulated to find the set of weights Wopt. for all subcarriers in a way to
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Wopt. = argmaxW
PΩ2

PΩ1

, (3.17)

such that

|ACF(τ0)|
ACF(0)

≤ k0, (3.18)

|ACF(τ)|
ACF(0)

≤ k, τ > τ0, (3.19)

N
2
−1∑

n=−N
2

|WnXn|2 ≤ Ptotal. (3.20)

where PΩ1 , PΩ2 are the power allocated for subcarriers that need to be attenuated for a
certain level and power allocated for data subcarriers, Wopt. is the set of optimum weights
and τ0 is the width of the mainlobe, k0 is a constant which quantifies the mainlobe width,
compared to the peak of the ACF at the origin, N is the total number of subcarriers and
k is a constant to control the side-lobe levels of the ACF. The first constraint controls
the mainlobe width of the ACF, the second controls the side-lobe levels while the last
constraint is a power constraint. So, optimisation problem maximises the power allocated
for in-band subcarriers while simultaneously minimising the power for other subcarriers.
Using the constraints allow the ACF of the generated waveform to have a narrow mainlobe
with lower side-lobe levels.

3.2.6 Cellular networks

Cellular networks are the most significant communication systems in the present world.
Due to this, researchers have proposed to use this existing network for radar purposes.
Radar as a subscriber technology (RAST) is one method [35]. In this approach, radar
users subscribe as communication users to the cellular network and request a given
number of subscriptions. Upon getting these, the radar system linearly combines them to
produce a waveform with properties suitable for the radar system, through optimisation.
Due to this linearity, the communication system sees them as some ordinary cellular
users and also it does not interfere the communication system. Assuming the radar
subscribes for L subscriptions, the optimisation function is given as

argminζC

(
L−1∑
a=0

ζaϕa

)
, (3.21)

where
ϕa = [ϕa(0) ... ϕa(D − 1)]T , (3.22)

is a sequence of discrete samples of length D from the cellular subscription, ζ is the
vector of coefficients corresponding to the linear combination for L subscriptions and C is
some cost function to optimise the radar waveform and it can include variety of measures
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with the performance of the side-lobes, tolerance to Doppler, resolutions and the modulus
of the waveform.

Using the LTE system for joint communications and sensing is a new approach adopted
[5]. An LTE BS continuously transmits OFDM symbols for communication users. Since
the TX signal gets reflected and travels back to the BS in the downlink (DL), this signal is
used for radar purposes. Since CW is used, SI is dominant here and sufficient isolation
between the TX and RX is needed so that the TX signal does not completely flood the
RX signal. Range and velocity of the targets are estimated based on this LTE signal. The
results are shown for different bandwidths of the LTE signal and also for different time
durations. It is seen that as those parameters increase, the estimation performance im-
proves, concluding that efficient target detection and estimation can be performed using
an LTE signal used for communication.

A single cellular system can also be used for both purposes due to the advent of 5G
NR, thereby adopting a single signal for both systems [71]. This study proposes three
types of sensing based on the signals, which are active downlink, where the reflections
of the transmit signal are used for sensing, passive downlink, where reflections from
other BSs are used for sensing and the last being uplink sensing, where the signals from
mobile stations (MS) are used to perform the sensing. Two fundamental challenges exist
in sensing, in perspective of the mobile communication signals, where the first one is
due to the complicated structure of the mobile signals. Symbols for different users are
situated discontinuously at time, frequency and code domains and therefore makes the
usual parameter estimation techniques void. The second obstacle comes from complex
multipath propagation. Overcoming these issues would allow the already built 5G NR
system to perform joint communications and sensing.

Waveform optimisation can also be used for a joint system working in the mm-Wave [50].
The trade-off between the radar and communication system performance due to the use
of a joint waveform is analysed in this study. The CRLB is selected for the radar param-
eters and minimum mean square error (MMSE) is used for the communication system.
Three optimisation algorithms are proposed to produce the joint waveform. The first al-
gorithm is to minimise the radar CRLB while constraining the communication systems to
have a specific MMSE. The second algorithm does the inverse, where the minimisation is
done on the communication MMSE while the constraint is the radar CRLB. The final one
is to consider the radar and communication system performance as a linear combination
and then have some other constraints regarding the waveform. The results are shown to
improve the performance of both systems under low SNR and high number of targets and
are better than the conventional waveforms, concluding that this approach can be used
to improve the communication data rate while also providing high resolution for the radar
in future mm-Wave equipment.
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3.2.7 Coding methods

Another interesting approach in the literature for the joint system is the coding method
on a symbol basis. The coding employed can be used either to generate a waveform
suitable for communication or radar [91]. This study discusses a radar system considered
to be cognitive and the communication system is chosen as the PU. First, the channel
coefficients corresponding to the PU are estimated. The considered cognitive radar uses
a pulsed waveform and at the start of each pulse, the channel estimates calculated earlier
are used to check if the PU is active. If the PU is active, the radar pulse is not transmitted,
thus preventing interference. Based on the channel coefficients, the radar calculates the
probability that the PU is active, at the start of each pulse. This probability is compared
with a threshold and if it’s higher, it does not transmit.

Golay codes are a set of complementary codes to construct a phase-coded radar wave-
form. This has an important property that the ACF of the sum of Golay sequences is
ideally an impulse at zero [66]. This would mean that using this code sequence removes
the side-lobes of the range profile. These are used in data communications as well, with
some examples being pilot symbols for OFDM systems and also in CDMA. Thus, it is
evident that they can be used for the joint system. However, one drawback of these is
that they are not resilient to arbitrary Doppler shifts. In fact, the ideal ACF is only ob-
served when there is no Doppler shift but when there exists some Doppler shift, it has
high side-lobe levels. Thus, this study develops a waveform that has ideal ACF for some
comparable Doppler shifts.

Joint operation between an ultra-wideband (UWB) radar system and global positioning
system (GPS) as the communication system is an interesting application. This would
allow the GPS system to work better because it can supplement its performance with the
information outputted by the radar system. One drawback of using a UWB system is that
the spectrum available at a given time is fixed. Ability of an OFDM signal to change the
information on subcarriers from one symbol to another has made it a good candidate for
a UWB system and is used as an alternative [29]. A GPS receiver based on software
is integrated along with an OFDM radar. One OFDM symbol is considered as one pulse
and the subcarriers corresponding to the frequency range of the GPS signal are nulled,
to prevent interference.

3.2.8 Parasitic systems

Parasitic systems use another system for its performance [40]. The radar system is the
PU and the total bandwidth and power are allocated specifically for this while some
communication symbols are embedded inside this radar signal. Different methods are
available to achieve this such as waveform diversity method, amplitude modulation (AM),
amplitude-shift keying (ASK) and phase modulation (PM) methods. A collection of differ-
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ent waveforms is used in the radar system. For each radar pulse, a different waveform
is transmitted and this corresponds to a communication symbol from a fixed dictionary.
The AM and ASK methods mostly rely on beamforming, where the transmitted beam is
focused in directions depending on the location of the users. Assuming there are com-
munication users in different directions, the side-lobe level (SLL) are shaped such that
each side-lobe corresponds to one communication symbol. In this case, the mainbeam
direction can be used explicitly for radar users while the SLL in other directions are used
for communication. Phase modulation methods can also be used because BER of these
are better when compared with the other methodologies. As with all PM based methods,
communication symbols are detected by observing the difference in phase between two
elements. A total of P + 1 waveforms are sent at the same time. One waveform is taken
as a reference and different pairs are made with this and all the other waveforms. This
enables to have P pairs of communication signals. The difference in phase between the
two waveforms of each pair is used to modulate the communication symbol [39].

Conversely, a communication signal can be used to embed radar information passively
[67]. The considered radar system is a weather radar while the communication system
is Wi-Fi. Dynamic frequency selection, which means that the frequency bands for each
system are not fixed but selected dynamically, is an important consideration for joint Rad-
Com systems. The RX for the communication system receives both signals at the same
time. In the perspective of this RX, the radar signal behaves as a periodic impulse train.
As a result, the packet containing the Wi-Fi produces errors and would increase the BER
of the system. Increase of this BER is used to detect the existence of the radar system.
However, the errors are not only caused by radar pulses and it can be due to collision
with other Wi-Fi users or due to the inherent problem of hidden nodes in Wi-Fi networks,
where some nodes cannot detect the other nodes. Towards this end, an approach is
taken so as to make sure that the BER increase is only due to the working of the radar
system. It is shown by simulations that a larger packet triggers a BER which is constant,
indicating the presence of a radar system, but packets with shorter duration need more
time to observe the radar system.

Joint working between the two systems becomes important in an emergency situation
because the radar system needs to detect the targets and the communication system
sends this information to a control headquarters [93]. In this study, the PU is the radar
system employing UWB noise signal and the communication system is the SU, employ-
ing OFDM. The idea is to optimise the radar waveform and the metrics of performance
for the two systems are the BER and the resolutions of the AF, for communication and
radar, respectively. Since the same TX waveform is used, it also provides security for the
communication data, which is much needed in the emergency situations. When this sig-
nal is transmitted, it is received by the possible communication users and perform OFDM
demodulation in the intended band for communication. This signal when collided with the
targets, gets reflected back and is processed by correlating with the TX signal.
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3.2.9 Re-configurable systems

Although different methods discussed minimise the interference on each system, it might
be possible that at a given time, either one of the systems is not working or not using
the bandwidth. Thus, it is redundant to allocate bandwidth for that system using any of
the above methods. Towards this, researchers have also proposed using re-configurable
systems, where it is possible to configure the system adaptively for either only radar or
communication [31]. An example scenario is considered in the study where a potential
target on ground is detected by a radar system on a military aircraft. After constructing
the radar image, it is communicated to another aircraft using the same platform used for
radar, but now as communication. OFDM is used for the radar purpose and the radar
image is constructed, and sent to the other aircraft. This idea can be extended further by
employing hardware components to construct a re-configurable system [30]. This study
depicts that minor changes are needed in terms of software whereas hardware-wise,
nothing needs to be changed.

3.2.10 Co-designed systems

In all of the above literature, both systems were discussed separately. In the recent
past, it has been proposed that instead of considering them as two distinct systems,
to consider them as one full system [36]. A novel performance metric is derived that
is equivalent to the conventional capacity expression for a communication system, but
including also the radar system. Thus, only one expression exists here which measures
the joint performance. A single MI metric can also be applied for the two systems [99].
A radar system with wide bandwidth is considered whereas the communication system
is adopting OFDM. A joint waveform is derived which helps in better target detection
with minimum interference effect on the OFDM system and higher throughput for the
communication system. The derived joint MI is maximised to find the power at each
carrier dedicated for RadCom. Joint metric can also be based on Neyman–Pearson (NP)
criterion [76]. It has been used conventionally in radar target detection, where it tries to
improve PD with a given PFA. The communication and radar performances are linearly
combined to arrive at the joint criterion and given as

γjoint = −

⎡⎣PD + η(α− PFA)  
radar

+ ζIcomm(x, y)  
comm.

⎤⎦ , (3.23)

where α, η, ζ are constants that weigh the objective function to obtain the required perfor-
mance, Icomm(x, y) represents the MI for the communication system where x, y are the
transmitted and received data.
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4 SYSTEM MODEL

The system model used in this thesis is discussed in this chapter. The first section
discusses the joint radar and communication scenario and the specific structure of the
OFDM signal used. The signals used in the radar and communication systems are in-
troduced next. Subsequent section derives the maximum likelihood estimator for target
parameter estimation in the radar system while errors made in this estimation process are
discussed in the final section, where the Cramer–Rao lower bounds for the parameters
are derived.

The joint radar and communication system is depicted in Figure 4.1(a). The transmit sig-
nal x(t) is a continuous waveform and it is an OFDM signal with M OFDM symbols, each
with N subcarriers as shown in Figure 4.1(b). For a CW radar, since the transmission and
reception are done at the same time, SI becomes an issue and needs to be controlled.

Time duration of one OFDM symbol including the CP is

Tsym = T + TCP, (4.1)

where T is the useful OFDM duration and TCP is the time duration of the cyclic prefix.
Number of samples corresponding to these time durations is N and NCP. The pulse
repetition interval (PRI) is the same as the OFDM symbol period and is given as

PRI = Tsym, (4.2)

where it is dependent upon the maximum unambiguous range and velocity. To maintain
orthogonality of the subcarriers, the frequency separation between the subcarriers is

∆f =
1

T
, (4.3)

and the sampling rate is taken to be

Fs =
NCP

TCP
=

N

T
= N∆f. (4.4)

The parameters necessary for the formation of the radar pulse can vary from one applica-
tion to another. This thesis assumes that the parameters M,N,PRI are already defined
according to the application required.
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(b) Signal structure of the TX OFDM signal

Figure 4.1. System model and TX signal structure

4.1 Evaluation scenario and signal structure

When x(t) is transmitted towards the environment, it gets reflected from the targets in
the environment and received back at the radar TRX as yr(t). The signal at the commu-
nication RX is yc(t). Usually in communication systems which employ OFDM as the TX
waveform (e.g., LTE, 5G), there exist some subcarriers within each OFDM symbol that are
unused and these can be filled up by arbitrary data so that it improves the performance
of the radar system. The insertion of data to these subcarriers is done through an optimi-
sation algorithm. These filled subcarriers are hereon known as radar subcarriers. For the
radar system target detection, both communication and radar subcarriers are used. The
indices for communication and radar subcarriers can be arbitrary and non-contiguous for
different OFDM symbols.

Radar subcarriers contain some arbitrary complex symbols. As such, both the amplitude
and phase of the symbols put in these subcarriers can be freely controlled. The commu-
nication symbols are denoted by Dn,m, where n and m are the indices for the subcarriers
and the OFDM symbols. Each communication symbol is weighted by a factor Wn,m and
the transmitted complex symbol in a communication subcarrier can then be written as

Xc,n,m = Wn,mDn,m. (4.5)
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Depending on the modulation used in the communication symbols, the weight Wn,m can
have different forms. If the communication symbols adopt phase-shift keying (PSK), only
the amplitude of the weights can be changed. Also, if it is not possible to change the
amplitudes of the individual weights due to some constraint on the communication sub-
carriers, the other option is to scale these amplitudes equally so as not to affect the
symbols. If the communication symbols use amplitude-shift keying (ASK), only the phase
of the weights can be modified. Further, if the communication symbols are in the form of
quadrature amplitude modulation (QAM), the option is to scale all the symbols equally so
as not to alter the format of those symbols. These can be denoted as

Wn,m =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

|Wn,m|, PSK,

|W | for all n,m, constrained PSK,

Wn,m such that |Wn,m| = 1, ASK,

|W | for all n,m, constrained QAM.

(4.6)

The total frame which includes both communication and radar subcarriers is used to
derive a waveform which is beneficial for both systems. The transmitted complex symbol
in a radar subcarrier is denoted by Xr,n,m. The transmit signal x(t) can then be written
based on the continuation of (2.40) for multiple OFDM symbols as

x(t) =
1

N

M−1∑
m=0

p(t−mTsym)

( ∑
g∈Rm

Xr,m,ge
j2πg∆f(t−mTsym)

+
∑
g∈Cm

Xc,m,ge
j2πg∆f(t−mTsym)

)
, (4.7)

whereRm and Cm denote the respective indices for radar and communication subcarriers
of each OFDM symbol and

Rm ∩ Cm = ∅. (4.8)

4.2 Radar system

The processing involved in the radar system is discussed in this section. For this, the
received signal at the radar receiver is found. The sampling process is explained and
the relation between TX and RX symbols on each subcarrier due to the target range and
velocity is derived. Based on this, relations between transmitted and received samples
are also derived.
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4.2.1 Transmission and reception

The radar channel as in Figure 4.1(a) can be denoted with the impulse response

hr(t) =

Kr∑
k=1

Akδ(t− τk)e
j2πfD,kt, (4.9)

where Kr denotes the number of targets. When the TX signal travels through this chan-
nel, the received signal is given by

y(t) =

Kr∑
k=1

Akx(t− τk)e
j2πfD,kt + v(t), (4.10)

where the noisy RX signal is a delayed and attenuated version of the TX signal, also
with a phase change corresponding to the relative speed between the target and the
transmitter as given in (2.10). In particular, Ak is the two-way attenuation constant for the
path between the radar TRX and each target while fD,k and τk are the Doppler shift and
delay attributed to each target, respectively. The additive noise term v(t) is assumed to
be white and Gaussian. Substituting (4.7) in (4.10) and simplifying yields

y(t) =
1

N

Kr∑
k=1

M−1∑
m=0

N−1∑
g=0

AkXm,ge
−j2πg∆f(τk+mTsym)ej2πfD,ktp(t− τk −mTsym)e

j2πg∆ft

+ v(t), (4.11)

where Xn,m is the transmitted frequency-domain symbol and the distinction between
communication and radar subcarriers is not used since all the subcarriers are used for
target detection.

4.2.2 Sampling

Sampling this signal at Fs corresponds to time instants l
Fs

where l = 0, 1, ...,M(N +

NCP)− 1. The sampled sequence is then given by

y[l] =
1

N

Kr∑
k=1

M−1∑
m=0

N−1∑
g=0

[
AkXm,ge

−j2πg∆f(τk+mTsym)e
j2πfD,k

l
Fs p(

l

Fs
− τk −mTsym)

]
e
j2πg∆f l

Fs + v[l], (4.12)

where y[l] = y( l
Fs
) and v[l] = v( l

Fs
). After the A/D conversion, the samples correspond-

ing to CP are removed. Since some samples (i = 0, 1, ...,MN − 1) are removed, phase
change due to Doppler effect must be compensated. This will be insignificant per sub-
carrier, but needs to taken into account per OFDM symbol. Denoting each of these time-
domain samples per OFDM symbol as ym,i with vm,i as noise samples and also noticing
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the term outside the bracket can be represented as e
j2πg∆f i

Fs = e
j2πg∆fi
N∆f = e

j2πgi
N

yi,m =
1

N

Kr∑
k=1

N−1∑
g=0

[
AkXm,ge

−j2πg∆f(τk+mTsym)e
j2πfD,k

i+m(N+NCP)

Fs

]
e

j2πgi
N + vm,l. (4.13)

Because Fs ≫ fD,k, last phase term can be approximated as

e
j2πfD,k

i+m(N+NCP)

Fs = e
j2π
( fD,ki

Fs
+fD,kmTsym

)
≈ ej2πfD,kmTsym , (4.14)

since fD,ki
Fs
≈ 0, to yield the time-domain samples

yi,m =
1

N

Kr∑
k=1

Ake
j2πfD,kmTsym

N−1∑
g=0

[
Xm,ge

−j2πg∆f(τk+mTsym)

]
e

j2πgi
N + vm,i. (4.15)

Converting the time-domain samples into frequency domain yields

Yn,m =

Kr∑
k=1

Ake
j2πfD,kmTsym

N-point DFT  
N−1∑
i=0

1

N

N−1∑
g=0

[
Xm,ge

−j2πg∆f(τk+mTsym)

]
e

j2πgi
N

  
N-point IDFT

e
−j2πni

N +Vn,m,

(4.16)
where the noise samples Vn,m are independent and identically distributed (i.i.d.) and
complex white Gaussian. Changing the order of summation yields

Yn,m =
1

N

Kr∑
k=1

Ake
j2πfD,kmTsym

N−1∑
g=0

Xm,ge
−j2πg∆f(τk+mTsym)

N−1∑
i=0

e
j2πi(g−n)

N + Vn,m, (4.17)

where
N−1∑
i=0

e
j2πi(g−n)

N =

⎧⎨⎩ N, if g = n,

0, if g ̸= n.
(4.18)

This can be represented as

Yn,m =

Kr∑
k=1

ÃkXn,me−j2πn∆fτkej2πfD,kmTsym + Vn,m, (4.19)

where Ãk = Ake
−j2πnm∆fTsym , since that exponential is known beforehand and it does

not contain any of the parameters. When assuming only one target and neglecting the
subscripts for simplicity, the effects of delay and Doppler can be depicted as

Yn,m = ÃXn,me−j2πn∆fτej2πfDmTsym + Vn,m. (4.20)

It is seen that the received symbol is a noisy, phase-changed version of the transmitted
symbol, due to the delay and the Doppler effect. Moreover, it is attenuated by the two-way
attenuation constant.
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The received symbols for one pulse can be denoted in matrix notation assuming Ã = 1

Y = DXB + V, (4.21)

where Y is the received symbol matrix of size N ×M and (Y)n,m = Yn,m, D = diag(d)
is a diagonal matrix of size N × N where each element is given by dn = e−j2πn∆fτ

and n = (−N/2, ..., N/2 − 1), X is the transmitted symbol matrix of size N × M and
(X)n,m = Xn,m, B = diag(b) is a diagonal matrix of size M ×M where each element is
given by bm = ej2πmfDTsym and m = (0, ...,M − 1) and V is the noise matrix of size N ×M

and (V)n,m = Vn,m.

It is essential for the subsequent sections that the signal model be vectorised to the form

y = s + v, (4.22)

where y = vec(Y), s = vec(DXB) and v = vec(V) are all of the size NM × 1. The mean
vector and covariance matrix of y for can be depicted as

my = s, (4.23)

Σ = E(ssH) + σ2I = ssH + σ2I, (4.24)

based on (A.4) and (A.6) in Appendix A.1. Mean and covariance matrix of noise samples
are given by

E(v) = 0, (4.25)

Cv = σ2I, (4.26)

where σ2 is the noise variance and E is the expectation operator.

4.3 Communication system

The communication channel can be denoted with the impulse response

hc(t) =

Kc∑
k=1

Ac,kδ(t− τc,k)e
j2πfc,D,kt, (4.27)

where Kc is the total number of multipath components. The signal received at the com-
munication RX can then be denoted as

yc(t) =

Kc∑
k=1

Ac,kx(t− τc,k)e
j2πfc,D,kt + vc(t), (4.28)
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which can be simplified based on (4.19) as

Yc,n,m =

Kc∑
k=1

Ãc,kXc,n,me−j2πn∆fτc,kej2πfc,D,kmTsym + Vc,m,n. (4.29)

For the communication signal, it is plausible to assume that the multipath channel com-
ponent per subcarrier, based on the Fourier transform of (4.27) is

Hc,n,m =

Kc∑
k=1

Ãc,ke
−j2πn∆fτc,kej2πfD,kmTsym , (4.30)

and this has been estimated based on the pilot symbols and this information has been
fed back to the communication TX. This also assumes that the communication RX knows
the subcarriers corresponding to communication and symbols on radar subcarriers are
discarded accordingly. The SNR per subcarrier can then be calculated for communication
as

SNRc,n,m = Pm,n
|Hc,n,m|2

σ2
c

, (4.31)

where σ2
c denotes the variance of noise at the communication RX and

Pn,m = E{|Xn,m|2}. (4.32)

The powers allocated for the communication and optimised radar subcarriers are given
respectively as

Pcomm. =
1

MN

M−1∑
m=0

∑
n∈Cm

|Xc,n,m|2, (4.33)

Pradar =
1

MN

M−1∑
m=0

∑
n∈Rm

|Xr,n,m|2. (4.34)

4.4 Maximum likelihood estimation for distance and velocity

The received frequency-domain symbols are used by the radar system to estimate the
the delays and Doppler shifts to the different targets, to derive the distance and velocity
of the targets. Towards this end, maximum likelihood estimator (MLE) is used and this
section discusses the estimation procedure [17]. The parameter vector θ that needs to
be estimated is

θ = [τ, fD]
T . (4.35)

Since the noise samples are i.i.d. and Gaussian distributed, the joint density function of
the noise samples Vn,m based on (4.20) can be written as

P(V) = 1

(πσ2)MN/2

M−1∏
m=0

N−1∏
n=0

e−|Vn,m|2

σ2
. (4.36)
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Substituting for the noise samples assuming Ã = 1 yields the likelihood function

P(Y; θ̃) = 1

(πσ2)MN/2

M−1∏
m=0

N−1∏
n=0

e−|Yn,m−Xn,me−j2πn∆fτ ej2πmfDTsym |2

σ2
. (4.37)

Taking the log-likelihood function results in

L(Y; θ̃) = −MN

2
log (πσ2)− 1

σ2

M−1∑
m=0

N−1∑
n=0

|Yn,m −Xn,me−j2πn∆fτej2πmfDTsym |2. (4.38)

In order for the MLE to be derived, the log-likelihood function needs to be differentiated
with respect to the parameter vector and thus from the above equations, terms that do not
depend on the parameters can be omitted. The squared term can be simplified further as

|Yn,m−Xn,me−j2πn∆fτej2πmfDTsym |2 = |Yn,m|2+ |Xn,m|2−Y ∗
n,mXn,me−j2πn∆fτej2πmfDTsym

−X∗
n,mYn,mej2πn∆fτe−j2πmfDTsym . (4.39)

Noting that the last two terms are conjugates of each other result in

|Yn,m −Xn,me−j2πn∆fτej2πmfDTsym |2 = |Yn,m|2 + |Xn,m|2

− 2ℜ(Y ∗
n,mXn,me−j2πn∆fτej2πmfDTsym). (4.40)

The simplified log-likelihood function after removing the terms that do not depend of the
parameters is

L(Y; θ̃) = ℜ

[
M−1∑
m=0

N−1∑
n=0

Y ∗
n,mXn,me−j2πn∆fτej2πmfDTsym

]
. (4.41)

In order to derive the MLE, this needs to be differentiated with respect to each of the
parameters to yield

∂L(Y; θ̃)
∂τ

= (−j4π∆f)ℜ

[
M−1∑
m=0

N−1∑
n=0

(n)Y ∗
n,mXn,me−j2πn∆fτej2πmfDTsym

]
, (4.42)

∂L(Y; θ̃)
∂fD

= (j4πTsym)ℜ

[
M−1∑
m=0

N−1∑
n=0

(m)Y ∗
n,mXn,me−j2πn∆fτej2πmfDTsym

]
. (4.43)

To derive the MLE, these need to be equated to zero. This cannot be solved easily and
instead, the procedure adopted in [17] is used. Rearranging (4.41) as

L(Y; θ̃) = ℜ

[
M−1∑
m=0

(
N−1∑
n=0

Zn,me−j2πn∆fτ

)
ej2πmfDTsym

]
, (4.44)

where Zn,m = Y ∗
n,mXn,m, it is seen that the inner and outer sums have some similarity

with the definitions of DFT and IDFT. Therefore, MLE is found with the help of these by
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quantising the delay and Doppler frequency parameters as

τn′ =
n′

N∆f
, n′ = 0, ..., N − 1, (4.45)

fDm′ =
m′

MTsym
, m′ = 0, ...,M − 1. (4.46)

Substituting these in (4.44) results in

L(n′,m′) = ℜ

⎡⎢⎢⎢⎢⎣
M -length IFFT  

M−1∑
m=0

(
N−1∑
n=0

Zn,me
−j2πnn′

N

)
  

N -length FFT

e
j2πmm′

M

⎤⎥⎥⎥⎥⎦ . (4.47)

To find the parameters which correspond to the MLE, values of m′, n′ are found as the
values that maximise the log-likelihood function and denoted as

(
nmax,mmax

)
= argmax

(
L(n′,m′)

)
. (4.48)

These are substituted in (4.45) and (4.46) to estimate the parameter value set

θ̂ = [τ̂ , f̂D]
T . (4.49)

4.5 Cramer–Rao lower bounds for distance and velocity
estimation

It is usually the case for any parameter estimation process that the estimated parameter
values deviate from the true values for those parameters, causing some errors. The
variances of these errors for the delay and Doppler estimates can be given as

var(τ̂) = E
(
(τ̂ − τ)2

)
, (4.50)

var(f̂D) = E
(
(f̂D − fD)

2
)
, (4.51)

where var is the variance of the estimator. It is essential that these variances be min-
imised. For a given parameter set, the minimum variance of any estimator is limited by
the Cramer–Rao lower bound (CRLB) and can be calculated by the inverse Fisher matrix
[46].

For the signal model given by (4.21), CRLB for the estimators are calculated from (A.14)
as given in the Appendix A.1 as

I(θ)i,j = 2ℜ
[
∂sH

∂θi
(ssH + σ2I)−1 ∂s

∂θj

]
, (4.52)

where I(θ)i,j corresponds to the element in the ith row and jth column of the Fisher
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matrix. Depending on the variable with respect to which the vector s is differentiated, this
can be simplified as

I(θ)i,j = 2ℜ
[
sHDi(ssH + σ2I)−1Djs

]
. (4.53)

If the differentiating variable is τ , Di = Dτ = diag(dτ ), in which dτ is a vector of size
NM × 1 where the first N elements are (−N/2, ..., N/2− 1) and these N elements being
repeated for M times. Similarly, if the differentiating variable is fD, Dj = DfD = diag(dfD),
in which dfD is a vector of size NM × 1 where sets of N elements are the same, with
the starting and ending indices being zero and M − 1 respectively. Each element of the
Fisher matrix which is now of size 2× 2 is derived using (4.53)

I(θ)1,1 = 2ℜ
[
(2π∆f)2sHDτ (ssH + σ2I)−1Dτs

]
, (4.54)

I(θ)1,2 = 2ℜ
[
(−4π2∆fTsym)sHDτ (ssH + σ2I)−1DfDs

]
, (4.55)

I(θ)2,1 = 2ℜ
[
(−4π2∆fTsym)sHDfD(ssH + σ2I)−1Dτs

]
, (4.56)

I(θ)2,2 = 2ℜ
[
(2πTsym)

2sHDfD(ssH + σ2I)−1DfDs
]
. (4.57)

Therefore, the Fisher matrix and its inverse are given by

I(θ) =

⎡⎣I(θ)1,1 I(θ)1,2

I(θ)2,1 I(θ)2,2

⎤⎦ , (4.58)

I−1(θ) =

⎡⎣ I(θ)2,2 −I(θ)1,2

−I(θ)2,1 I(θ)1,1

⎤⎦
det I(θ)

. (4.59)

The CRLB for the two estimators are given by the diagonal elements of the inverse Fisher
matrix, where the first diagonal elements corresponds to CRLB of the delay estimate
while the seconds corresponds to that of the Doppler estimate. Thus, these are given as

var(τ̂) ≥ I(θ)2,2
det I(θ)

= CRLB(τ̂), (4.60)

var(f̂D) ≥
I(θ)1,1
det I(θ)

= CRLB(f̂D). (4.61)
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5 RESULTS AND ANALYSIS

The contribution of this thesis is discussed in this chapter. This mainly focuses on the
optimisation problem that is used to fill up the radar subcarriers. The performance of
both the radar and communication systems are analysed. The effect of the individual
constraints on the performance are also evaluated. Maximum likelihood estimation is also
performed to evaluate the suitability of the optimisation algorithm for a practical scenario.

5.1 Optimisation problem

The optimisation problem can be given mathematically as

argminXc,Xr,R,CCRLB(τ̂) or argminXc,Xr,R,CCRLB(f̂D) (5.1)

such that

Pcomm. + Pradar = Ptotal, (5.2)

PAPRx(t) ≤ PAPRmax, (5.3)

SNRc,n,m ≥ SNRmin, (5.4)

where Ptotal,R, C,PAPRmax,SNRmin are the power constraint for the transmit signal, in-
dices corresponding to radar and communication subcarriers for the whole pulse, PAPR
constraint for the transmit signal and the minimum SNR per communication subcarrier.

The optimisation problem minimises the CRLB of the estimators of delay and Doppler shift
for the radar system under a set of constraints. The first constraint is the total power con-
straint, which ensures that the transmit signal has enough power. It is also equipped with
a PAPR constraint such that the final signal transmitted is feasible to be used in practice,
since OFDM signals usually have very high PAPR values. In order for the communica-
tion system to have a good performance, the last constraint is the SNR constraint for the
communication subcarriers which ascertains that the communication subcarriers achieve
at least a minimum SNR. The general optimisation problem outputs the complex weights
for the radar subcarriers Xr and also the weights for the communication subcarriers Xc,
for the whole pulse. It also outputs the optimal indices for the radar and communication
subcarriers within each OFDM symbol.
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Algorithm 1 Optimisation algorithm
1: Initialise Xc,Xr with random values
2: Set constant parameter values according to Table (5.1)
3: Set Ptotal, α, γ constraint values
4: Set constraint tolerance ∆con.
5: Set function tolerance ∆func.
6: Compute CRLB(τ̂),CRLB(f̂D) according to (4.60) and (4.61)
7: Compute Px(t),PAPRx(t),SNRc,n,m

8: while (CRLB(τ̂),CRLB(f̂D) > ∆func.) and (|Px(t) − Ptotal| > ∆con.) and (PAPRx(t) −
α > ∆con.) and (SNRc,n,m − γ < ∆con.) do

9: Set Xc ←− Xc,new
10: Set Xr ←− Xr,new
11: Compute Px(t),PAPRx(t),SNRc,n,m

12: Compute CRLB(τ̂),CRLB(f̂D)

13: CRLB(τ̂)min,CRLB(f̂D)min = CRLB(τ̂),CRLB(f̂D)
14: PAPRx(t),min = PAPRx(t)

15: SNRc,n,m,max = SNRc,n,m

The optimisation problem can be also broken into different sub-problems. The first and
foremost is the effect of optimisation on the performance of the radar and communication
systems. The variances of the errors made in parameter estimation need to be anal-
ysed for the radar system while the SNR of the communication subcarriers need to be
observed for the communication system. The second sub-problem can be thought of as
the locations of the radar and the communication subcarriers within an OFDM symbol,
for better performance. After the joint waveform is found with the help of optimisation, its
effect needs to be observed for a practical estimator. For this, the maximum likelihood
estimator (MLE) is considered and is chosen as the third sub-problem.

Algorithm 1 is evaluated numerically in MATLAB R⃝. The essence of the optimisation prob-
lem can be thought of as to improve the radar systems’ performance by minimising the
errors in the estimators while simultaneously maximising the SNR of the communication
subcarriers.

To evaluate the optimisation algorithm, a joint system is simulated in MATLAB R⃝ and is
denoted in Figure 4.1(a). The parameters necessary for the formation of the system
are given in Table 5.1. It is assumed that the communication and radar subcarriers in
an OFDM symbol are in the locations denoted by Figure 5.1, to simplify the optimisation
problem. For the communication channel, a multipath channel is simulated with the power
delay profile as shown in Figure 5.2.

The generated spectrum due to optimisation is depicted in Figure 5.3(a). It is seen that
the part of the spectrum corresponding to communication is amplified when compared
with that of the radar subcarriers. This happens due to the addition of the SNR constraint
on the optimisation problem. Increase of the SNR constraint causes this spectrum to be
amplified even further. In perspective of transmission, it is necessary that the spectrum
of the transmit signal either be flat to some level or the amplification can be controlled.
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Parameter Value

M 3

N 1200

∆f 50kHz

FFT size 2048

fc 2GHz

SNR(M) 10dB

β 1m2

B 60MHz

F 10

λ 0.15m

GdB 20dB

Table 5.1. Parameters for the simulations

Comm. 1 ...
Comm. 
Ncomm.

Radar 1 ...
Radar 
Nradar

Xr

Figure 5.1. Locations of the communication and radar subcarriers in an OFDM symbol

However, since the amplification depends on the SNR constraint, this is not desired.

To address this issue, the optimisation problem is modified as

argminXr,R,CCRLB(τ̂) or argminXr,R,CCRLB(f̂D) (5.5)

such that

Pradar = (1− δ)Ptotal, (5.6)

PAPRx(t) ≤ PAPRmax, (5.7)

and the corresponding algorithm to this is given in Algorithm 2.

The power allocated out of the total power Ptotal for the communication subcarriers is
now decided in advance. Since a flat transmit spectrum is desired, the power between
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Figure 5.3. Spectrum of the waveform for initial and modified optimisations with 200
comm. subcarriers and PAPR constraint = 7dB

communication and radar subcarriers is decided by their subcarrier ratio. That is

Pcomm.

Pradar
=

Ncomm.

Nradar
, (5.8)

Pcomm. = Ptotal
Ncomm.

N
, (5.9)

where Pcomm., Pradar are the power allocated for communication and radar subcarriers and
Ncomm., Nradar are the number of communication and radar subcarriers, respectively. The
proportion of power allocated for the communication subcarriers is then δ = Ncomm.

N . Each
communication subcarrier is weighted by the same value W which is given by

W =

√
Ptotal

N
, (5.10)
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Algorithm 2 Modified optimisation algorithm
1: Initialise Xr with random values
2: Set constant parameter values according to Table (5.1)
3: Set Ptotal, α, δ constraint values
4: Set constraint tolerance ∆con.
5: Set function tolerance ∆func.
6: Compute CRLB(τ̂),CRLB(f̂D) according to (4.60) and (4.61)
7: Compute Pradar,PAPRx(t)

8: while (CRLB(τ̂),CRLB(f̂D) > ∆func.) and (|Pradar − (1 − δ)Ptotal| > ∆con.) and
(PAPRx(t) − α > ∆con.) do

9: Set Xr ←− Xr,new
10: Compute Pradar,PAPRx(t)

11: Compute CRLB(τ̂),CRLB(f̂D)

12: CRLB(τ̂)min,CRLB(f̂D)min = CRLB(τ̂),CRLB(f̂D)
13: PAPRx(t),min = PAPRx(t)

14: Pradar = (1− δ)Ptotal

such that the transmitted complex symbol on a communication subcarrier is

Xc,n,m = WDn,m, (5.11)

and the total communication power

Pcomm. = Ncomm. ∗ |Xc|2, (5.12)

is equivalent to (5.9).

Figure 5.3(b) shows the spectrum of the waveform due to the modified optimisation prob-
lem. It can be seen that the initial drawback of a part of the spectrum being amplified is
removed and modified optimisation yields a waveform that is flat. Table 5.2 shows the
different parameters values for the figures depicted in Figure 5.3.

Parameter value Initial optimisation Modified optimisation

PAPR achieved 7.0 dB 7.0 dB

Standard deviation of distance error 0.00051m 0.00073m

Standard deviation of velocity error 0.08ms−1 0.13ms−1

Table 5.2. Comparison between two optimisation problems for a fixed scenario

Figure 5.4 shows the changes in the spectrum with the number of communication subcar-
riers in an OFDM symbol for Doppler estimate optimisation. For this, the most important
factor is the spectrum as shown in the Figure 2.7(b). Thus, having a single tone in the
frequency domain allows to accurately estimate the Doppler shift of the received signal.
This is the case when all are radar subcarriers in an OFDM symbol, which corresponds to
the figure when Ncomm. = 0. When the number of communication subcarriers increases,
it can be seen that the spectrum still has an impulse.
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Figure 5.4. Variation of the spectrum of the optimised waveform for Doppler estimation
under modified optimisation

To observe the effect of optimisation, the standard deviation of the CRLBs of delay and
Doppler estimates are converted into a distance error and a velocity error as per (2.13)
and (2.14). Figure 5.5 shows the effect of optimisation on these errors. The effect on
the distance estimation is analysed first. It is seen that optimisation provides much better
performance in distance estimation when compared with the unoptimised case. In the
unoptimised case, the radar subcarriers are considered to be empty. As an example,
comparing the two curves when the number of communication subcarriers is 600 shows
that the distance error is reduced in the optimised case. But, to compensate for the
reduced error, the power of the communication subcarriers is reduced by half as per (5.9).
Therefore, a 3dB power loss is incurred for the communication subcarriers to improve this
distance error. This essentially means that distance error of the radar system can be
improved by reducing the power allocated for the communication subcarriers. Also when
all the subcarriers are communication, it is seen that it produces the worst distance error
and converges to the unoptimised case.

If a part of the subcarriers is dedicated for communication, the number of radar sub-
carriers decreases and this decreases the flexibility in optimisation since in the radar
subcarriers both the phase and the amplitude of the complex symbols can be changed
whereas for the communication subcarriers, it is only the amplitude. The convergence is
due to this because no radar subcarriers are left for the optimisation. But, if radar subcar-
riers are left, it is seen that the optimisation problem is able to optimise them to reduce
the distance error.
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Figure 5.5. Error variation for the two estimates with the number of communication sub-
carriers

Another interesting point to note from the figure is that if the number of radar subcarriers
is about 10% of the total number of subcarriers, the theoretical distance error can be
reduced by almost a decade. Also, increasing the number of radar subcarriers beyond a
certain point does not anymore yield performance improvement for the radar system. This
is also in line with a typical communication system, since maximally only about a quarter
of the subcarriers is unused in an OFDM symbol. Thus, these can be optimised without
any issue since no information is conveyed on those subcarriers for the communication
system.

Similar to the distance error variation, it is seen that the velocity error increases with
the increase of the number of communication subcarriers in an OFDM symbol, since the
optimisation loses the number of variables that can be optimised. Comparing with the
unoptimised case, it is clear that the optimisation problem reduces the standard deviation
of the velocity error as well.

The optimisation of the distance and the velocity estimates were done separately where
the optimisation of one does not depend on the other. This figure also shows the be-
haviour of the unoptimised variable when the other is optimised. When the distance
estimate is optimised, the variation of the error of the velocity variable is also to increase
with the number of communication subcarriers. However, this error variation is much
higher than the case when the velocity variable is optimised. Same observation can be
made for the distance estimate.
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5.2 Performance of the communication system

When the OFDM signal is transmitted through the multipath channel with the power delay
profile as in Figure 5.2, it is received at the communication receiver after being distorted
due to multipaths and also with reduced power due to the free-space path loss (FSPL),
which is shown in Figure 5.6. Depending on the SNR at the communication receiver, the
received communication signal can be above or below the noise floor. In this figure, it is
shown to be above.
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Figure 5.6. Frequency domain plot

After applying the SNR constraint for the communication subcarriers together with the
power constraint and the PAPR constraint, Figures 5.7(a) and 5.7(b) show the effect of
optimisation for communication subcarriers. For both cases, it is observed that optimisa-
tion improves the SNR of the communication subcarriers. It is also seen that increasing
the SNR constraint improves the SNR of the communication subcarriers even further.
Figure 5.7(c) depicts the same variation for the modified optimisation problem.

Table 5.3 shows the change in the average SNR for the two optimisation methods. It is
seen that when there is an SNR constraint, the average SNR value is quite higher than
without it. Also, when the SNR constraint is made tighter, the average SNR decreases.
In comparing the average SNR values of the two optimisation problems without the SNR
constraint, it is seen that under the modified optimisation problem, the average SNR is
lower than with the original optimisation problem. The reason for this is due to the fact that
in the original one, individual weights of the communication subcarriers can be controlled
but in the case for the modified one, the weights for them are already fixed. Thus, in
the modified approach, the optimisation loses some flexibility to change the weights as
intended for the communication subcarriers.
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Figure 5.7. Comparison of the SNR of the communication subcarriers with and without
SNR constraint for two different constraints

Case Average SNR

Without SNR constraint 6.88 dB

With SNR constraint 3 (4.8dB) 20.73 dB

With SNR constraint 30 (14.8dB) 19.00 dB

Modified optimisation problem 2.88 dB

Table 5.3. Comparison between average SNR

5.3 PAPR of the waveform

For delay and Doppler estimation, time and frequency domains are the important ones,
respectively. Thus, the effect of the PAPR constraint is discussed for these domains in
this section. Figure 5.8 denotes the effect of the PAPR constraint on the time-domain
waveform optimised for delay estimation. Having a lower PAPR constraint causes the



70

amplitudes of the time-domain samples to be bounded by a lower value than when con-
sidered with that of a higher PAPR constraint. Also, it was seen that the PAPR constraint
causes the velocity error to be increased than without it. The reason for this can be ob-
served in the Figure 5.9. In particular, Figure 5.9(a) shows the case when 200 subcarriers
are unused in an OFDM symbol and can be optimised. The peak in frequency domain
thus makes the Doppler estimation much more precise, thereby reducing the error. But,
when a PAPR constraint of 7dB is added, that peak is not distinctive as the earlier case
whereas the frequency spectrum has gotten flat, as shown in Figure 5.9(b). In this case,
the Doppler estimation is not accurate as the earlier one. But, to maintain the practicality
of the waveform transmitted, the PAPR constraint is important.
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Figure 5.8. Effect of the PAPR constraint on the time-domain waveform

Figure 5.10 shows the effect of the PAPR constraint on delay and Doppler optimisation.
For delay optimisation without the PAPR constraint, when there are not any communi-
cation subcarriers, the PAPR of the waveform is quite high. But, the inclusion of the
communication subcarriers is seen to decrease the PAPR of the waveform. In contrast,
for Doppler optimisation without PAPR constraint, it is seen that the addition of the com-
munication subcarriers more or less increases the PAPR of the waveform. The PAPR
variation for Doppler optimisation showcases that the PAPR for different number of com-
munication subcarriers have quite reasonable values for a practical waveform intended
for transmission. The same cannot be said for the PAPR variation for delay optimisation.
For both these cases, when a PAPR constraint is applied to the optimisation problem, the
PAPR of the waveform is seen to be in line with that, with the only exception being when
all the subcarriers are used for communication. In this case, since there exist no radar
subcarriers, the optimisation problem cannot optimise the waveform anymore. Thus, the
PAPR of the waveform is higher than the PAPR constraint set.



71

-60 -40 -20 0 20 40 60Frequency (MHz)
-40

-30

-20

-10

0

10

20

Nor
mal

ized
 Po

wer
 (dB

)

Normalized PSD

(a) Spectrum of the waveform without the PAPR
constraint, for ncomm. = 200

-60 -40 -20 0 20 40 60Frequency (MHz)
-40

-30

-20

-10

0

10

Nor
mal

ized
 Po

wer
 (dB

)

Normalized PSD

(b) Spectrum of the waveform with PAPR
constraint=7dB, for ncomm. = 200

Figure 5.9. Spectrum of the waveform with and without the PAPR constraint for optimi-
sation under Doppler estimate
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Figure 5.10. Variation of PAPR of the waveform for delay and Doppler optimisations, with
and without PAPR constraints

It is interesting to observe the effect of the communication subcarriers on the PAPR of
the waveform. Figure 5.11(a) shows the complementary cumulative distribution function
(CCDF) for the optimisation problem without the PAPR constraint, for delay optimisation,
while Figure 5.11(b) is the same for Doppler optimisation. For delay optimisation, when all
are radar subcarriers, there are not any communication subcarriers. But when the number
of communication subcarriers is increased, it is seen that the PAPR of the waveform
decreases. This was also evident in the Figure 5.10. For Doppler optimisation, it is seen
that the increase of the number of communication subcarriers also increases the PAPR
of the waveform.

Figure 5.11(c) shows the CCDF for different PAPR constraints for delay optimisation.
When there is no PAPR constraint, it is seen that the PAPR of the waveform is quite high.
When the PAPR constraint is added, it is seen to decrease the PAPR of the waveform
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Figure 5.11. Effect of the number of communication subcarriers and the PAPR constraint
for the CCDF of delay and Doppler optimisation

as required. A similar figure is shown in 5.11(d) for Doppler optimisation. It is seen that
tightening the PAPR constraint allows the PAPR of the waveform to be bounded by that.

5.4 Optimal locations of the communication and radar
subcarriers

Up to this point, the locations of the communication and radar subcarriers are as in Fig-
ure 5.1. As the next part, optimal indices corresponding to communication and radar
subcarriers within one OFDM symbol are evaluated. In the first method, the total num-
ber of subcarriers is divided into a finite number of blocks. It is then assumed that the
communication subcarriers reside in one or more blocks, depending on the number of
communication subcarriers within an OFDM symbol with higher the number of communi-
cation subcarriers, higher the possible number of blocks. The optimisation problem is then
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evaluated at each possible combination of the blocks of communication and the indices
of communication subcarriers corresponding to the minimum distance error are taken as
the optimal indices. Figure 5.12 depicts the optimal locations of the communication and
radar subcarriers within an OFDM symbol. It is seen that when the communication sub-
carriers are placed at the centre or when the radar subcarriers are located at the edges
of an OFDM symbol, distance error is the minimum.

Instead of defining the communication subcarriers block-wise, their locations are also se-
lected in random. The optimisation problem is then evaluated for these random locations.
This procedure is done for many iterations and the optimal locations are selected similar
to the earlier case. Figure 5.13(a) compares the error variation due to this method and
the earlier method. The maximum and minimum error variations for the first case using
combinations of blocks are denoted as worst and best combinations in the figure. The
other curve depicts the variation of minimum distance error for the random allocation.
It is seen that the minimum distance error variation is the lowest in the block-wise ap-
proach. As a comparison between the variation of the two cases, this figure also shows
the degree of improvement of distance error.

From the figure it can be seen that the block-wise approach yields around 150% of per-
formance improvement for the radar system when the distance error is compared. Also,
if the optimal locations of the communication subcarriers are random, it becomes a diffi-
cult task for the communication RX to select the communication subcarriers for each and
every OFDM symbol. Also, if it were the case, it would put an extra overhead on the com-
munication system since the TX needs to convey the corresponding indices to the RX.
But when the block-wise approach is adopted, the RX only needs to know the number of
communication subcarriers in an OFDM symbol and since they are located at the centre
of the OFDM symbol, it can easily discard the symbols on other set of subcarriers. There-
fore, the block-wise approach is optimal in the sense of minimising the distance error and
also easier to be implemented in practice.

Figure 5.13(b) denotes the effect on the velocity error for the combinations approach. It
is also seen that the velocity error is a bit higher in the worst combination approach than
the other one.

5.5 Effect of optimisation on maximum likelihood estimation
of parameters

The motivation behind this section is to compare the effect of optimisation on a practical
estimator performance. The methodology adopted in Section 4.4 is used. Both range
and velocity estimations are performed. Figure 5.14 depicts the 2D range-velocity map
for an example situation with parameters as in Table 5.4. To consider a valid target, each
sample of the received signal needs to be above the threshold and also within the box
defined in the figure. Otherwise, it is considered a false alarm.
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Figure 5.12. Optimal locations of the communication and radar subcarriers in an OFDM
symbol
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Figure 5.13. Variation of standard deviation errors of distance and velocity measure-
ments

Parameter Value

Target location [0; 0; 1500m]

Target velocity [0; 0; 220ms−1]

PFA 1%

SNR −10 dB

Table 5.4. Parameters for MLE estimation
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Figure 5.14. 2D range-velocity map for a target

Amplitude of noise samples is Rayleigh distributed with the PDF function

Pnoise(n) =
n

σ2
exp

(
−n2

2σ2

)
. (5.13)

Using (2.25), the false alarm probability can be calculated as

PFA =

∫ ∞

VT

n

σ2
exp

(
−n2

2σ2

)
dn = exp

(
−V 2

T

2σ2

)
, (5.14)

where VT is the required threshold value. This can be then used to calculate the threshold
value needed to obtain a fixed false alarm probability and is used here as

VT =

√
2σ2 ln

(
1

PFA

)
. (5.15)

For a single SNR value, the MLE output is evaluated for many random iterations and the
root mean square error (RMSE) of both distance and velocity are measured. The location
and velocity of the target are also randomised so that its’ location x and velocity v are uni-
formly distributed random variables at the centre of a bin with intervals

[
x− ∆r

2 , x+ ∆r
2

]
and

[
v − ∆v

2 , v + ∆v
2

]
, where ∆r,∆v are the range resolution and the velocity resolution

respectively. This is done for a range of SNR values to compare the effect of optimisation
with the unoptimised waveform.

Figure 5.15(a) depicts a situation where the OFDM waveform consists of three OFDM
symbols with 1200 active subcarriers. The curves denote that for low SNR values, the
RMSE difference between the two cases is higher than in the high SNR regime. Also, for
high SNR values, the RMSE approaches an error floor and does not decrease beyond
that. This error floor is higher for the unoptimised case.
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Figure 5.15. Variation of RMSE of distance and velocity measurements with SNR for the
optimised and unoptimised waveforms when M = 20 and N = 1200

Similarly, Figure 5.15(b) denotes the change in the the RMSE of velocity measurement
with SNR for the optimised and the unoptimised waveforms. To have a good resolution
in velocity, the number of OFDM symbols is the governing factor. Thus, for this case,
100 OFDM symbols are used but with 40 subcarriers each. The reason for using a low
number of active subcarriers is because the whole simulation is quite time-consuming
for a large number of active subcarriers and the idea here is to denote the effectiveness
of the optimisation also for velocity measurement. The figure shows that for low SNR
values, the RMSE of velocity for the optimised waveform is lower than the unoptimised
one. However, when a sufficient SNR level is reached, both waveforms achieve the same
error floor. These results thereby show that optimising a theoretical bound for the two
estimates allows the errors of practical estimators to be reduced as well.
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6 CONCLUSION AND FUTURE WORK

This thesis considers a joint radar and communication system with the radar TRX and the
communication TX being the same device while its RX is at some distance. The same
OFDM waveform is used for both systems for transmission. Unused subcarriers within
OFDM symbols are filled up with arbitrary data to improve the performance of the radar
system based on an optimisation algorithm. This also ensures the performance of the
communication system is kept at an acceptable level.

The optimisation problem minimises the Cramer–Rao lower bounds of the delay and
Doppler estimates subject to a set of constraints. The first constraint allocates a propor-
tion of the total transmit power for the radar subcarriers, with this proportion depending on
the subcarrier ratio between the radar and communication subcarriers in an OFDM sym-
bol. Thus, this also defines the power allocated for the communication subcarriers, and
thereby the performance of the communication system. The second constraint ensures
the PAPR of the waveform generated has an acceptable level. The optimisation prob-
lem also finds the indices of the communication and radar subcarriers within an OFDM
symbol, which minimize the lower bounds.

In comparing the Cramer–Rao lower bounds of the delay and Doppler estimates for the
optimised and unoptimised waveforms, it can be observed that significant improvement
of error is possible with this optimisation algorithm. In compensation for this, the power
allocated for the communication subcarriers needs to be reduced. Thus, improvement
of performance for the radar and the communication systems is a trade-off. Another
interesting observation is that if about 10% of the subcarriers of an OFDM symbol are
used as radar subcarriers, the Cramer–Rao lower bound errors can be reduced by almost
a decade. This is also in line with a typical communication system, since most of the
subcarriers in an OFDM symbol are used for communication and only a small amount is
available for use as radar subcarriers.

It is also observed that the locations of the radar and communication subcarriers within
an OFDM symbol have an impact on the Cramer–Rao lower bound errors. For minimum
error, the radar subcarriers need to be placed at the edges of an OFDM symbol while
the communication subcarriers are centrally located. Further, the locations of the radar
and communication subcarriers are also selected in random and it can be observed that
the errors made are almost equivalent to placing the radar subcarriers at the edges.
Thus, it can be concluded that the first approach does not put extra overhead on the
communication RX, since knowing only the number of communication subcarriers within
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an OFDM symbol allows it to easily discard the radar subcarriers. If the latter allocation
is used, it would put extra overhead on the communication RX since the locations of the
radar subcarriers would be random for each OFDM symbol and the communication TX
needs to specify the locations of each OFDM symbol to the communication RX.

The Cramer–Rao lower bound optimisation is a theoretical/mathematical bound. The
suitability of the optimised waveform for practical needs would need to make sure that it
also works if and when a practical estimator is used. One common estimator that is used
in practice is the maximum likelihood estimator. As such, the effectiveness of optimisation
is compared with the unoptimised one when maximum likelihood estimation is adopted
and it is clearly seen that the optimised waveform outperforms the unoptimised one. For
delay optimisation, optimised waveform surpasses the unoptimised one when the SNR at
the radar TRX is low. When it is high, both waveforms reach separate error floors where
the optimised one is lower. For Doppler estimation, a similar trend is observed for lower
SNR values while for higher values, they reach the same error floor.

6.1 Future work

The generic OFDM signal generated through this optimisation problem is not directly
applicable in LTE or 5G NR systems because the specific signal structure of those was
not considered. The next step would be to solve the optimisation problem by considering
a predefined signal structure. Due to this, the unused subcarriers will be decided by a
scheduler and the designer would not anymore have the freedom to select the locations
of the subcarriers. Also, the effect of the pilot symbols and other control symbols need
to be considered. After modifying the signal to accommodate modern communication
systems, the joint waveform can be implemented as a practical system and its effect be
observed.
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APPENDIX

A.1 Derivation of the Fisher matrix for the parameter set

For a system model of the vector form

y = s + v, (A.1)

where y,s,v are the vectors of size P × 1 corresponding to the output, input and noise
samples, respectively. The idea is to estimate the set of parameters given by

θ = [τ, fD]
T , (A.2)

which is of size 2 × 1. Assuming the noise is a zero mean complex Gaussian random
vector with i.i.d. samples, the covariance matrix of noise samples v can be written as

Cv = σ2I. (A.3)

With E(v) = µ = 0, the multivariate PDF of noise is then given by v ∼ CN (0, σ2I).
Calculating the mean vector and the covariance matrix of y

my = E(y) = E(s) + E(v), (A.4)

E(y) = s(θ), (A.5)

Cy = Σ = E
(
(s + v)(s + v)H

)
= E(ssH) + σ2I, (A.6)

Σ = ssH + σ2I, (A.7)

where Σ is of size P × P . Therefore, the samples in y are assumed to be complex
Gaussian distributed with y ∼ CN (s(θ), Σ), for which the probability distribution is given
by

fy(y;my,Σ) =
1√

πN |Σ|
exp

(
−(y−my)

HΣ−1(y−my)
)
. (A.8)

Taking the log-likelihood function and neglecting the first term because it is not dependent
upon the parameters, it can be denoted as

ly = −(y−my)
HΣ−1(y−my). (A.9)

Differentiating this with respect to an arbitrary parameter yields

∂ly
∂θi

= −
[
(y−my)

HΣ−1∂(−my)

∂θi
+

∂(−my)
H

∂θi
Σ−1(y−my)

]
, (A.10)
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with θ1 = τ and θ2 = fD. For this distribution, the CRLB of the parameters that needs
to be estimated is found with the help of the Fisher matrix [45]. According to that, each
element of the Fisher matrix which is of size 2× 2 can be defined as

I(θ)i,j = E
[
∂ly
∂θi

∂ly
∂θj

]
, (A.11)

where i = 1, 2 and j = 1, 2 correspond to the parameter indices to which the log-likelihood
function is differentiated. Substituting from (A.10) and noting that the first, second and
third order moments are zero [46], this can be simplified as

I(θ)i,j = E
[
(y−my)

HΣ−1∂(my)

∂θi

∂(my)
H

∂θj
Σ−1(y−my)

]
+ E

[
∂(my)

H

∂θi
Σ−1(y−my)(y−my)

HΣ−1∂(my)

∂θj

]
=

∂(my)
H

∂θj
Σ−1E

[
(y−my)(y−my)

H
]
Σ−1∂(my)

∂θi

+
∂(my)

H

∂θi
Σ−1E

[
(y−my)(y−my)

H
]
Σ−1∂(my)

∂θi
.

(A.12)

Using the fact E
[
(y−my)(y−my)

H
]
= Σ, this can be simplified as

I(θ)i,j =
∂(my)

H

∂θj
Σ−1∂(my)

∂θi
+

∂(my)
H

∂θi
Σ−1∂(my)

∂θi
. (A.13)

Noting that the two terms are the conjugates of each other, final expression can be de-
noted as

I(θ)i,j = 2ℜ

[
∂mH

y

∂θi
Σ−1∂my

∂θj

]
. (A.14)

Substituting for my = s and Σ = ssH + σ2I yields (4.52).
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