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1 Right Node RaisingAlthough reportedly a phenomenon that is rare in spontaneous spoken lan-guage, Right Node Raising is surprisingly onsistent in its properties arossthose languages that exhibit the onstrution. We illustrate the phenomenain (??) with data from English. The basi onstrution is exempli�ed in(??a,b) showing a rightward dependeny into the VPs of two onjoined on-stituents. (??) shows that there an be more than one right disloated ex-pression, giving rise to apparent non-onstituent o-ordination, while (??d)shows that the dependeny an be into a strong island. The examples in(??e,f) reveal the strong relation between the properties of the seond on-junt and the right disloated expression whih inlude the liensing of neg-ative polarity items and the satisfation of seletional properties.(1) a. Syntax students dislike, or at least barely tolerate, four hourexams.b. John wants to visit, but has forgotten how to ontat, his aunt.. John passed on, and Harry distributed, Ruth's leture notes toanyone that asked for them.d. John wants to buy, and Sam knows the name of someone who iswilling to sell, a 1950's Jaguar.e. John has read, but he hasn't understood, any of my books.f. Fiona wanted, but Bill wouldn't let her, (*to) eat hoolate.Apart from the requirement for a disloated expression to have a depen-deny into all onjunts (??a), left disloation from onjoined expressionsshows disrepant properties from their right disloated ounterparts. Thus,multiple left disloated expressions are not aeptable (in English) (??b);2



a left disloated expression annot have a dependeny into a strong island(??); and negative polarity items are not liensed on the left (??d).(2) a. His aunt, John wants to visit, but has forgotten how to ontat.b. *Ruth's leture notes to anyone that asked for them, Johnpassed on, and Harry distributed.. *A 1950's Jaguar, John wants to buy, and Sam knows the nameof someone who is willing to sell.d. *Any of my books, John has read, but he hasn't understood.In addition, right disloation may permit a dependeny of a sort not liensedby a left disloated expression. Suh a situation is reported in MCloskey(1986) with respet to Modern Irish, where left disloation does not allowpreposition stranding, but Right Node Raising does.These data are notoriously realitrant to straightforward analysis andit is notable that disussion of them is rather thin on the ground. All theanalyses that we are aware of1 �nd some aspet of the onstrution diÆultto inorporate into the theory they propose. Although it is not possible togive a full aount of Right Node Raising in a short paper, we show belowhow modelling the proess of assigning an interpretation to a string in on-text as a left-right proess of tree growth, provides an explanatory aountof Right Node Raising that aptures diretly the asymmetry between it andits left disloated ounterparts noted above.The entral intuition behind our analysis is that the harateristi in-tonation assoiated with Right Node Raising lienses the postulation of a1See partiularly Hartmann (1998), Postal (1998), Levine (2001), MCawley (1988).The one exeption is Steedman (1996) but his aount involves a onept of syntatiategory exatly as rih as is required to reet the surfae nononstituent oordination ofRight Node Raising so the desriptive suess of the analysis is not surprising. Moreoverhis aount faes the problem of expeting symmetry between left- and right-disloation.3



`null pronominal' at the `gapsite' in eah onjunt. General properties ofonjoined expressions are responsible for ensuring that these pronominalsare `o-referential' and a general rule lienses right disloated expressionswhose dependeny properties are determined by the verb in the �nal on-junt. Under these assumptions we show how the problemati propertiesnoted above are straightforwardly explained.2 Dynami SyntaxThe framework we adopt is that of Dynami Syntax (Kempson et al. 2001).This theory models the proess of natural language understanding as amonotoni tree growth proess de�ned over the left-right sequene of words,with the goal of establishing some propositional formula as interpretation.Taking information from words, pragmati proesses and general rules, thetheory derives partial tree strutures that represent the ontent of a stringas interpreted in ontext up to the urrent point in the parse. Intrinsi tothis proess are onepts of underspei�ation whose resolution is driven byrequirements whih determine the proess of tree growth, beause of theneed to satisfy them in order for a parse to be suessful.To get the model of the proess of establishing suh a struture asinterpretation, all nodes in the semanti trees onstruted during a parse areintrodued with requirements to be ful�lled, reeting the idea that the treeis underspei�ed with respet to some property that needs to be spei�ed asthe parse proeeds. Requirements are shown as question marks before someannotation and may appear with any of the labels that deorate a node.They drive the parsing proess beause a string is de�ned as wellformed if(and only if) at least one logial form an be onstruted from the wordsin sequene with no requirements outstanding. In onsequene, as we shall4



see, the imposition of requirements and their subsequent satisfation areentral to explanations to be given. The exposition in this paper is notformal and tehnial details should be sought in Kempson et al. (2001) andCann et al. (2002).2 However, there are ertain tehnial matters that mustbe illustrated here in order that the reader may follow the analysis in latersetions.As noted above, the strutures that are built are representations of on-tent, not of onstitueny or other strutural haraterisation of strings. Theprinipal drivers of the parsing proess are thus requirements to establishnodes of ertain semanti types, starting from the initial (universal) require-ment to build a representation of the propositional ontent expressed by astring in ontext: ?Ty(t) where t is the type of a proposition and Ty is itsassoiated label. Unlike most Categorial Grammars only a restrited num-ber of types are postulated: Ty(e), the type of a term; Ty(n), the type ofa ommon noun; Ty(e ! t), the type of a one-plae prediate; and typesindiating the arities and argument types of di�erent prediates.To satisfy requirements suh as ?Ty(t), a parse relies on information fromvarious soures. In the �rst plae, there are general proesses of onstrutionwhih give templates for building trees that may be universally available orspei� to a language. A pair of suh onstrution rules determine that atree rooted in ?Ty(Y ) may be expanded to one with argument daughter?Ty(X) and funtor daughter ?Ty(X ! Y ). Thus, the initial unfolding ofa requirement ?Ty(t) may be to establish subgoals ?Ty(e) and ?Ty(e! t),requirements to build the subjet and prediate nodes, respetively.Satisfation of type requirements are ahieved when Formulae of theappropriate type are onstruted. These are given as expressions in some2Signi�ant rules are also provided in the Appendix.5



Lambda Calulus labelled with the prediate Fo and are provided by parsingwords in a string. Lexial entries in Dynami Syntax are not simply someolletion of properties that label terminal nodes in a tree, but instead de-�ne transitions between trees. They thus enode pakages of ations whihare initiated by some trigger, the ondition that provides the ontext underwhih subsequent development takes plae. These onditional ations mayinvolve the building of nodes (using the make(�) ation, � a tree relation -see below), movement of the pointer, (using the go(�) ation, � a tree re-lation) and/or the annotation of a node with type and formula information(using the put(�) ation, � a list of labels). There is, additionally, a failurestatement that operates when some ondition fails to be met. This is om-monly an instrution to abort the parsing sequene. For example, parsingthe word John gives rise to the set of ations in (??) whih simply annotatethe urrent node with formula and type values.(3) John IF Ty(e) TriggerTHEN put(Ty(e); F o(John); [#℄?) AtionsELSE ABORT FailureThe lexial entries of verbs other than intransitives are more omplex, on-taining sets of ations that build and annotate nodes and give rise to ad-ditional requirements to onstrut expressions of the types of non-subjetarguments. The result of parsing the verb upset, for example, whih is trig-gered by a prediate requirement ?Ty(e! t)3, yields the sub-tree in Figure??. (See the lexial entry in Appendix ??.)[Figure 1 about here.℄An innovation of the urrent framework that allows the de�nition of3Like all verbs in English but not neessarily in other languages, whih may havepropositional or more spei� prediate triggers.6



onstrution rules and lexial entries is the use of a modal logi over treestrutures. The Logi of Finite Trees (LOFT, Blakburn and Meyer-Viol1994) provides a means of referring to arbitrary nodes in a tree using modaloperators over mother (") and daughter (#) relations, possibly annotatedwith funtor-argument information. So we have the operators (amongstothers): h#i the general daughter relation; h#0i and h#1i the argument andfuntor daughter relations, respetively; h#�i the dominane relation (thereexive, transitive losure of the daughter relation); and the inverses ofthese using the mother relation, i.e. h"i, h"1i, h"0i and h"�i. Combinationsof these modal operators allow referene to any node in a tree from anyother node.The spei� and novel advantage of LOFT emerges from the use of theLOFT operators in ombination with a generalization of the onept ofrequirement ?X to any deoration X. This ombination makes it possible todesribe partial trees whih have requirements on a treenode that are modalin form. This means that they display requirements whih will be ful�lledby some other node having a given annotation. Requirements are thus notrestrited to nonmodal requirements suh as ?Ty(e), or simple modal typerequirements, suh as ?h#1iTy(e ! t). To the ontrary, any formula maybe used to express a requirement. So while h#�iFo(�) holding at a node nimplies that n dominates a node m where Fo(�) holds, ?h#�iFo(�) holdingat n implies that Fo(�) is required to hold at some node m dominatedby n. By this means, requirements may onstrain subsequent developmentof a node in the tree at some arbitrary distane from the node on whihthe requirement is imposed; and this provides an additional mehanism forpairing nonontiguous expressions aording as one expression imposes somerequirement on a node whih is seured by a deoration on some disrete7



node by the other expression.Figure ?? shows �ve stages in parsing the string John upset Mary. A pairof onstrution rules derive the initial expansion in Figure ??a, permittingthe parse of the �rst word in the string John to annotate this node andmove the pointer on to the prediate node, as shown in �gure ??b. At thispoint the verb upset is parsed to onstrut the objet node and annotatethe funtor node as in �gure ??. Finally, parsing Mary annotates theobjet node as in �gure ??d. 4 The remaining type requirements in Figure??d are satis�ed by a rule that ompiles and ompletes the tree throughthe operation of funtional appliation over types to yield the ompletepropositional tree in Figure ??e (whih also shows treenode addresses asillustration, although these are elsewhere omitted).[Figure 2 about here.℄2.1 AnaphoraInterating with tree growth of this sort is the ontext-dependent proessingof anaphori expressions. This phenomenon of ontent underspei�ation,whih we here take in a representationalist spirit (f. Kempson et al. 1999,Kempson et al. 2001:h.1 for arguments), involves lexial projetion of ametavariable to be replaed by some seleted term during the onstrutionproess. Suh replaement is assoiated with a proess of Substitution thatis pragmati, and system-external, restrited only in so far as loality on-siderations distinguishing individual anaphori expressions prelude ertainformulae as putative values of the projeted metavariable (i.e. analogues ofthe Binding Priniples, Chomsky 1981, et.).4Note in eah partial tree the position of the \pointer", }, whih identi�es whihpartiular node is under development: this is to reet what point the onstrution proesshas reahed in building up a struture. 8



(4) Q: Who upset Mary?Ans: John upset her.In proessing the pronoun her in (??), the objet node is �rst deoratedwith a metavariable U, with an assoiated requirement, ?9x:F o(x) to �nd aontentful value for the formula label, as shown in the lexial entry in (??).5(5) her IF ?Ty(e)THEN put(Fo(U); T y(e); ?9x:F o(x); [#℄?)ELSE ABORTConstrued in the ontext provided, Substitution will determine that theformula Fo(U) is replaed by Fo(Mary) whih satis�es the imposed re-quirement.Note the `bottom restrition' in (??), [#℄?, whih prevents further elab-oration of the node it deorates (beause it requires that neessarily nothingholds of any node that it dominates). This means that pronouns behave, inEnglish, like ontentive expressions in that they must deorate a `terminalnode' on a tree. This has an e�et in preventing disloated expressions frombeing assoiated with a position labelled with a pronoun by the proess ofMerge, to whih we now turn.2.2 Left DisloationA third sort of underspei�ation onerns positions within trees. All treen-odes have addresses whih enode their status as funtor or argument nodesand their distane from the topnode as signalled by the value of the treenodelabel Tn. The details are not important here (see Kempson et al. 2001:51-53), but the use of this label enables a treenode to be underspei�ed with5A more detailed spei�ation of her would inlude a ondition that auses the updatesequene of ations to abort in an environment in whih the node to be deorated was asubjet node, but we ignore this omplexity here.9



respet to its position in a tree in relation to some other node. Suh nodesare marked with an underspei�ed dominane relation with respet to someother node, shown by the modality h"�iTn(a), where a is some given address,and a requirement to �nd a �xed position within a tree, ?9x:Tn(x). Thisallows an expression to be parsed without it having a �xed position at thatpoint in the parse of a string but ensures that it aquire some determinateposition at some point in the parsing proess. Suh positional underspei�-ation is used to aount for long distane dependenies whih are analysedin terms of initially un�xed nodes whose position in the emergent tree stru-ture is �xed at some later stage in the parsing proess. A onstrution ruleof *Adjuntion introdues an un�xed node of Type e, just in ase there isan inomplete tree of Ty(t) that dominates no other material, thus ensuringthat the un�xed node appears only at the left periphery of a lause (seeAppendix ??).As an illustration of the e�et of this rule, onsider the analysis of thestring That man, John dislikes. This is illustrated in Figure ?? whihshows an initially projeted un�xed node, with the harateristi modal-ity h"�iTn(a) showing only that the node in question has at some pointin the parse proess to be �xed at some node dominated by a node withaddress Tn(a). The parse proeeds as illustrated in Figure ?? up to thestring �nal verb. At this junture, the pointer, }, is at the node of theinternal argument and there is a type requirement outstanding to onstruta node of type e. In this environment, the un�xed node may Merge withthe node hosting the pointer, a proess that uni�es the information of theun�xed and �xed nodes, so satisfying the oustanding requirements to �nda �xed position for the un�xed node and a formula of the appropriate typefor the internal argument node. Ultimately, ompletion of the tree yields a10



Ty(t) Formula value, Dislike(That; x;Man(x))(John) deorating the topn-ode, with all requirements ful�lled.6[Figure 3 about here.℄3 Linked Strutures and Relative ClausesWe have so far seen how individual trees an be built up following infor-mation provided by both general rules and lexial instrutions. However,the more general perspetive is to model how multiple strutures are builtup in ontext. One of the innovative aspets of Dynami Syntax is that itallows for the building of strutures in tandem, onstruting �rst one partialstruture, and then another whih uses the �rst as its ontext. This proessis displayed in partiular by relative lauses. The harateristi property ofwhat we shall all \linked" strutures is that they typially share a ommonterm, and furthermore, the proess of induing the seond of suh a pair ofstrutures involves a transition from the one tree to the other whih itselfimposes a onstraint for a seond ourrene of the term to be shared inthat seond \LINKed" tree.Consider, as the simplest ase, the analysis of a non-restritive relativelause like that in (??).(6) That man, who John detests, teahes formal semantis.The intuition is that the word who, orretly desribed by Jespersen (1927)as a relative pronoun, provides the means of opying information from onestruture to the other. Having proessed the phrase That man to yield apartial tree in whih the formula Fo(That; x;Man(x)) annotates the subjet6We leave on one side a disussion of the analysis of noun phrases with determiners,for whih see Kempson et al. 2001 hapter 7 and Kempson and Meyer-Viol forthoming.11



node (the `head' node), a transition is liensed by a rule of LINK Adjuntion(Appendix ??) whih introdues a new tree with a topnode deorated witha requirement to build a propositional tree ontaining an ourrene of theformula Fo(That; x;Man(x)) at some node, without further spei�ationas to where in the newly introdued tree that might be.7 The new treeis related to the �rst by the LINK modalities hLi from the head node tothe LINKed tree and its inverse hL�1i from the LINKed tree bak to thehead. This modal relation provides a type of relation between nodes thatis additional to the normal ones of dominane and ommand, familiar fromall tree-theoreti approahes to syntax: one that loosely relates the ontentof two independent trees. The e�et of applying this rule in parsing (??)is shown in Figure ?? with the LINK relation shown by the inverse LINKoperator on the topnode of the seond tree.[Figure 4 about here.℄Having parsed That man and projeted the top node of the new LINKedtree, a step of *Adjuntion introdues an un�xed node and the relativepronoun who provides the neessary opy of the formula deorating thehead for the linked tree aording to the set of lexial ations shown in (??)whih deorates an un�xed node with the formula value of the head of therelative lause.(7) whorel IF f?Ty(e); h"�ihL�1iFo(�)gTHEN put(Fo(�); T y(e); [#℄?)ELSE ABORTThe proess of tree onstrution then proeeds as in the simpler ase of leftdisloation, suh as That man, John dislikes, with the initially un�xed node7The two ourrenes get essentially bound together as a onsequene of a later LINKevaluation rule. See Kempson et al. forthoming.12



having its position in that tree established in due ourse through the proessof Merge, as illustrated by the dotted arrow in Figure ??.[Figure 5 about here.℄Completing the parse yields two propositional strutures with an interpre-tation that John detests that man and that man teahes formal semantis.8The two rules of LINK Adjuntion and *Adjuntion thus jointly provide, inonjuntion with the lexial ations de�ning the relative pronoun, a formalreex of how paired strutures an be built subjet to a requirement of over-lap of ontent, with a formula in one tree being required to be found withina seond.Notie here that the loality of attahment is determined by the modal-ity assoiated with the required un�xed node: ?h#�iX from some node nindiates that X appears dominated by n within the urrent tree and notin some LINKed tree. LINK Adjuntion thus requires the shared formulain a relative lause to be internal to the urrent struture and not withinsome other LINKed tree. This adequately aounts for the e�ets of strongislands and the example in (??) is orretly predited to be ungrammatial.9(8) *That man who the student who detests thinks is no good teahessemantis.The same ombination of LINK Adjuntion and *Adjuntion an aountalso for restritive relative lauses whih involve the projetion of a linkedpropositional tree from a node of type e, albeit this time internal to anyquanti�er (see Kempson et al. 2001 h. 4 for details). However, there is8See Kempson, Meyer-Viol and Otsuka forthoming for disussion of the interpretationof linked strutures in nteration with quanti�ation.9Note also that this is subjet to ross-linguisti variation (see Kempson et al. 2001:121-130). We leave on one side a disussion of other island restritions suh as the SententialSubjet Constraint as not entrally relevant to the disussion.13



no reason to assume that the type of the head need be restrited to nodesof this type and LINKed strutures may be onstruted from one top nodeof type t to a new top node of the same type, foring the outome to bea ommon term in both. Suh an analysis seems orret for orrelativeonstrutions suh as are found in Hindi and elsewhere (??). It is possiblealso that extraposition from NP (??) ould be analysed in the same way.(9) a. vethose dotwo laRkiyaangirls Lambiitall naiNbe-PR jowho khaRiistanding haiNbe-PR[Hindi℄Those two girls who are standing are tallb. joWhih laRkiyaaNgirls khaRiistanding haiNbe-PR vethose dotwo lambiitallhaiNbe-PRWhih girls are standing, those two are tall(10) A woman entered, who Bill said teahes semantis in London.The examples in (??) and (??) an both be analysed by a Correlative LINKRule that indues strutures like that shown shematially in Figure ??whih shows a LINK relation built from a ompleted and ompiled proposi-tional tree with a requirement for a opy of one of its subterms to be foundin the LINKed struture. Although we do not go into details here, notiewhat the orrelative struture provides: two trees of the same type linkedby a shared term. This generalisation of the LINK mehanism for relativelauses is what is required for an analysis of Right Node Raising. How-ever, before this an be given, we need to look at o-ordination and rightdisloation within Dynami Syntax.[Figure 6 about here.℄14



4 Co-ordination and LINKAs we have seen, the LINK onstrution is built up by introduing a stru-tural relation between two trees, with the �rst partial tree providing theontext in whih the seond is to be proessed. In relative lauses, the on-strution of this LINK relation involves introduing an expliit requirementfor suh ontext dependene, with the �rst tree (parsing the head) providinga Fo value that is required to be found in the LINKed tree projeted fromthe relative itself. The LINK mehanism an also be used to analyse otheronstrutions that show semantially weak onnetions between expressionsthat require pragmati inferene to be interpreted in ontext suh as gap-less topi (??a) and afterthought (??b) onstrutions where a peripheralexpression provides a term that is found within the main proposition, via ametavariable provided by an anaphori expression (see Cann et al. 2002 formore disussion).(11) a. As for John, Mary intensely dislikes him.b. She talks too fast, Ruth Kempson.Both of these onstrutions may be analysed as involving a LINK relationbetween the primary propositional tree and that analysing the peripheralterm. The interpretive e�et of the LINK relation, however, remains to beestablished by the hearer.While relative lauses, gapless topi and afterthought onstrutions inEnglish all ahieve their somewhat di�erent e�et through a shared term,there are syntatially analogous onstrutions in other languages wherethere is no obviously shared term, but where the semanti e�et that isahieved without expliit presene of a opy requires pragmati enrihmentfor interpretation. This appears in ertain topi onstrutions in languages15



like Japanese and Korean where an initial expression provides informationthat the hearer needs to use to establish the intended interpretation of theprinipal proposition (the `aboutness' e�et, see Kuno 1973).(12) a. haru-waspringTOP sakura-gaherryblossomNOM ii.good [Japanese℄`As for Spring, herryblossom is beautiful.'b. sakana-wa�shTOP tai-gared-snapperNOM oisii.deliious`As for �sh, redsnapper is deliious'Suh onstrutions indiate that the requirement of linked strutures toshare a term is independent of the building of a LINK relation as suh.While a shared term provides one way of onstruing the relatedness of theontent of two trees, this relatedness may be established pragmatially indi�erent ways where no term is shared.10This interation of term sharing and the building of linked struturesprovides the basis of a prinipled aount of o-ordination within DynamiSyntax and its use in RNR onstrutions. As an initial attempt at hara-terising the e�et of parsing a onjuntion like and, onsider (??) where theations indued by parsing the word simply launh a LINK relation with arequirement to onstrut an expression of the same type as the triggeringnode.11 The e�et of (??) is illustrated in Figure ?? whih results fromparsing the �rst four words of Jane ame in and Mary fainted.10For a proposal to separate the onstrution of LINK strutures from the requirementof term sharing, see Otsuka 1999.11Notie that the trigger is not a requirement for a type but an assertion that some nodeis type-omplete. This prevents the aeptane of suh strings as *Jane and fainted amein. The de�nition of the LINK relation imposes a general requirement of type identity onand onjunts. In this paper, we restrit our attention to onjuntion of formulae of typet. For an analysis of onjuntions of type e see Marten (this volume).
16



(13) and IF Ty(X)THEN make(hLi); go(hLi); put(?Ty(X))ELSE ABORT[Figure 7 about here.℄Completing the parse of Jane ame in and Mary fainted yields two linkedpropositional trees, the �rst with formula value Come-in(Jane) and the se-ond with Faint(Mary). However, we need a way to semantially evaluateLINK strutures, whih, as indiated above, needs to be semantially weakto be ompatible with a number of di�erent e�ets. In Kempson et al.(2001), the relation between linked strutures is given the weakest possibleinterpretation, that of onjuntion, all that is neessary for the interpretationof restritive and non-restritive relative lauses. Assuming that onjun-tion is the orret way to interpret linked trees in order to allow pragmatienrihment of ontent, the ompletion of the onstrution proess from pars-ing Jane ame in and Mary fainted yields a propositional formula for thewhole struture: Come� in(Jane) ^ Faint(Mary).However, while this is an appropriate interpretation for lauses onjoinedby and, other onjuntions, suh as or require di�erent means of interpretingthe two linked strutures. We thus generalise the proess of interpretinglinked strutures, introduing an EV AL prediate whih takes as value some(possibly logial) onnetive. The rule of LINK Evaluation, given formallyin Appendix ??, uses this prediate to determine the appropriate semantirelation between the linked trees. Thus, for example, the lexial entry foror is given in (??), where the ations indued by parsing the word not onlybuild a LINKed struture but also annotate it with the prediate EV AL(_).
17



(14) or IF Ty(X)THEN make(hLi); go(hLi); put(?Ty(X); EV AL(_))ELSE ABORTThe result of parsing a sentene like Jane jumped or Lou skipped and apply-ing LINK Evaluation is shown in Figure ?? where f_(Fo(Jump(Jane)); F o(Skip(Lou)))is interpreted as Fo(Jump(Jane) _ Skip(Lou)).12[Figure 8 about here.℄In this setion, we have set up a very general means of parsing and eval-uating o-ordinate onstrutions whih involves the use of linked strutures.Although the output formulae are given in normal propositional logi formwith standard onnetives, this approah atually provides an asymmetriaount of o-ordination. With its emphasis on the proess of establishingpropositional ontent, the analysis ensures that an initial onjunt providesthe ontext in whih to onstrue later ones. If we grant the hypothesisthat ontext determines how a string is interpreted and nest this frameworkwithin a larger pragmati perspetive, we have a basis for explaining thatp^q may not be interpreted the same as q^p, beause q may indue di�erentinferential e�ets over p than p does over q. We thus have a diret meansof aounting for the di�erene in interpretation between Jane broke her legand fell over and Jane fell over and broke her leg, despite the use of thesimple propositional onnetive.12The reason for expressing the evaluation prediate on the seond struture and thenpropagating that information bak up through the LINK relations is to aount for multi-ple o-ordinations where the middle onjunts may be unmarked by a onjuntion and thewhole is interpreted aording to that preeding the �nal onjunt, e.g. Jane's at home,in the library or getting drunk with her atmates.
18



5 Right DisloationAdopting a left-right parsing perspetive on syntati analysis provides anatural way of aounting for asymmetries between left and right peripheralphenomena. For example, in analysing right disloated expressions, there isno general `wait-and-see' mehanism provided by the theory, and no free shiftof the pointer to allow parsing to proeed over a gap. Hene, right disloatedexpressions annot be straightforwardly analysed in terms of Merge at apoint in a parse where there is a type requirement but no lexial input tosatisfy it. A onsequene of this is that there is no right-peripheral equivalentof a left disloated gapped topi:(15) *Kim understood was the new prinipal, a well-known sientist fromLondon.(??) is ruled out beause, as English is a non-pro-drop language, the pointeris plaed at the subjet node of the embedded propositional struture afterparsing the main verb, understood. Sine the ations of verbs are triggeredby a requirement of type e! t, not Ty(e), the parse neessarily aborts.In pro-drop strutures, however, the ations indued by a verb are trig-gered by a requirement of type t and give rise to a subjet node that isdeorated by a metavariable. This satis�es the type requirement of the sub-jet and permits the parse to proeed. Hene, examples like that in (??) arewell-formed beause there is a pronominal type element in subjet positionthat is interpreted as the formula value of the right-disloated noun phrase.(16) poyiiwent KannanKannan [Malayalam℄He went, Kannan.The assoiation between the right disloated subjet expression in (??)and the subjet treenode is ahieved through a rule that projets un�xed19



nodes at the right periphery. This rule of Final-*Adjuntion (given in Ap-pendix ??) di�ers in a number of respets from that for un�xed nodes atthe left periphery (Appendix ??). In the �rst plae, the un�xed node isprojeted from a ompiled tree of type t, rather than from a tree onsistingonly of node with the requirement to build suh a tree. This is a neessaryonsequene of the parsing perspetive of Dynami Syntax, not an arbi-trary ondition, for the reason given above: there is no free movement ofthe pointer that guides the parsing proess. Hene, a tree must be type-omplete before an un�xed node an be liensed. Seondly, the type of theun�xed node is free to allow for right disloation of expressions of any type,and �nally, a loality ondition is imposed on the un�xed node to apturethe Right Roof Constraint (Ross 1967). The requirement ?h"0ih"1�iTn(a)requires that the un�xed node be �xed as an argument along the funtorspine of the tree to whih it is attahed13 whih prevents suh examples as:(17) *That a review ame out last week is embarrassing of my latest novel.(18) *That it is likely is ertain that I am wrong.Consider, then, the analysis of (??). Parsing the verb poyii provides ametavariable in subjet position, in line with other pro-drop languages asnoted above. At this point, Substitution, the regular proess for interpretinganaphori expressions, may apply to provide a value for the metavariable.However, it need not. If no substitution is made the prediate an still om-bine with the metavariable to yield a type-omplete tree that nevertheless isnot fully omplete beause it ontains an outstanding requirement: to �nd aformula value for the metavariable. To ful�l this requirement a substituend13We assume a theory suh as Marten (2002) in whih prepositional adjunts are treatedas arguments of the main prediate. Preposition stranding is permitted just in ase prepo-sitions do not build struture but simply annotate nodes of type e.20



must be found but as the pointer is no longer at the subjet node this annotbe through Substitution. However, the value an be provided by the rightperipheral expression Kannan if this is taken to deorate an un�xed node,as in Figure ??. The right un�xed node requires a �xed address in the treeand the metavariable still needs a value both of whih requirements an besatis�ed if (and only if) the former is merged with the latter node.14[Figure 9 about here.℄Note what this analysis entails: expressions an be analysed as deorat-ing an un�xed node introdued late in the parsing proess if there is someexpression providing a metavariable deorating the node with whih a rightperipheral expression is to be assoiated. In pro-drop languages, this isprovided for subjet (and perhaps other) positions by the prediate, but innon-pro-drop languages, there may exist speialised pronouns, whih lak aterminal-node restrition and ful�l the same funtion. An example of suha onstrution in English is `it-extraposition', illustrated in (??) whih anbe analysed by allowing it to projet a metavariable of type t whose valueis provided by the right extraposed lause (see Cann 2001 and Cann et al.2002 for some disussion).(19) It is likely that I am wrong.6 Analysing Right Node RaisingWith the assumption of the appliability of both LINK transitions and*Adjuntion at the right periphery in proessing an individual lause, the14The analysis is somewhat reminisent of the analysis of subjet inversion in Italianproposed in Rizzi (1982) exept that the inverted subjet is analysed as projeted from alausal, not prediate, node. 21



hallenge now is whether the ombination of a LINK relation and Final-*Adjuntion an be used to reet the notoriously problemati properties ofRight Node Raising.There is in fat a straightforward aount following the dynamis ofthe parse proess. Assuming that parsing an involve the projetion of ametavariable as an interim formula value, this metavariable an be taken asthe shared term in the linked strutures. One its presene in the seondonjunt is seured, an un�xed node is introdued as a late onstrutionstep, whih merges with the node in the seond struture deorated withthe metavariable. In virtue of there being a opy of this metavariable inboth onjunts introdued at an earlier stage in the onstrution proess, thedisloated expression is thus interpreted as ontributing to the interpretationof both onjunts.Two additional assumptions are needed to make this aount possible.The �rst, an extension of the urrent framework, is that intonation an givelues as to what struture is to be built. This is an aspet of the inputwhih we have so far ignored altogether and indeed the analysis of prosodiinformation within the DS system remains an open question. However,in suh a system, with an expliit parsing-oriented perspetive, sensitivityto intonation is entirely expeted: intonation forms part of the phonetisignal and is thus available to indue proedures of interpretation duringthe ourse of a parse. We suppose, then, that intonation an have the e�etwithin the prediate of signalling the ad ho onstrution of a metavariableas an interim formula value, indiating that the ontaining struture remainsinomplete at the urrent stage of the interpretation proess.In RNR, the distintive intonational pattern makes manifest to thehearer that she must do something extra in order to suessfully parse the22



string. What this extra e�ort entails is the deoration of a type-inompletenode with a metavariable of the appropriate type and subsequent ompi-lation of the urrent tree, leaving open the formula requirement assoiatedwith the metavariable. This is ahieved through the postulation of a `lexi-al free ride' whih is given in full in (??). Given a trigger of a (free) typerequirement, the ation heks to see that the urrent node is within a predi-ate domain (shown by Condition in (??)). If this ondition is satis�ed thenthe urrent node is deorated with a metavariable, a formula requirementand a requirement that there be somewhere above the urrent node at some(possibly subsequent) point in the onstrution proess, a node labelled withsome evaluation value.15 Finally, the pointer moves away from the urrentnode to ensure that the rule of Substitution annot apply at this point toreplae the metavariable with a formula value from ontext.(20) Lexial Metavariable InsertionIF ?Ty(X) TriggerTHEN IF h"0ih"1�i?Ty(e! t); ConditionTHEN put(Fo(U); T y(X); Metavariable and Type?9x:F o(x); Formula Requirement?hUi9x:EV AL(x)); Evaluation requirementgo("0) Pointer movementELSE ABORTELSE ABORTThere are a number of things to note about the rule in (??). In the �rstplae, it is a lexial rule without lexial input whih means that it ould15Note the modality hUi, a weak dominane relation that ranges over " and L�1 rela-tions. This modality (and its inverse hDi ranging over # and L) does not respet strongislands. 23



overgenerate wildly. However, it is not ompletely unrestrited. In the �rstplae, the trigger onstraint h"0ih"1�i?Ty(e! t); restrits the appliation ofthe ations to prediate internal positions, thus disallowing the parsing ofsuh strings as:(21) *Yesterday, fell over and hurt his bak, Mrs. M's new gardener.Seondly, the omplex requirement of there being an evaluation label, ?hUi9x:EV AL(x),ensures that Lexial Metavariable Insertion only applies in o-ordinate on-strutions sine it is only these that projet an annotation with some EV ALstatement.16Despite these restritions, the rule remains dangerously liberal. Never-theless, there is reason to think that pragmati restritions otherwise providethe appropriate onstraint on its appliability. Putting relevane theoretiassumptions (see Sperber and Wilson 1995 and Carston 2002, inter al.),17together with the parsing perspetive of Dynami Syntax would lead us toexpet that an option suh as this should not be taken by the hearer unless itis made manifest, e.g. by intonation, that the normal parsing proesses willnot produe the intended result. Using suh a strategy as a regular parsinghoie would onstitute a violation of the general onstraint of minimisingognitive ost in establishing any given e�et on two ounts for the follow-ing reasons. First, the indiret route of projeting a variable only to provideit by a step of Final-*Adjuntion will always be ognitively ostly sine itextends the number of steps that have to be taken to yield the more diretresult. Seondly, the existene of (??) multiplies the parsing possibilities16The requirement for an EV AL statement prevents an analysis of Heavy NP Shiftusing the same lexial proess. Given the strong di�erenes between Heavy NP Shift andRight Node Raising (not least the lak of `inomplete' intonation to signal the formeronstrution and its striter loality requirements), it is probably orret to assume thatdi�erent proesses of right disloation are instantiated by the two onstrutions.17Sperber and Wilson laim that all ognitive proessing is driven by the balaning ofognitive e�ort and e�et. See Sperber and Wilson 1995.24



that need to be entertained by the hearer at every point in the parse, thusthreatening to very onsiderably inrease ognitive e�ort. Unless there arelear signals, then, that the more indiret route is essential to ahieving theintended interpretation, this strategy will not meet optimal relevane onsid-erations, and will be avoided.18 Hene the universally distintive intonationfor Right Node Raising onstrutions.19We are now in a position to show how the parse of a RNR senteneproeeds, taking (??) as the example.(22) Kim dislikes, but Sandy really admires, the new professor of rhetori.The �rst onjunt is parsed normally up to the main verb where, signalled byintonation, an appliation of (??) lienses the introdution of a metavariableas an interim objet value, enabling the tree to be ompiled. This tree istype-omplete but not fully omplete as an interpretation as the formularequirement for the metavariable is not yet satis�ed.From this omplete propositional node, parsing but provides a LINKtransition (with an EV AL statement whose value we take to be the sameas for and, i.e. ^) to another tree with a propositional type requirerment,as disussed in setion 4. As noted there, the onnetive only imposes arequirement of type identity plus the label EV AL(�), without any require-ment of a shared term between the two onjunts. This is the general ase,but provision for a shared term may be provided separately and this onsti-18A pragmati analysis of RNR onstrutions remains outstanding, but we note herethat additional e�ets assoiated with RNR may be stylisti, or may involve the use of theseond onjunt to projet a onstraint/hedge upon the onstrual of the �rst onjunt, egas introdued by but or or.19It is notable that when Right Node Raising data suh as (i) are presented as data forvisual aeptability judgements, without any puntuation lue as to the intonation thatneeds to be imposed on the sequene of words, it is ommon for them to be rejeted asnot wellformed, only to have that judgement reversed when the same data are read withthe intonation harateristi of right-node raising onstrutions:(i) John interviewed and Harry made notes on that new student who is in trouble.25



tutes the seond of our two anillary assumptions, yielding a generalisationof the orrelative onstrution to allow a shared term in any LINKed, type-idential onstrutions. The rule of LINK Dependeny, stated formally inthe Appendix ??, targets a tree ontaining an inomplete LINKed tree ofthe same type and opies one of the formula values within the primary treeas a requirement to be found somewhere in the LINKed tree. This ruleimposes the weakest of onditions on where in the two substrutures theshared term may appear, and is in e�et nothing more than a ondition onthe output formulae deorating the two linked strutures that they share aommon subterm. The appliation of this rule targeting the objet node inthe �rst onjunt indues the tree in �gure ?? .[Figure 10 about here.℄Intonation again lienses the insertion of a metavariable into the seondonjunt whih is idential to that introdued into the �rst onjunt { indeedit must be idential to the �rst ourrene, in order to meet the imposedrequirement ?hDiFo(U). The seond onjunt is ompiled, again to give atree whih is type-omplete but whose formula isn't omplete. At this point,Final-*Adjuntion is used to projet an un�xed node allowing the parse ofthe right disloated expression, as shown in Figure ??.[Figure 11 about here.℄The un�xed node Merges with the node deorated by the metavari-able in the seond onjunt, thus satisfying both the former's tree noderequirement and providing the value for the outstanding metavariable. Themetavariable in the �rst onjunt is then updated with the same formulavalue to satisfy its formula requirement and the LINK struture is eval-uated to give the tree in Figure ??, now with all requirements (inlud-26



ing the EV AL requirements) satis�ed and yielding a �nal formula valueDislike(The; x; Professor(x))(Kim)^Admire(The; x; Professor(x))(Sandy).[Figure 12 about here.℄In this analysis all tree development, exept that indued by parsingovert lexial items, is optional. However, any other hoie of ation wouldlead to the parse aborting. In partiular, failure either to identify themetavariable in the seond onjunt with that in the �rst onjunt or toapply the LINK Dependeny rule will lead to its formula requirement notbeing satis�ed.Of the many onsequenes of this analysis, there are two that we wishto highlight, both of whih stem from the fat we haraterize the right-peripheral onstituent as un�xed loally within the struture projeted fromthe seond onjunt, while the ourrene of the same formula deoratinga node within the struture projeted from the �rst onjunt is seuredsolely through the anaphori properties of the metavariable. This strikingdi�erene between our analysis and all others is a onsequene of buildingsemanti trees, and not trees de�ned over strutural properties of strings.In the �rst plae, the aount aptures exatly the tension between theloality imposed by the Right Roof Constraint and the apparently onitingpotential for suh dependenies to hold aross strong islands, as in (1d). Thefat that suh apparent island violations our is the result of the very weakmodality assoiated with the LINK Dependeny rule, enabling the relationbetween the shared term in both onjunts to appear anywhere in thoseor any struture LINKed to them. Final-*Adjuntion, on the other hand,applies only loally and requires a merge of a right un�xed node within aloal tree. 27



The seond onsequene of our analysis leads us, unlike all other analy-ses, to expet an asymmetry between the two onjunts. Context-sensitiveonditions may be satis�ed in the seond onjunt without them neessarilyhaving to be met in the �rst.20 Suh asymmetries are duly manifested, forexample in the appearane of negative polarity items, as in the English andHindi examples in (??), where suh items are only liensed by a negativeelement in the seond onjunt.(23) a. John read but he hasn't understood any of my books.b. *John hasn't understood but he has read any of my books.. John-neJohn-Erg parhaaread lekinbut vohhe samjhaaunderstand-past nah~inot merimykoiany kitaab~ebooksJohn read but hasn't understood any of my books.d. *John-neJohn-Erg samjhaaunderstood nah~inot lekinbut vohhe parhaaread-past merimy koianykitaab~ebooksJohn has not understood but has read any of my books.This is easily explained in a parsing aount in whih NPIs require a loalenvironment in whih a negative element appears. Assuming that negativeelements annotate their most loal propositional mother with a distintivelabel suh as NEG(+), lexial entries for NPIs may be onstruted thatare sensitive to this label and will abort the parsing proess if no suhannotation is already established within the tree (see Appendix ?? for anillustration of the lexial entry for any). Beause the ondition for a negative20This analysis notably sidesteps the problem faed by all movement analyses of RightNode Raising (eg Postal 1998) in whih the right-disloated element -ommands all otherexpressions in the string. It also sidesteps the problem onfronting in-situ analyses suhas Hartmann 1998 (with deletion in the �rst onjunt) whih would prelude any suhasymmetry. 28



marker refers only to loal (non-LINK) mother nodes, it follows that onlya negative element in the seond onjunt will ever liense an NPI in RightNode Raising. The same onsiderations explain why it is the seletionalproperties of the verb in the �nal onjunt that must be satis�ed ratherthan those of the �rst as illustrated in (??f). Other suh e�ets an befound in instanes of ase-mismath on the right periphery (see Cann et al.2002 for more disussion).The �nal point to be made is that the di�erenes between left and rightdisloation follow diretly from the parsing perspetive taken here. Leftdisloation involves `gaps', in Dynami Syntax interpreted as points at whihan un�xed node Merges with a node deorated only by a type requirement.In the analysis given here, suh an operation is onstrained to be loalto a onstrution and so (??) is impossible, while (??b) is ungrammatialbeause only a single left disloated element is permitted (in English). Rightdisloation, however, neessarily involves a `pronominal', rather than a `gap',strategy, that is the use of a metavariable as a plaeholder for the formulaprovided by the right un�xed node. This is not onstrained by strong islands(there is no modality assoiated with the metavariable), as noted above, andis not limited in the number of suh metavariables.We have thus shown in this paper how a parsing perspetive gives anatural haraterisation of the di�erenes between left and right disloationand, in partiular, that onepts of building partial trees in tandem andun�xed nodes within individual trees ombine with a proess of tree growthto provide a general aount of o-ordination and right disloation. Thetools needed to haraterise these two phenomena were shown to providethe basis for modelling the omplex properties of Right Node Raising. Wesuggest that the suess in aomplishing this task { where other approahes29



uniformly fail { signals the need of a hange of theoretial diretion to onein whih grammar formalisms for natural languages are de�ned to reetthe dynamis of left to right proessing.
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7 Appendix
A{1. upset

IF ?Ty(e! t)THEN go(h"1i); put(PAST (Si;U)); go(h#1i);make(h#1i); go(h#1i);put(Ty(e! e! t); F o(Upset); [#℄?);go(h"1i); make(h#0i); go(h#0i);put(?Ty(e))ELSE ABORTA{2. *Adjuntion ffTn(a); : : : ; ?Ty(t);}ggffTn(a); : : : ; ?Ty(t)g; fh"�iTn(a); : : : ; ?Ty(e); ?9x:Tn(x);}ggA{3. LINK Adjuntionf:: Headz }| {fX;Fo(�); T y(e);}ggf:: fX;Fo(�); T y(e)g| {z }Head ; fhL�1iX; ?Ty(t); ?h#�iFo(�);}g| {z }Linked node gA{4. LINK Evaluationf::fTn(a); F o(�); T y(X)ghL�1iTn(a); F o(�); EV AL(�); T y(X);}gf::fTn(a); EV AL(�); f�(Fo(�); F o(�)); T y(X);}g;fhL�1iTn(a); EV AL(�); T y(X); F o(�)gA{5. Final-*Adjuntionf:::; Type�ompiled propositional treez }| {fTn(a); T y(t);}g gf:::; fTn(a); T y(t)g;fh"�iTn(a); ?Ty(X); ?9xTn(x)| {z }Unfixed Node ; ?h"0ih"1�iTn(a);| {z }Right Roof Constraint}gg
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A{6. LINK DependenyfTn(a); T y(t); : : : f(MOD)Tn(a); : : : T y(X); F o(�); : : :g : : :g;fhL�1iTn(a); :::?Ty(t);}g);fTn(a); T y(t); : : : f(MOD)Tn(a); : : : T y(X); F o(�); : : :g : : :g;fhL�1iTn(a); :::?Ty(t); ?hDiFo(�);}gMOD 2 fh"0i; h"1i; hL�1ig*
A{7. any

IF ?Ty(e)THEN IF "� NEGTHEN make(h#1i); go(h#1i),put(Fo(�P:(�; P )); T y(n ! e)); go(h"1i),make(h#0i); go(h#0i); put(?Ty(n))ELSE ABORTELSE ABORT
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f?Ty(e! t)gf?Ty(e);}g fTy(e! e! t);F o(Upset); [#℄?gFigure 1: The result of parsing upset
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a. f?Ty(t)gf?Ty(e);}g f?Ty(e! t)g b. f?Ty(t)gfTy(e);F o(John)g f?Ty(e! t);}g. f?Ty(t)gfTy(e);F o(John)g f?Ty(e! t)gf?Ty(e);}gfTy(e! e! t);F o(Upset)g
d. f?Ty(t)gfTy(e);F o(John)g f?Ty(e! t)gf}; T y(e);F o(Mary)gfTy(e! e! t);F o(Upset)ge. fTn(0); T y(t); F o(Upset(Mary)(John));}gfTn(00); T y(e); F o(John)g fTn(01); T y(e! t); F o(Upset(Mary))gfTn(010); T y(e);F o(Mary)g fTn(011);T y(e! e! t);F o(Upset)gFigure 2: Five stages in parsing John upset Mary
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Tn(a); ?Ty(t)h"�iTn(a); T y(e),Fo(That; x;Man(x))Fo(x;Man(x)) �P:(That; P ) Fo(John) ?Ty(e! t)?Ty(e);} Fo(Dislike)Figure 3: Parsing That man, John dislikes
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?Ty(t)fTn(n); F o(That; x;Man(x))gFo(x;Man(x)) Fo(�P:That; P ) ?Ty(e! t)
fhL�1iTn(n); ?Ty(t); ?h#�iFo(That; x;Man(x));}gFigure 4: Parsing That man
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?Ty(t)fTn(n); F o(That; x;Man(x))gFo(x;Man(x)) Fo(�P:That; P ) ?Ty(e! t)
fhL�1iTn(n); ?Ty(t)gfh"�ihL�1iTn(n);F o(That; x;Man(x))g Fo(John) ?Ty(e! t)?Ty(e);} Fo(Detest)Figure 5: Parsing That man, who John detests
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fTn(a); T y(t); F o(�); h#�iFo(�)g: : : F o(�); T y(e); : : : fhL�1iTn(a); ?Ty(t); ?h#�iFo(�);}gFigure 6: Correlative Strutures
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fTn(0); T y(t); F o(Come� in(Jane))gFo(Jane) Fo(Come� in)g fhL�1iTn(0); ?Ty(t)g
Figure 7: Parsing Jane ame in and
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fTn(0); T y(t);f_(Fo(Jump(Jane)); F o(Skip(Lou)));EV AL(_)gFo(Jane) Fo(Jump)gfhL�1iTn(0); T y(t); F o(Skip(Lou)); EV AL(_)gFo(Lou) Fo(Skip)Figure 8: Parsing Jane jumped or Lou skipped
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Fo(Poyii(U)); T y(t)Fo(U); T y(e) Fo(Poyii) Fo(Kannan); T y(e)Figure 9: Parsing poyii Kannan
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Tn(0); T y(t); F o(Dislike(U)(Kim))Fo(Kim) Fo(Dislike(U))fFo(U); ?9x:F o(x);?hUi9x:EV AL(x)g Fo(Dislike)
fhL�1iTn(0); ?Ty(t); EV AL(^);?hDiFo(U);}g

Figure 10: Parsing Kim dislikes but
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Tn(0); T y(t); F o(Dislike(U)(Kim))Fo(Kim) Fo(Dislike(U))fFo(U); ?9x:F o(x);?hUi9x:EV AL(x)g Fo(Dislike)hL�1iTn(0); T y(t); EV AL(^); F o(Admire(U)(Sandy))Fo(Sandy) Fo(Admire(U))fFo(U); ?9x:F o(x);?hUi9x:EV AL(x)g Fo(Admire) Fo(The; x; P rofessor(x));}Fo(x; Professor(x)) Fo(�P:the; P )
Figure 11: Parsing the seond onjunt
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Tn(0); T y(t); EV AL(^);f^(Fo(Dislike(The; x; P rofessor(x))(Kim)); F o(Admire(The; x; P rofessor(x))(Sandy)))Fo(Kim) Fo(Dislike(The; x; P rofessor(x)))Fo(The; x; P rofessor(x)) Fo(Dislike)hL�1iTn(0); T y(t); EV AL(^); F o(Admire(The; x; P rofessor(x))(Sandy))Fo(Sandy) Fo(Admire(The; x; P rofessor(x)))Fo(The; x; P rofessor(x))Fo(Admire)Figure 12: Completing the tree
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