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Abstract

Many security applications require the ability to accurately identify dismounts based on

their distinctive identification properties. A dismount can be identified by many personal

characteristics to include clothing, height, and gait. In particular, a dismount’s skin can be

used as an identifying feature because of the vast variability of skin pigmentation amongst

individuals. Hyperspectral data, which is comprised of hundreds of spectral channels

sampled from a nearly contiguous electromagnetic spectrum, is used to detect skin spectral

variability amongst dismounts. However, hyperspectral data is often highly correlated and

computationally expensive to process. Feature selection methods can be employed to

reduce the data to a manageable size. This thesis presents the results of applying the fast

correlation based filter (FCFB) [51] to a data set that contains hyperspectral data from the

forearms of 62 subjects. The reduced data is used to train an artificial neural network

(ANN) to discriminate a dismount of interest (DOI) amongst a group of 4 non-DOI’s. The

trained model is then tested to find the same DOI amongst a group of 62 new non-DOI’s.

The FCBF selected four features (1014, 1024, 1033, and 1348nm) to discriminate

amongst the dismounts. Using these four features, the ANN on average misclassified 4

dismounts amongst four separate DOI validation tests. More specifically, the amount of

possible DOI suspects was reduced from 62 to 4 dismounts. The FCBF outperformed

three other feature selection methods with 4 times less misclassified instances.
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FEATURE SELECTION ON HYPERSPECTRAL DATA FOR

DISMOUNT SKIN ANALYSIS

I. Introduction

The human ability to recognize an individual person is based on a previously learned

image of that person. While, minor features of an individual may change (e.g.

wearing sunglasses, a new hairstyle, or different clothing), the cognitive process of the

human brain has the remarkable ability to identify the basic characteristics that

differentiate individuals. Technology has also enhanced the ability of humans to distinctly

identify individuals. For example, a fingerprinting system collects the impressions left by

the friction ridges of a finger, analyzes that information, and selects a match [11].

Fingerprinting systems are effective for identification because individual fingerprints are

unique and time-invariant.

Typical fingerprint systems rely on physical contact to positively identify an individual.

However, identifying a dismount (i.e. a person traveling by foot [16]) requires a passive

system. This thesis investigates the capability of using the characteristics of skin as a

discriminating feature in dismount identification. Identifying a dismount based on the

properties of their skin will greatly enhance a multitude of applications, ranging from

security and surveillance to target identification and tracking.

Section 1.1 introduces background information for this research. The problem

statement and implications are presented in Section 1.2 and 1.3. The assumptions and

scope are discussed in Section 1.4 and 1.5 to provide a bounding to the problem. Finally,

the approach and tools necessary for the successful completion of this research are

discussed in Sections 1.6 and 1.7.
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1.1 Background

Recent techniques have been created to determine the presence of human skin in a

scene [36]. Additionally, efforts to classify clothing based on textual properties have also

been investigated [4]. Such efforts contribute to a dismount identification system. Each of

these techniques are based on hyperspectral imaging (HSI) data, which collects the spatial

and spectral information of a scene. Unlike conventional color imagery which collects in

the visible spectrum, HSI acquires spectral information of a scene across a wide set of

nearly contiguous wavelengths, revealing reflectance, absorbance, and emittance

characteristics that cannot be seen by the human eye [8, 37]. This high resolution data of

the combined spectral and spatial information yields the capability for lower false alarm

rates when compared to traditional grayscale and color imagery detection systems [37].

The goal is to use hyperspectral information to not only detect dismounts, but actually

characterize them using their spectral fingerprint.

In general, dismount detection is possible because skin has certain physical properties

that can be identified in a hyperspectral signature. Typically, skin color is most affected by

three types of light-absorbing chemical compounds, including melanin, hemoglobin, and

carotene [18]. Small differences in the distribution of these pigments results in spectral

variability of individuals [39]. HSI systems are able to detect these small changes by

collecting data over hundreds to thousands of spectral channels creating fine resolution

data. However, such large data sets are cumbersome and must be reduced to preclude

processing delays from impeding the mission. Thus, it is often necessary to reduce the

data for a deployable spectral imaging system where processing time and portability are

important design considerations. One way to reduce the data set, which is employed here,

is to determine the key discriminate wavelengths by using a feature selection method.

Once the important features have been identified, a deployable system can be created that

collects the desired wavelengths.
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Feature selection also improves classification accuracy by removing redundant and

highly correlated features within the hyperspectral data [17]. Once feature selection is

complete, classification methods are applied to identify the source of the spectral data.

1.2 Problem Statement

Based on the background information the culminating problem that this research will

address is stated as follows:

Can a set of global features be determined that provide classification of dismounts

based on the spectral properties of their skin?

This thesis provides the necessary background and methodology to address this

objective with a high degree of accuracy.

1.3 Justification

The implications of addressing dismount identification are wide-reaching for a variety

of applications. Such a capability could enhance security and surveillance. Detection

systems of this nature are passive, implying that it would not be necessary to have a

compliant dismount to make an identification. This is not the case with other human

identification systems, such as fingerprint, voice, hand and iris [42], which require

compliant interaction in order to establish their identification. Previously, traditional facial

recognition systems have been enhanced by HSI by matching the hyperspectral signatures

of skin [8, 39]. The aim of this research is to expand on these techniques to include the

application to dismount identification.

1.4 Assumptions

Some important assumptions will be made in this research. The first assumption is that

skin is present in the scene. Since this research relies on the hyperspectral signature of

skin, the assumption is that skin is exposed. The location of the exposed skin is also an
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important consideration. As shown in Pan et al. the accuracy of identification is dependent

on the location and amount of skin used for classification [39].

This research also assumes that the experiments will incorporate a calibrated

illumination source. Typically, HSI systems are passive and therefore rely on an

illumination source, usually the sun, to collect data. For this reason it will be assumed that

the data will be collected under controlled illumination conditions.

The last assumption of the research is that a major change has not occurred to the skin

between collections. For example, if the dismount has acquired a tan between collections

the system may classify the dismount incorrectly due to the changes of the hyperspectral

signature. Ideally, a dismount identification system should be able to withstand changes of

this nature; however, that issue will not be addressed in this thesis.

1.5 Scope

This research will focus on feasibility rather than full application of the concept.

Therefore, the scope of this thesis will be contained to determining a global feature set

that produces a positive identification of a dismount.

The data collected for this research will be gathered using a spectroradiometer rather

then an actual HSI system. This an important distinction because data collected using a

HSI will generally have atmospheric effects that can be neglected when using a contact

spectroradiometer. Eventually, the feature selection and classification techniques will need

to be adapted for HSI. Thus, this research will focus on creating a technique that uses data

from a laboratory spectroradiometer.

1.6 Approach

The process of selecting a global feature set for dismount identification begins with

collecting skin reflectance measurements. To collect the data for this thesis, a

spectroradiometer collected reflectance measurements from 350-2500 nanometers (nm)
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with 1nm resolution which results in 2150 features for each instance. These measurements

are processed through a feature selection method that statistically determines the irrelevant

and redundant features that can be eliminated in order to improve classification

performance. The feature selection method selected for this thesis is called the fast based

correlation filter (FCBF) [51]. This method determines the relevant features by ranking

each feature using the symmetrical uncertainty value which is a measure based on

information theory. The redundant features are determined by searching through the

selected relevant features using a search guided by three heuristics.

The reduced data set that contains only the selected features is classified using an

artificial neural network (ANN), created using the back propagation algorithm. The

classifier is trained to find a dismount of interest (DOI), which refers to the dismount that

needs to be identified amongst a group of other dismounts. The classifier is tested by

determining its accuracy for identifying specific DOI amongst a larger, previously

untrained for, group of dismounts.

1.7 Material and Equipment

To successfully complete this thesis a variety of laboratory and software tools are

required. The first is the laboratory spectroradiometer, specifically the ASD FieldSpec® 3

with a contact probe to collect the hyperspectral measurements [1]. In order to analyze the

classification and feature selection techniques, MATLAB® [32] and WEKA® [13] will be

used. WEKA® [13] provides a collection of machine learning algorithm written in Java®.

This tool will allow for accurate and efficient testing of a wide variety of techniques to

ensure the correct method is chosen.

1.8 Organization

The following chapters will discuss the necessary background, methods, and results of

the thesis. Chapter II will provide an introduction to the physical properties of skin which

5



is reflected in the spectral signature. It will also explain important feature selection and

classification methods. Finally, it will discuss the related works that provide a strong

foundation for the research. Chapter III will discuss the methodological process that was

followed in order to obtain sound results. Finally, Chapter IV and V provide the results,

impacts, and possible future studies on this thesis.
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II. Background

As globalization becomes a reality with trade, technology, and the movement of

people becoming more dynamic, the security implications also become global in

scope [7]. The task of identifying a person of interest has proven to be a challenge. For

decades, technology has been evolving to expand the capabilities of human identification

systems. The most popular biometric technologies include fingerprint, voice, hand, iris,

and face analysis [42]. A new approach to human identification could use hyperspectral

imaging (HSI) to recognize a person based on the skin’s specific properties. This approach

exploits the rich data associated with HSI to stay abreast with the challenges of a dynamic

world.

This chapter will provide a foundation for the current technologies, theory, and related

works that have been explored in this area. Section 2.1 gives an overview of the

terminology and advantages of HSI. Section 2.2 will discuss the optical properties of the

skin that can be used to characterize a person. Section 2.3 discusses common data analysis

approaches for hyperspectral data. Finally, Section 2.4 provides a literature review of

previous work related to this area.

2.1 Hyperspectral Imaging

HSI refers to the process of collecting images across the electromagnetic spectrum

typically spanning the visible (VIS) to the short-wave infrared (SWIR) part of the

spectrum (0.4 to 2.4 micrometers (µm)) with high resolution (10nm wide). This collection

of images is called a data cube, which is a three dimensional array with spatial information

along the x and y axes and spectral along the z axis [31]. Collecting a hyperspectral image

results in a continuous radiance spectrum for each pixel in an image. The collection of

hundreds of contiguous spectral channels results in high dimensional data.
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HSI is employed in a wide variety of applications from detecting contamination in

poultry to the presence of melanoma on human skin [34, 41]. In particular remote sensing

is one area where HSI is widely used. It exploits the fact that everything absorbs, reflects,

or transmits electromagnetic radiation differently depending on its molecular

composition [31]. Therefore, HSI can detect certain objects based upon their specific

spectral signature or “spectral fingerprint” [35, 47].

2.2 Optical Properties of Human Skin

Skin is not only the largest organ of the human body it is also pivotal for human health

and responsible for providing a barrier for the internal organs against potentially harmful

environmental factors [44]. It consists of multiple layers, each with varying thickness and

optical properties. The three main layers are the epidermis, the dermis, and the

subcutaneous fat. The epidermis contains many of the protective structures of skin. The

dermis consists of connective tissue to give skin its flexibility and strength. Finally, the

subcutis provides a foundation, comprised of fat that supplies nutrients to the other layers.

The heterogeneous nature of skin allows for different distribution of blood, chromophores,

and pigments all contributing to certain optical properties. [2] The main contributers of the

skin’s optical properties are melanosomes, hemoglobin, bilirubin, and β-carotene [49]

chromophores. Small differences in the distribution of these pigments result in a spectral

variability of individuals [39].

2.2.1 Melanosomes.

Skin color is the most noticeable and varying characteristic of human skin. The color

exists in a wide variety from white to black due to the presence of cells containing

pigment in the epidermis; the pigment is called melanosomes [5]. The fairest skinned

individuals will have melanin levels of 1.5% to 6% while the darkest will be as high as

43% [19]. Melanin plays an important role in protecting against the ultraviolet (UV)

radiation of the sun, and can vary according to geographical location.
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Figure 2.1: Spectral reflectance of human skin with varying melanin concentration [3].

In addition to being the most noticeable characteristic of skin, melanin dominates other

chromophores in the VIS and the first part of the near-infrared (NIR) [50]. It has been

shown that the spectral reflectance of skin varies according to melanin concentration [36].

As shown in Figure 2.1, there is a visible difference in melanin concentration from 350nm

to 1300nm [3]. As the wavelength increases the absorption of melanosomes decreases

resulting in nearly identical reflectance past 1300nm. This is a result of water absorption

which dominates the reflectance spectrum beyond 1000nm [36].

Melanin levels and concentration can change based on many environmental factors to

include pregnancy, aging, drug intake, and stress [5]. Since dismount characterization

relies on repeatability, the knowledge that melanin concentration will change over time is

an important consideration.

2.2.2 Hemoglobin.

The second most distinct chromophore in skin is hemoglobin, which is a protein that is

carried by red blood cells and exist within the dermis and subcutis [36]. There are two
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types of hemoglobin, oxygenated and deoxygenated. The oxygenated hemoglobin has

recently visited the lungs and is carrying essential oxygen to the rest of the body. The

deoxygenated is returning back to the lungs to repeat the process. [36] Oxygenated

hemoglobin in particular has a distinct absorption feature [8, 36]. Figure 2.2 shows that

oxygenated hemoglobin in the VIS has a w-shaped feature around 570nm with a local

minima at around 510nm [49]. Additionally, the deoxygenated hemoglobin has a local

minimum and maximum at 480nm and 560nm respectively [49]. In Di et al. [8] the

absorption bands related with hemoglobin were preferred over other chromophores

because of their discriminative features. However, this feature is only predominantly valid

for individuals with fair to moderate skin color [38]. In addition, the absorption of

hemoglobin quickly decreases as wavelength increases making it a distinguishing

chromophore for a limited wavelength range [36].

2.2.3 Bilirubin and β-carotene.

Bilirubin and β-carotene are the last mentionable chromophores responsible for the

distinctive color of skin [39]. Bilirubin is a byproduct of hemoglobin responsible for the

yellow tint of the skin. An elevation of bilirubin levels can indicate disease such as

jaundice which is typically caused by a disorder of the liver or gall bladder. β-carotene is a

chrompohore that exists in the blood and skin yielding an orange tint. [27] These two

pigments are mentioned for being important in giving skin its distinctive color; however,

melanin and hemoglobin appear to be dominant in the study of the spectral properties of

skin [38].

2.2.4 Bruising and Melanoma.

In studying the pigments mentioned, HSI has been used to identify the presence of

bruising and melanoma on skin [34, 45]. While it is obvious that not every dismount will

have a bruise or cancerous skin cells, they provide possible distinguishing characteristics.
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Figure 2.2: Oxygenated and deoxygenated hemoglobin absorption in the VIS with

concentration of 150 g/L [36]. The labels indicate the location of the distinctive w-shaped

(or m-shaped) hemoglobin spectral feature.

Randereberg et al. [45] used HSI to evaluate the development of bruises on the skin.

The study quantified the hemoglobin oxygenation content, redness of the skin, and

melanin index as a means to describe the chromophore distribution within a bruise. This

study was able to discriminate between bruised and non-bruised skin areas. It is important

to note that a bruise’s spectral property is time variant, therefore lending a small window

of opportunity to be used as a dismount discriminator.

Nagaoka et al. [34] was able to create a melanoma discrimination index in the VIS to

distinguish cancerous skin cells from healthy skin cells. This recent 2012 study has only

been tested on 9 cases of melanoma and 18 non-melanoma patients but was able to obtain

results of 100% sensitivity and 94.4% specificity.
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2.3 Hyperspectral Data Analysis

Having a fundamental understanding of the optical properties of the skin can provide a

priori information as to what features will be important in HSI when characterizing an

individual. This is important because hyperspectral data (HSD) is notorious for creating

highly dimensional and highly correlated data which present a challenge for processing,

also known as the curse of dimensionality [17]. High dimensional data creates a classic

“needle in the haystack” problem which requires HSD to be reduced to a lower

dimensional space while still containing the important features [9]. Once the data is

contained in a lower dimensional space, classification techniques are employed in order to

make a decision about the data, or in this case make a correct identification of the

dismount.

2.3.1 Dimensionality Reduction.

The high dimensional feature space created by HSI requires certain techniques to be

employed in order to correctly process the data. There are two popular techniques that are

used to reduce the dimensionality of data. The first is to transform the data to a lower

dimensional space, which is called feature extraction [10]. The second is to reduce

dimensionality is by identifying and discarding the redundant characteristics that do not

contribute to the specific application, this is called feature selection. These redundant

features can degrade accuracy and increase processing time due to the excess of irrelevant

information [21].

2.3.1.1 Feature Extraction.

One popular method for dimension reduction is principal component

analysis (PCA) [4, 20, 43]. This technique calculates orthogonal projections that

maximize the amount of variance in the data and creates a dataset which is contained in an

uncorrelated coordinate system [14, 20, 43]. This coordinate system is defined by the

principal components or the eigenvectors that are calculated from the covariance
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matrix [4]. The eigenvectors are chosen by their corresponding eigenvalues which are

ordered in decreasing variance. Depending on the dimensionality of the data, only a small

set of principal components is necessary to maintain separability between features [4, 14].

PCA is sufficient to reduce the data; however, it does not concentrate on individual spectra

or signatures of interest [14, 20, 43]. For example, the first principal component contains

the most variance but it is a linear combination of several spectral classes. The linear

combination is due to the fact that HSD is highly correlated and the eigenvectors used to

calculate the principal components are orthogonal. [14] This technique is used in many

applications but depending on the dataset may not preserve the necessary information to

obtain accurate classification [43].

2.3.1.2 Feature Selection.

PCA is a global transform and therefore does not account for the specific type of data

that is being transformed [20, 43]. To correct this problem, Landgrebe [28] discusses the

importance of finding the most appropriate subspace for a particular dataset by first

selecting the features or classes that are important, also known as feature selection. There

are two broad categories for feature selection algorithms, the filter method or wrapper

method. The filter method focuses on the inherent characteristics of the training data set to

select the important features. The wrapper method uses the performance of a

predetermined classification method to select the feature subset. [51] The filter method is

less computationally expensive because it does not rely on training a new classifier with

each candidate feature subset [29]. The filter method is often chosen for data sets that

have a large number of features or dimensions due to computational efficiency [51].

The filter feature selection method can be further separated into two main groups,

feature weighting and subset search algorithm. Feature weighting algorithms will rank the

features based on their individual relevance. A feature is deemed relevant if its goodness

measure exceeds a predefined threshold. The goodness measure is chosen based on the
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type of data and the goal of the feature selection method. [51] An example of a feature

weighting method is ReliefF [23]. The concept of the ReliefF method is to estimate the

ability of an individual feature to discriminate between classes. The ReliefF algorithm

randomly samples instances from the training set and updates the relevance of the features

by examining the difference between the selected instance and the user defined k nearest

instances within the same class and the other classes. The ReliefF method will remove

irrelevant features however it does not remove redundant features. If a feature is selected

as relevant it will be chosen regardless of the correlation with the other features. [51] A

feature selection method that is ideal for high dimensional data should remove irrelevant

and redundant features to improve the speed and accuracy of classification [12, 24].

The subset search algorithms select features by searching through feature subsets rather

then evaluating each feature individually. Typical search strategies include exhaustive,

heuristic, genetic, or random. The search is guided by an evaluation measure that

determines the goodness of the subset. [51] Previously, consistency [6] or correlation [12]

measure has been used to remove redundant and irrelevant features. Feature selection

methods that employ search techniques are typically not scalable to high dimensional data

due to the time complexity to locate an optimal subset [51].

2.3.1.3 Correlation-Based Measures.

The performance of a feature selection method relies on finding a suitable measure and

an appropriate procedure to select the features using that measure. A feature is deemed

good if it is relevant to the class but it is not redundant to any of the other relevant

features. Focusing on using correlation as a goodness measure, a feature is good if it is

highly correlated to the class but not correlated to any of the other features. To measure

correlation there are two standard approaches. The first is based on the classical linear

correlation approach while the other is derived from information theory. [51]
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The classical approach will often use the linear correlation coefficient r as a measure,

with X and Y as a pair of two random variables as [51]:

r =

∑
i

(xi − xi)(yi − yi)√∑
i

(xi − xi)2
√∑

i

(yi − yi)
2
, (2.1)

where [·] indicates the average. The value for r is bounded between −1 and 1. If X and

Y are highly correlated the value for r will be close to −1 or 1. If the variables are

independent, r will be zero. The advantages of using linear correlation are to remove

features with near zero correlation, and effectively determine the redundant features

among the relevant features. However, this technique assumes that the correlation is linear

which is not always a valid assumption. [51]

To account for the issues with the linear assumption, techniques based on information

theory can be employed, specifically the measure of entropy [51]. Entropy (H) calculates

the amount of uncertainty of a random variable, X, and is defined as [51]:

H(X) = −
∑

i

P(xi) log2 (P(xi)) , (2.2)

where P(·) is the prior probability of the random variable. To calculate the entropy of X

from the observation of another random variable, Y , is [51]:

H(X|Y) = −
∑

j

P(y j)
∑

i

P(xi|yi) log2 (P(xi|yi)) (2.3)

where P(xi|yi) is the posterior probability of X given that values of Y . The amount of

additional information about X given the values of Y is defined as information gain (IG)

and given by [51]:

IG(X|Y) = H(X) − H(X|Y). (2.4)

Using this measure, it can be determined if a feature Y is more correlated to the feature X

then to feature Z, i.e. IG(X|Y) > IG(Z|Y). The information gain measure is symmetric
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which means that IG(X|Y) = IG(Y |X). Symmetry is a desired property for correlation

measures. Regardless of the symmetry property, this measure is biased for features that

have more values and is not normalized. [51] Therefore, the symmetrical uncertainty (S U)

measure can be used to obtain an unbiased and normalized measure as [51]:

S U(X,Y) = 2
[

IG(X|Y)
H(X) + H(Y)

]
. (2.5)

The range of values for this measure is between 0 and 1, where a value of 1 indicates that

the value of X can be completely predicated by the value of Y while a value of 0 indicates

that the two values are independent [51].

2.3.2 Classification.

After removing the irrelevant and redundant features, a classification technique can be

used to match each instance of spectral data to the appropriate class. This thesis focuses

on supervised learning techniques, therefore each training instance will be assigned a class

label, or designated to a specific dismount. The goal of supervised learning is to build a

model that learns the relationship between the inputs and the desired outputs using the

labeled instances. This model is then used to predict the classification of testing instances

where the class is unknown. [26] There are a wide variety of classification techniques, this

thesis will focus on methods using distance measures and artificial neural

networks (ANN’s).

2.3.2.1 Minimum Distance Classification Methods.

Minimum distance classification techniques are one of the simplest forms of

classification. This method calculates the distance between an instance and the class

averages of each class. An instance will be assigned to the class that results in the shortest

distance measure. [22] Typical minimum distance classification methods are minimum

euclidean distance (MED), minimum mahalanobis distance (MMD), and spectral angle

classifier (SAC).
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The Euclidean distance (DED) between spectral measurements a and b is defined

as [22]:

DED(a, b) =

√√
B∑

k=1

(
R(λk, a) − R(λk, b)

)2
, (2.6)

=
∥∥∥R(a) − R(b)

∥∥∥ , (2.7)

where R(λk, a) and R(λk, b) are the normalized spectral reflectance vectors of a and b

respectively, λk denotes a particular wavelength, and B is the number of spectral bands.

The square of the Mahalandobis distance (DMD) between the spectral reflectance a and

b is defined as [39]:

DMD(a, b) =
(
R(a) − R(b)

)T
Σ−1

(
R(a) − R(b)

)
, (2.8)

where Σ is the B × B covariance matrix for the distribution of the vector R where B is the

number of spectral bands and (·)T is the matrix transpose. The amount of data is often

limited, therefore the covariance matrix is estimated as a diagonal matrix with each

element corresponding to the average variance across all the subjects for each λk [39].

The SAC measures the angle between two different spectra, as vectors in a space with

the dimensionality equal to the number of bands. The values that results from SAC are

between
[
0, π2

]
where the smaller angles represent a closer match to the reference

spectrum [22]. The equation to calculate the spectral angle (θ) between two spectra is [22]:

θ(a, b) = arccos


〈
R(a), R(b)

〉∥∥∥R(a)
∥∥∥ ∥∥∥R(b)

∥∥∥
 , (2.9)

the 〈·, ·〉 is the dot product and ‖·‖ is the `2-norm, similar to calculation used in Euclidean

distance.

2.3.2.2 Artificial Neural Network.

An artificial neural network (ANN) represents a more complex classification method

that is modeled after the processing techniques of the central nervous system. Unlike
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conventional digital computers, the brain is considered a highly complex, nonlinear, and

parallel computer that can organize neurons to preform computations such as pattern

recognition. The general structure of a multilayer ANN consists of input, hidden, and

output layers. All the layers are connected together and contain nodes called perceptrons

that model the processing functions of a neuron. Each perceptron consists of synaptic

weights, an adder, and an activation function. The synaptic weights represent the

connection strength between the neurons. The weights are updated during the training of

the ANN to create the network model. The adder sums the product of each inputs and the

input weights which creates the induced local field. The activation function scales the

induced local field into a proper range of values to make classifications. [15] A sigmoid

function is a typical activation function that limits the output to values between −1 and 1

which is defined as [15]:

f (x) = (1 + e−x)−1. (2.10)

Back-propagation is one method used to train an ANN. This method consists of two

phases, the forward pass processes the training data through the network to determine the

output, the backward pass propagates the output error back through the network to update

the weights. [15] To update the weight (w) based on the error associated with a particular

neuron, n, in the j layer to previous neurons in layer i, equation 2.11 is used [15]:

wi j(n) = wi j(n − 1) + η ζ j(n) y j(n), (2.11)

where η is the learn rate which is set by the user, y(·) is the output from the neuron in

layer j, and ζ(·) is the local gradient defined for neuron, n, in the output layer, j, as [15]:

ζ j(n) = ϕ
′

j(ν j(n)) e j(n), (2.12)

where ϕ
′

(·), is the derivative of the activation function, ν(·) is the input to the derivative

function which is the induced local field, and e(·) is the error at the output which is the
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difference between the desired output and the calculated output. The equation for the local

gradient, ζ j(n), is different for a neuron in the hidden layers, defined as [15]:

ζ j(n) = ϕ
′

j(ν j(n))
∑

k

ζk(n) wk j(n), (2.13)

where the k is each neuron in layer i.

2.4 Related Work

It has been shown that dismount detection is possible by detecting the presence of skin

using HSI [36, 37]. In order to accomplish skin identification it is important to study if a

dismounts skin can actually be characterized based on their spectral properties. In

previous studies on dismount detection, the melanosome level has often been calculated as

a fundamental method to differentiate between people [38]. In addition, the area of facial

recognition has benefited from the rich spectral data that HSI has offered [8, 39]. Unlike

traditional facial recognition methods, which rely on face symmetry and position, HSI can

bolster these techniques by detecting personal identification patterns in the skin [8].

Instead of using gray and color imagery for facial recognition, HSI can identify a person

without suffering from the performance degradation associated with facial recognition,

e.g. variation in face orientation and expression [8, 39].

2.4.1 Melanosome Estimation.

Nunez et al. [36, 37] expanded the area of dismount detection by introducing a melanin

estimation technique. Melanin is a key player in the spectral properties of skin, a method

that detects the melanin level may be the first step in the ability to characterize an

individual. To determine the melanosome level, the estimated reflectance was calculated

using the empirical line method (ELM) [38].

19



The NIR is dominated by melanin absorption, an index denoted as near-infrared

melanin index (NIMI),N(λ,D), is used to describe melanin levels, as [38]:

N(λ,D) =
P(λ,D)

P(1270,D)
, (2.14)

where P(λ,D) is the output of the skin reflectance model at a specific wavelength λ and

D is the estimated melanosome level in the epidermis. The value 1270nm was chosen as a

value for λ in the denominator of Eqn. 2.14 because the reflectance does not change as

melanosome level increases. Therefore, this index is a ratio of the reflectance model at

some D and λ and reflectance at λ = 1270nm with the same level of melanosome D. [38]

After using the NIMI to model the melanin index, regression coefficients were

computed to characterize the behavior between 750nm and 1100nm. The final regression

coefficients are represented as S (λ) for the quadratic component, M(λ) for linear, and B(λ)

for constant. [38] The equation used to estimate the melanosome level given the estimated

reflectance p̂i for the ith pixel is [38]:

D = S (λ)
(

p̂i(λ)
p̂i(1270)

)2

+ M(λ)
(

p̂i(λ)
p̂i(1270)

)
+ B(λ). (2.15)

Using melanomsome levels in the NIR can be used in the characterization of a

dismount. However, it is important to note that since melanin levels are dependent on

environmental factors such as UV radiation, a characterization algorithm could not be

dependent on melanin concentration alone.

2.4.2 Facial Recognition using HSI.

The techniques used in facial recognition with HSI are valuable because as with

dismount characterization, facial recognition is seeking to identify people based on their

distinct features. Facial recognition using HSI has increased within the past few years due

to its ability to capture “distinctive personal identification patterns” [8]. Traditional face

recognition systems using color images suffer from performance issues related with facial
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orientation, where even a 32 degree rotation will cause significant degradation in

performance [8, 39, 46]. Pan et al. [39] were among the first to use HSI as a means for

facial recognition. Di et al. [8] more recently studied the advantages of choosing selected

feature bands over analyzing single or whole band data. These studies differ from

dismount characterization because they were conducted in highly controlled

environments. In dismount characterization environmental factors such as illumination

variations, distance, and location of skin will present a different set of challenges [40].

Pan et al. [39] created a database with 200 subjects using a 31 band hyperspectral

imager over the NIR (700nm to 1000nm). The NIR was chosen because skin has a larger

penetration depth than in the VIS spectrum resulting in the imaging of subsurface

characteristics that are not easily modified by an individual. Here the optical penetration is

the depth at which 37 percent of the light intensity is reduced relative to the surface. [39]

The optical penetration depth, δPD, is defined by Eqn. 2.16, where µa and µ′s are the

absorption and reduced scattering coefficients of the tissue respectively and is calculated

as [19]:

δPD =
1√

3µaµ′s
. (2.16)

The typical absorption and scattering coefficients in the VIS (550nm) region are

0.77mm−1 and 1.89mm−1 yielding an optical penetration of 0.48mm, whereas in the NIR

(550nm) the coefficients are 0.02mm−1 and 1.31mm−1 with an optical penetration of

3.57mm [19]. In addition to the increased optical penetration, the NIR is not dependent of

skin temperature as in the thermal infrared region (8µm-12µm) [39].

Each subject was imaged over the 31 bands with 7 different orientations of the face. All

31 bands were used for the facial recognition algorithm, which calculated a spectral

reflectance vector (R) from five manually selected regions of the face to include the

forehead, left cheek, right cheek, hair, and lips. [39]
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The spectral reflectance vector is estimated by averaging over the spectral bands for

each tissue region as [39]:

Rt(λk) =
1
N

∑
x,y

R(x, y, λk) k=1,2,...,B, (2.17)

where t is the tissue type, λk denotes a particular wavelength, N is the number of pixels

in the chosen square, x and y are the spatial locations of the pixels within the square, and

B is the number of spectral bands which in this study was 31. This spectral vector is

normalized using the `2-norm, yielding Rt. [39] The square of the Mahalandobis distance

is calculated between the spectral measurements a and b defined as [39]:

DMD(a, b) = (Rt(a) − Rt(b))T Σ−1
t (Rt(a) − Rt(b)), (2.18)

where Σ is the B × B covariance matrix for the distribution of the vector R for each

subjects where B is the number of spectral bands and (·)T is the matrix transpose [39].

It was determined that combining the tissue types for recognition improved

performance. From the data collected of the 200 subjects more then 90% of the probes

were correctly identified when combining all of the tissue types. In addition, duplicate

data was collected on 20 subjects up to 5 weeks after the first session. It was shown that

while there is a reduction in performance relative to images taken on the first day, 92% of

the correct probes where ranked in the top 10. The authors cited that the reason for the

performance degradation occurred due to variations in blood,water concentration, blood

oxygenation, and melanin. A comparison between the skin spectra for four different

people and that of one person is shown in Figure 2.3. It is evident that there are significant

differences between the amplitude and shape for different subjects while remaining

relatively constant for the same subject. This study was able to show that HSI is a valid

technology for facial recognition especially for variations in head orientation or facial

expression. [39]

22



Figure 2.3: Reflectance measurements from four different subjects (left) and reflectance

measurements from one subject (right). There are significant difference in both magnitude

and shape for reflectance measurements for different subjects while the reflectance for one

subject remains relatively similar. [39]

Di et al. [8] more recently expanded the use of HSI by using feature band selection.

This study relied on that fact skin tissue has distinctive spectral reflectance feature in some

bands that are insignificant in others. The authors chose to focus on hemoglobin as a

feature because unlike melanin, hemoglobin is less likely to be influenced by

environmental factors such as sunlight. The two bands chosen were 540nm and

580nm. [8]

Once the bands were selected three methods where chosen for processing the data. A

method called (2D)2 PCA was chosen because it simultaneously considers the rows and

column directions to calculate the eigenvectors of the image covariance matrix-to-vector

conversion. This technique helps to alleviate the small sample size problem and

computational burden of PCA. The first method was (2D)2 PCA analyzing over all 33

bands in the VIS light spectrum of (400 to 720nm). Next (2D)2 PCA was accomplished

only using single bands. Lastly, (2D)2 PCA was used but with the feature bands of 540nm
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and 580nm with image fusion. Pixel-level image fusion combines the important

information from each spectral band and fuses it into one image. [8]

In order to classify the three methods, a minimum distance was used for the first

method while the other two used decision level fusion, which applies a majority voting

strategy. First, the set of minimum distances are calculated and then the cardinality of that

set represents the total number of votes given by the feature band that classifies the test

data. [8]

The results of this study indicated that using feature bands outperformed that of a

single or whole band method. This result indicates the importance of understanding the

spectral properties of skin when using HSI for characterization. In addition, the third

method that used image fusion outperformed the other two methods. [8] Image fusion is

advantageous because it reduces image noise while retaining important information [48].

Finally, the method outperformed conventional color imagery facial recognition which is

consistent with the previous study. [8]

From the facial recognition studies it is important to note a few considerations. The

first it that the two studies mentioned were conducted in highly controlled environments.

All the images where taken in the labs with controlled variables such as illumination. A

profitable dismount identification system should be able to operate under a wide variety of

conditions to include varying illumination, orientation of the individual, and distance from

the subject. In addition, dismount characterization does not have the luxury of knowing

the amount or location of the skin that will be used to identify that individual.

Pan et al. [40] addressed one of the constraints in his previous study by testing the

effects of illumination variations in facial recognition using HSI. They used the same

database of 200 subjects but modeled illumination variance by including 100 outdoor

illumination spectra that were measured in Boulder, Colorado. This dataset was used to

synthesize reflected radiance spectra as well as create a low-dimensional linear model for
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each tissue region to model illumination variations. The recognition algorithm projected

the reflected radiance spectra of the different tissue types onto the linear models of each

subset. The study was able to obtain similar results with 90% of probes correctly

identified in the top 3 matches. [40]

2.5 Summary

HSI has the potential to enhance a dismount characterization system by using the

spectral properties of skin. A system using HSI would benefit from the abundant data

collected across a large portion of the electromagnetic spectrum. Since skin has

characteristic optical properties because of melanin, hemoglobin, bilirubin, and β-carotene

concentration, certain bands in the spectrum can be used to focus on relevant data. This is

important because HSD is high dimensional and highly correlated therefore dimension

reduction and classification techniques are required to properly analyze the data. Similar

techniques were used in studies where HSI enhanced the performance of facial

recognition. These studies were able to identify individuals based on the spectral

properties of their skin with higher accuracy than traditional facial recognition methods.

In addition, it was shown that an individual could be matched with their spectra with up to

a five week period between image sessions. These studies confirm the viability of using

HSI to distinguish individuals based on their skin. Unlike dismount characterization these

results were recorded in a controlled environment. Issues such as distance, illumination

variation, and skin location will need to be addressed in order to establish a profitable

dismount characterization system.
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III. Methodology

The methodological process for this thesis will consist of two major tasks: feature

selection and classification. The feature selection portion will involve processing

skin reflectance measurements collected using a laboratory spectroradiometer with the fast

based correlation filter (FCBF) method [51]. This feature selection method will select an

optimal feature subset that will be used to classify the hyperspectral data (HSD). The data

is classified using a multi-layer artificial neural network (ANN). The performance of the

ANN will be determined by its ability to locate a dismount of interest (DOI) amongst a

group of non-DOI’s.

This chapter will explain the details of data collection, feature selection, and

classification. Section 3.1 describes the data that is collected using the spectroradiometer

and the necessary equipment calibration. Section 3.2 will discuss the how the data is

normalized. Section 3.3 will explain the FCBF feature selection method. Section 3.4 is a

description of the ANN that is trained to classify the data.

3.1 Data Description

The hyperspectral skin data for this thesis is collected using a ASD FeildSpec3

Hi-Res spectroradiometer [1] with a contact probe. The contact probe provides complete

contact with the skin to reduce the effects of environmental noise. In addition, the contact

probe has a calibrated illumination source to control illumination variance. Each skin

sample is collected from 350nm to 2500nm with 1nm spectral resolution. Figure 3.1 is an

example skin reflectance measurement collected with the spectroradiometer. Each skin

sample collected is labeled with an identifier to annotate its association with a specific

dismount.
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Figure 3.1: Example skin measurement from the ASD FeildSpec3 Hi-Res spectroradiome-

ter.

In collecting the data, a variety of calibration techniques are required. These calibration

steps are completed by using the data acquisition software supplied by ASD. The first

calibration step is called optimization. This step ensures that the spectrometer is calibrated

for the specific light source used in the experiments. The contact probe uses an

incorporated halogen light source. The white reflectance step is achieved by collecting

data from a white reflectance panel which represents a pure reflectance across 350nm to

2500nm. This step is completed between each collection to ensure the data is restricted

between 0 and 1. [1]

3.2 Normalization

To preprocess the data each instance is normalized. The normalization step ensures that

the data are standardized before analysis. This step is important to prevent any undue
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biasing of the classifiers. The data is normalized by using the following equation [39]:

R =
R
‖R‖

, (3.1)

where R is the unnormalized spectral reflectance vector, and ‖·‖ is the `2-norm.

3.3 Feature Selection

Hyperspectral data typically has redundant and irrelevant features that effect the

classification accuracy [17, 51]. The goal is to determine only the wavelengths that are

necessary for dismount identification. The method of feature selection chosen for this

thesis is FCBF proposed by Yu et al. [51]. This method is specifically designed for high

dimensional data because of its reasonable time complexity and its ability to identify

redundant features. The symmetrical uncertainty (SU) described in Section 2.3.1.3 is used

to determine the relevance of each feature. To select the features, a method called

predominant correlation is proposed to identify the relevant and redundant features. To

implement the method of predominant correlation, Yu et al. proposed three heuristics to

identify the important features without analyzing the pairwise correlations between all the

relevant features [51].

The FCBF method determines whether a feature is relevant to the class concept. A

feature is deemed relevant if the SU value is greater than a user defined threshold. The SU

value, that measures the correlation between class C and feature Fi, is denoted as S Ui,c.

Therefore, S ′ is the subset of relevant features that is populated by features that have an

SU value of S Ui,c ≥ δ, where δ is the threshold. [51]

The FCBF also determines the redundant features among the list of relevant features.

Yu et al. uses a method called predominant correlation to remove the redundant features.

The feature Fi is determined to be predominant if and only if the S Ui,c ≥ δ and no other

feature (F j) exists such that S U j,i ≥ S Ui,c. This method uses three heuristics that dictate

when a feature is deemed redundant to another relevant feature. The heuristics are used to
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prevent pairwise correlation calculations amongst all of the relevant features. The

assumption is that there exists a feature (F j) that is a redundant peer to Fi and that S Ri is

the set of all redundant peers to feature i. The list S Ri is divided into two parts, S +
Ri

occurs

when S U j,c > S Ui,c and S −Ri
occurs when S U j,c ≤ S Ui,c. [51] The heuristics are described

as follows [51]:

• Heuristic 1: If S +
Ri

list is empty, then treat Fi as the predominant feature, remove all

the features in S −Ri
, and skip identifying the redundant peers for the features listed in

S −Ri
. [51]

• Heuristic 2: If S +
Ri

is not empty, then process all features in S +
Ri

before making a

decision to remove Fi. If none are predominant, follow Heuristic 1; otherwise only

remove Fi and remove features in S −Ri
based on other features in S

′

. [51]

• Heuristic 3: The feature with the largest S Ui,c value is always a predominant

feature and can be a starting point to remove other features. [51]

3.3.1 Fast Correlation Based Filter Algorithm.

The three heuristics are implemented in the FCBF algorithm described in the

psuedocode labeled Algorithm 1 [51]. The input to the algorithm is a data set that contains

N features with labeled classes (C) and a predetermined threshold value δ. The ouptut of

the algorithm is S best, which the list of ranked predominant features. There are two

distinct parts in the algorithm. The first part is contained in lines 1-5. The SU value is

calculated for every feature and deemed relevant if the value is greater than the threshold,

δ. The relevant features are stored in a list called S
′

list and sorted in descending order based

on the SU value. In the second part, lines 6-14, the S
′

list is processed to remove the

redundant features. Starting at Heuristic 3, the feature with the highest SU value is

deemed the predominant feature Fa. The next feature on S
′

list is saved as Fb and compared

to Fa. If Fb is found to be a redundant peer to Fa it will be removed from S
′

list. This
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Algorithm 1: FCBF created by Yu et al. finds the optimal feature subset of a labeled

training data set by evaluating the symmetrical uncertainty value [51].
Input: S (F1, F2, ..., FN ,C): A labeled training data set

δ: A predefined relevance threshold

Output: S best: optimal subset of selected features

1 for i = 1 to N do

2 S Utemp ← S Ui,c for Fi

3 if S Utemp ≥ δ then

4 append Fi to S
′

list

5 Sort S ′list in descending S Ui,cvalue

6 Fa ← first element of S
′

list

7 while Fa ,NULL do

8 Fb ← next element of S
′

list after Fa

9 while Fb ,NULL do

10 if S Ua,b ≥ S Ub,c then

11 remove Fb from S
′

list

12 Fb ← next element of S
′

list after Fb

13 Fa ← next element of S
′

list after Fa

14 S best ← S
′

list

15 return S best;

continues by comparing Fa to all the other features in the list. Then the next feature on

S
′

list becomes the new predominant feature Fa and the comparison continues until no more

features can be removed from the list. [51]
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3.4 Classification

The final step of the data analysis methodology is classification. For this research, a

multilayer neural network is used to classify the data. The back propagation algorithm as

described in Section 2.3.2.2 is used to train the neural network. The network has N inputs

which is the number of features selected from the FCBF algorithm. The number of

neurons in the hidden layers is determined by the following equation [13]:

h =
N + O

2
(3.2)

where h is the number of neurons in the hidden layers, N is the number of features

(inputs), and O is the number of classes (outputs). The other predetermined parameters of

the neural network include the learn rate, momentum, number of hidden layers, number of

epochs, and K for K-folds cross validation. These parameters are fixed throughout the

training and testing of the classifier to ensure consistency of the results.

3.4.1 Dismount of Interest (DOI) Training and Testing Model.

For this thesis, the performance of the feature selection and classification methods are

determined by the ability to locate a dismount of interest (DOI). A DOI refers to a

dismount that the system has been trained to find amongst a group of other dismounts.

The neural network is trained using data samples from the DOI and samples from other

dismounts using the one versus all method. This means that there are two classes, the first

class is the DOI and the second class is the other dismounts which are treated as one class.

Once the network is trained, the neural network model is saved and tested on another data

set. This data set contains skin data from a larger group of dismounts that were not used

during training. The one versus all model is used again for testing the DOI class versus the

other class, consisting of samples from all of the other dismounts. Figure 3.2 is a depiction

of the testing and training model. The red figure represent the DOI while the black figures

represent the non-DOI’s which are considered one class by the neural network.
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Figure 3.2: Depiction of the DOI training and testing model. The red figure represents the

DOI while the black figures represent the non-DOI’s. The model is created by training an

artificial neural network to find a DOI amongst a small group of non-DOI’s. The model is

saved and tested to find the same DOI amongst a larger group of new non-DOI’s.

3.5 Summary

The methodological process consists of feature selection and classification. The data is

collected using a spectroradiometer, which collects skin reflectance measurements from

350nm to 2500nm with 1nm resolution. The data is then analyzed in three main steps:

normalization, feature selection, and classification. The FCBF [51] was selected as the

feature selection method because of its ability to efficiently process high dimensional data.

This method extracts the relevant features by calculating the symmetrical uncertainty

value for every feature. The redundant features are then eliminated by following a

heuristic search approach. Finally, the reduced data set is classified using a ANN that is

trained and tested to find a DOI.
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IV. Results and Analysis

The fast correlation based filter (FCBF) method is applied to a data set containing

forearm skin reflectance measurements from 62 different dismounts (classes). The

top four features selected by the FCBF are used to train and test a neural network for

classification. The performance of the FCBF method was compared with three other

feature selection methods. The standard deviation of the classes are evaluated to

determine the average within and between class variability.

This chapter presents an overview of the data collected for this thesis in Section 4.1.

Section 4.2 discusses the results and analysis of the FCFB feature selection method.

Section 4.3 presents the neural network classifier’s ability to locate a dismount of interest

(DOI) amongst a group of 62 other dismounts. Section 4.3.2 compares the performance of

the FCBF method to other feature selection methods. Finally, Section 4.4 discusses the

results of the standard deviation tests to analyze within and between class variability.

4.1 Data

Hyperspectral skin data is collected using a ASD FeildSpec3 Hi-Res

spectroradiometer [1] with a contact probe. Each measurement is collected from 350nm to

2500nm with 1nm spectral resolution which results in 2150 features per sample. Each

collection from the spectroradiometer is an average of 10 separate measurements. The

experimental set up consisted of subjectively recording the skin color of each dismount

producing a range from fair to dark. The data only contains samples from dismounts that

have fair to tan skin. To standardize the data set the dark skin samples were removed. A

summary of the data sets and the corresponding color of each dismount are summarized in

Appendix A.
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Table 4.1: Description of the number of data samples within the training and testing data

sets.

Data Set Number of Samples

Training 90 DOI

300 non-DOI

Testing 10 DOI

620 non-DOI

There are two distinct data sets, the testing and training sets, which are described in

Section 3.4.1. The training set is the collection of four dismounts of 100 forearm samples

each, where one of the dismounts is the DOI. Ten samples of the DOI are randomly

selected and held out for the testing group. In the training data set there are 90 samples of

the DOI and 300 samples of the non-DOI’s. The testing group is created by combining the

10 randomly selected samples of the DOI with a group of different non-DOI’s. The

non-DOI’s in the testing set were not used for training in order to mimic a real world

scenario. A model is trained to discriminate a specific dismount (DOI) amongst a small

group of dismounts (non-DOI’s) and then tested amongst a larger group. This group of

non-DOI’s consist of 62 dismounts with 10 forearm samples each. Therefore, the testing

data set consists of 10 samples of the DOI and 620 samples of non-DOI’s. Table 4.1

summarizes the number of samples of the DOI and non-DOI’s in the testing and training

data sets. Overall, the neural network is trained to find one DOI amoungst a group of three

non-DOI’s and tested to find the same DOI amongst a new group of 62 non-DOI’s.

The average skin reflectance measurements for each dismount are plotted in Figure 4.1

and Figure 4.2. The skin reflectance measurements of each dismount are plotted

separately in Appendix B. Evaluating the magnitude of the reflectance plots, it is evident
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Figure 4.1: Average of 100 samples of forearm hyperspectral reflectance measurements

from the 4 DOI’s in the training data set.

that within the data set there is a wide range a melanin concentrations ( 350-1000nm).

This is determined by the shape of the reflectance measurement as discussed in

Section 2.2.1. For example, in Figure 4.1 DOI C has a noticeably different shape than the

other DOI’s. The different shape of DOI C is due to melanin concentration since DOI C

was recorded to have fair skin whereas the other DOI’s where recorded to have noticeably

tan skin, see Appendix A. As discussed in Section 2.2.2, the hemoglobin feature around

560nm is dominated by melanin for individuals with high concentration of melanin. This
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Figure 4.2: Average of 10 samples of forearm hyperspectral reflectance measurements

from the 62 non-DOI’s in the testing data set. Each colored line represents the reflectance

measurements of a different dismount.

is evident on the reflectance measurement because the DOI’s with high melanin

concentration have a diminished w-shaped hemoglobin features.

4.2 Feature Selection

The fast correlation based filter (FCBF) is applied to the labeled data set that contains

62 dismounts, 10 samples each of forearm data. Feature selection was completed on this

data set because it is the most diverse data set available for this thesis. The algorithm

returns an optimal feature subset that contains the ranked features based on the calculated
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symmetrical uncertainty (SU) value. For this data set the algorithm returned 100 ranked

features. Figure 4.3 depicts the top 20 selected features (vertical blue lines) on the plot of

the average skin reflectance measurements of the 62 dismounts. The majority of the

selected features are concentrated around the 1000nm to 1200nm location. This region is

dominated by the melanin chromophore. In addition, a feature at 500nm is selected which

is the location of the hemoglobin feature.

To select the optimal number of features to use for classification, a neural network is

trained and tested using DOI A as the selected DOI. The number of features are increased

at each iteration and the amount of non-DOI instances that are misclassified as the DOI is

recorded. Figure 4.4 depicts the effects of increasing the number of features on

classification accuracy. Training the neural network with the top four features from the

FCBF method results in the best classification accuracy. Using less than four features the

DOI cannot be distinguished amongst the 62 non-DOI’s. As the number of features

increase past four, the misclassified instances remains steady. The top four features that

were selected are 1024, 1014, 1033, and 1348nm. Figure 4.5 shows the top four features

represented as blue vertical lines on the reflectance plot of the 62 dismounts. The feature

selection is conducted only on the 62 dismounts from the testing data set. Using these four

features the classifier was able to discriminate the four DOI’s in the training set even

though these dismounts were not used in the feature selection process. This indicates that

the four selected features are candidates for a global feature set that provides a high degree

of classification of dismounts. Creating a true global feature set is intractable because the

selected features are dependent on the diversity of the data set. To create a semi-global

feature set, feature selection must be applied to a large and diverse data set. Collecting

skin reflectance from a diverse populous is both expensive and time consuming, therefore

the data set containing the 62 dismounts is used to represent a diverse data set, even
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Figure 4.3: Top 20 selected features using the FCBF feature selection method. The blue

vertical lines are a visual representation of the spectral location of the selected features. For

example, the vertical line on the far left is the selected feature 499nm. The FCBF method

iss applied to the forearm reflectance measurements of 62 dismounts. The colored lines are

the average reflectance of each dismount.

though the same 62 dismounts where used during testing. Ideally, an entirely new testing

data set would be used however this was not possible for the limited scope of this thesis.

4.3 Classification

The neural network is trained using the four selected features to discriminate one DOI

from a group of four non-DOI’s. The learned model is used to find the same DOI amongst
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Figure 4.4: Effects of increasing the amount of selected features on testing classification

accuracy. The amount of misclassified instances represent the number of instances of

non-DOI instances that were incorrectly misclassified as DOI A during training. As the

number of features increases the accuracy of the classifier increases until four features.

At four features, only 31 instances are misclassified, resulting in the best classification

performance. The accuracy of the classifier remains relatively steady after four features.

a group of 62 different non-DOI’s. The parameters of the ANN are summarized in

Table 4.2. The number of features (inputs) is four and the number of classes (outputs) is

two, resulting in three neurons in the hidden layer. The learn rate and momentum are

related to the amount of change that occurs to the weights between each iteration. The

epoch parameter refers to the amount of times the entire data set is sent through the
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Figure 4.5: Location of top four selected features using the FCBF feature selection method.

The blue vertical lines are a visual representation of the spectral location of the selected

features. The selected features are 1024, 1014, 1033, and 1348nm.

network during each training fold. Finally, the cross validation parameter refers to K-folds

cross validation where in this case K = 5.

The classification performance is evaluated for four different DOI’s in four separate

tests. These four separate tests are used to validate that the selected features will work for

more than just one DOI. For each test, a different classification model is trained to

discriminate a new DOI from the 3 other non-DOI’s. Table 4.3 displays the contingency

table for each DOI for the training and testing scenarios.
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Table 4.2: Summary of neural network parameters implemented in WEKA® [13].

Parameter Value

Inputs 4 (N, number of features)

Outputs 2 (O, number of classes)

Neurons in hidden layer 3
(
h = N+O

2

)
Hidden layers 1

Activation Function Sigmoid: f (x) = (1 + e−x)−1

Learning rate 0.3

Momentum 0.2

Epochs 500

Cross Validation (K) 5

In addition, Table 4.4 summarizes the equal-weighted accuracy (EWA) for each DOI

tested. The EWA is calculated as:

EWA =
1
C

C∑
c=1

Ac

Mc
(4.1)

where C is the number of classes, c is the class under evaluation, Ac is the number of

correctly classified instances for class c, and Mc is the number of samples in class c.

Table 4.4 lists the amount of non-DOI instances that are classified as the DOI during

testing. For example in the DOI A test, 31 non-DOI’s instances are classified as the DOI.

In addition, the table lists the amount of “full” and “partial” misclassified dismounts. A

“full” misclassified dismount means that every instance associated with a certain non-DOI

is classified as the dismount. A “partial” misclassified dismount means that only a few

instances of a particular non-DOI are misclassified. A partial misclassified dismount is

assumed to not be the DOI, since the dismount is not completely misclassified as the DOI.
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Table 4.3: Contingency tables for each DOI test for both training and testing of the ANN

model.

Training Testing

DOI A

Classified As

DOI A Non-DOI Total

A
ct

ua
lC

la
ss DOI A 90 0 90

Non-DOI 0 300 300

Total 90 300

Classified As

DOI A Non-DOI Total

A
ct

ua
lC

la
ss DOI A 10 0 10

Non-DOI 31 589 620

Total 41 589

DOI B

Classified As

DOI B Non-DOI Total

A
ct

ua
lC

la
ss DOI B 90 0 90

Non-DOI 0 300 300

Total 90 300

Classified As

DOI B Non-DOI Total

A
ct

ua
lC

la
ss DOI B 10 0 10

Non-DOI 64 556 620

Total 74 556

DOI C

Classified As

DOI C Non-DOI Total

A
ct

ua
lC

la
ss DOI C 90 0 90

Non-DOI 0 300 300

Total 90 300

Classified As

DOI C Non-DOI Total

A
ct

ua
lC

la
ss DOI C 10 0 10

Non-DOI 262 358 620

Total 272 358

DOI D

Classified As

DOI D Non-DOI Total

A
ct

ua
lC

la
ss DOI D 90 0 90

Non-DOI 0 300 300

Total 90 300

Classified As

DOI D Non-DOI Total

A
ct

ua
lC

la
ss DOI D 10 0 10

Non-DOI 50 570 620

Total 60 570

42



Table 4.4: Training and testing classification performance for each DOI test.

A “full” means that every instance of a non-DOI was classified as the DOI. A “par-

tial” means that not all instances of the non-DOI was classified as the DOI.

DOI A DOI B DOI C DOI D

Training
Equal-weighted Accuracy (%)

100 100 100 100

Testing

Equal-weighted Accuracy(%)

97.5 94.8 78.8 95.9

Misclassified Instances

31 64 262 50

“Full” Misclassified Dismounts

3 6 24 5

“Partial ” Misclassified Dismounts

1 3 2 0

Using DOI A as an example, the results explain that a model can be trained to find the

DOI amongst a group of 62 other individuals and narrow down the lists of possible DOI’s

to four suspects, which includes the actual DOI. This is a reasonable reduction of possible

dismounts and when combined with other forms of identification such as facial

recognition and clothing identification.

4.3.1 Importance of a Diverse Training Data Set.

Table 4.4 indicates that for DOI C, there are 24 misclassified dismounts which is

significantly higher then the other three dismounts. DOI C has fair skin relative to the

other dismounts in the training set. Therefore, the model keyed in on the discrimination of

fair versus dark skin rather than a specific DOI. To obtain a higher accuracy of identifying
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Figure 4.6: Average reflectance measurements for the updated training set that omit

samples from DOI D and includes samples from DOI E.

DOI C amongst the 62 diverse dismounts, a better diverse dismount representation in the

training data set is required. More specifically, instead of having three dark skin DOI’s

and one fair skin DOI, the updated training set contains two dark skin and two fair skin

dismounts. This ensures that the model will distinguish a specific DOI amongst a diverse

group of non-DOI’s, for this research a diverse group is a mixture of fair and dark skin

dismounts. Figure 4.6 displays the average reflectance measurements of the updated

training set. This set omits the skin samples from DOI D and incorporates samples from

DOI E which is recorded as having fair skin. Incorporating DOI E into the training set
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Table 4.5: Contingency tables from DOI C with diverse training set that omits samples

from DOI D and includes samples from DOI E.

Training Testing

DOI C

Classified As

DOI C Non-DOI Total

A
ct

ua
lC

la
ss

DOI C 90 0 90

Non-DOI 0 300 300

Total 90 300

Classified As

DOI C Non-DOI Total

A
ct

ua
lC

la
ss

DOI C 10 0 10

Non-DOI 0 620 620

Total 10 620

creates a more diverse training data set to create an effective model for discriminating

DOI C from the other dismounts. Table 4.5 displays the resulting DOI C contingency

table using the diverse training data set. This tests emphasizes the importance of a diverse

training data set, the original test misclassified 24 dismounts, using the new model the

classifier was able to identify DOI C with 100% accuracy.

4.3.2 Comparison of Feature Selection Methods.

The performance of the FCBF method is compared with the features selected by

ReliefF [25],ClassifierSubsetEval a wrapper method using genetic search [13], and

ConsistencySubsetEval a consistency evaluator with greedy stepwise search [30]. The top

four selected features for each method are recorded in Table 4.6. In addition, the selected

features are plotted on a skin reflectance measurement in Figure 4.7. The consistency

evaluator chose only three features as the optimal subset. As expected, the ReleifF method

returned a group of consecutive features because it relies on nearest neighbor comparisons

to select relevant features. As discussed in Section 2.3.1.2, ReleifF does not focus on

removing redundant features [51]. The wrapper method combines the Naı̈ve Bayes

classifier with a genetic search [13]. This method trains a Naı̈ve Bayes classifier using a

randomly selected feature subset, also called a population.

45



Table 4.6: Top features selected from the 62 dismounts forearm data set using FCBF [51],

ReliefF [25], wrapper method using genetic search [13], and a consistency evaluator [30]

feature selection methods.

Feature Selection Method Selected Features (nm)

FCBF 1024, 1014, 1033, and 1348

ReleifF 938, 937, 939, 940

ClassifierSubsetEval 541, 593, 673, 741

ConsistencySubsetEval 357, 487, 1528

Figure 4.7: Comparison of features selected by FCBF [51], ReliefF [25], wrapper method

using genetic search [13], and a consistency evaluator [30]. The different shapes represent

the locations of the selected features from the different methods on a typical skin reflectance

measurement.
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Table 4.7: Contingency tables from DOI A using the feature subsets determined by

ReleifF [25], wrapper, and the consistency evaluator methods [30].

Training Testing

FCBF

Classified As

DOI A Non-DOI Total
A

ct
ua

lC
la

ss

DOI A 90 0 90

Non-DOI 0 300 300

Total 90 300

Classified As

DOI A Non-DOI Total

A
ct

ua
lC

la
ss

DOI A 10 0 10

Non-DOI 31 589 620

Total 41 589

ReliefF

Classified As

DOI A Non-DOI Total

A
ct

ua
lC

la
ss

DOI A 0 90 90

Non-DOI 0 300 300

Total 0 390

Classified As

DOI A Non-DOI Total

A
ct

ua
lC

la
ss

DOI A 10 0 10

Non-DOI 190 430 620

Total 200 430

Wrapper

Classified As

DOI A Non-DOI Total

A
ct

ua
lC

la
ss

DOI A 88 2 90

Non-DOI 0 300 300

Total 88 302

Classified As

DOI A Non-DOI Total
A

ct
ua

lC
la

ss

DOI A 10 0 10

Non-DOI 149 471 620

Total 159 471

Consistency

Classified As

DOI A Non-DOI Total

A
ct

ua
lC

la
ss

DOI A 90 0 90

Non-DOI 0 300 300

Total 90 300

Classified As

DOI A Non-DOI Total

A
ct

ua
lC

la
ss

DOI A 10 0 10

Non-DOI 135 485 620

Total 145 458

The fitness value of the population (i.e. the performance) is evaluated and the

population evolves and mutates until an acceptable classifier performance is achieved [33].

This method is efficient, however, the relevance of every feature is not evaluated and its

performance is dependent on the selection of the initial population. The consistency

evaluator determines the worth of a subset of features by the level of consistency in the

class values when each training instance is projected onto the feature subsets [30].
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To determine the performance of the other feature selection methods, a neural network

is trained to find DOI A using the different feature subsets. Table 4.7 displays the training

and testing contingency tables for each feature selection method. Based on these results,

the FCBF method selected the best feature subset. On average the other feature selection

methods had 15-20 misclassified dismounts as opposed to only 3 with the FCBF method.

This test also illustrates the impact of selecting the correct feature subset on classification

performance.

4.4 Standard Deviation Test

To study the feasibility of extending this method to a real world application of

dismount identification, the standard deviation amongst different skin locations (e.g.

forearm, hand, cheek, forehead) is evaluated. A robust identification system should

function regardless of the location on a dismount. Understanding the variance of the skin

measurements locations provides insight on this methods operability irrespective of the

skin location imaged. The performance of a classifier is dependent on class separability,

specifically, the variance between classes should be high while the variance within a class

should be low to ensure accurate classification.

4.4.0.1 Within Class Separability.

The first variance test is completed for the original forearm data that contains the 62

dismounts with 10 samples each. These measurements were taken by placing the contact

probe on a specific fixed location on the forearm. This test represents an analysis of the

variance within a class, which should be relatively small. Figure 4.8 is the standard

deviation plot for Dismount 1. The standard deviation plots for the other dismounts are

located in Appendix C. The average reflectance is plotted with standard deviation bars at

50nm intervals on the plot. The bars represent the standard deviation between the 10

samples at that particular wavelength. Analyzing the plot, it is evident that there is a
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Figure 4.8: Standard deviation plot of one location on the forearm for Dismount 1.

The average reflectance is plotted with standard deviation bars at 50nm intervals on the

plot. The bars represent the standard deviation between the 10 samples at that particular

wavelength.

negligible amount of variance between each measurement. The negligible variance for

this test is expected because the contact probe is not moved during the collections.

The within class separability is extended by determining standard deviation for a

particular region on each dismount. This is completed by taking skin reflectance

measurements of 10 different locations on the forearm for four dismounts. The forearm

location is gridded using lines that are projected from a video projector as shown in

Figure 4.9. These lines ensure that the reflectance measurements are taken from
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Figure 4.9: Test setup to evaluate variance of forearm skin reflectance measurements. A

grid was projected onto the dismounts forearm to indicate the location the contact probe

was to be placed for collection. The size of the grid was adjusted to accommodate varying

sizes of forearms. The red numbers indicate the order in which the data was collected.

respectively the same location on every dismount. The edge of the gridlines are projected

onto the wrist and extended to the crease of the elbow. The size of the grid can be changed

to accommodate for the varying sizes of forearm amongst the dismounts. At each grid

location 10 samples were collected resulting in 100 samples for each dismount.

Figure 4.10 is a plot of the standard deviation for Dismount 1 across the gridded locations

of the forearm. The standard deviation plots for all four dismounts for this test are found

in Appendix D. The average standard deviation amongst the four dismounts on the

gridded forearm is 0.0007 which is 6 times higher than the average standard deviation of

the 62 dismounts from one location on the forearm.

The final within class separability test evaluates the standard deviation for different

skin regions i.e. back of the hand, palm, forearm, top of the arm, forehead, and cheek and

is completed for 10 dismounts each with 10 samples. This test represents typical skin

locations that might be passively imaged on a dismount. In order to create a dismount
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Figure 4.10: Standard deviation plot for the gridded forearm of Dismount 1. The average

reflectance is plotted with standard deviation bars at interval positions on the plot. The bars

represent the standard deviation between the samples from 10 different locations on the

forearm.

identification system that could preform regardless of the skin location this within class

variance should be relatively small. Figure 4.11 is a plot of the average reflectance for

each location for Dismounts 1 and the standard deviation plot across the different skin

locations. Appendix E contains the average reflectance and standard deviation plots for all

10 dismounts. On average for the 10 dismounts the standard deviation is 11 times higher

than the variance for one location on the forearm. This within class variance may be an

issue for creating a robust dismount classification system that can identify an individual

based on any available imaged skin location.
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Figure 4.11: Average reflectance for Dismount 1 at each skin region (top). Standard

deviation plot for Dismount 1 across the back of the hand, palm, forearm, top of the arm,

forehead, and cheek (bottom).
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Figure 4.12: Standard deviation plot amongst all 62 dismounts for one location on the

forearm

4.4.0.2 Between Class Separability.

The next test is to evaluate the variance that exists between all 62 dismounts for the

forearm location. This test represents an analysis of the variance between classes, which

should be relatively high. This variance test is important because it is a way to visualize

the likelihood of a classifier to discriminate between dismounts. More specifically, a

classifier’s performance is dependent on the variability between classes. Figure 4.12 is a

plot of the standard deviation across all 62 dismounts for the forearm location. The

standard deviation for this test is 0.0014 which is 13 times higher than the within class
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Table 4.8: Average standard deviation for within and between class scenarios.

Test Average Standard Deviation

Within Class

Forearm 0.0001

Forearm (Gridded) 0.0007

All regions 0.0012

Between Class

Forearm 0.0014

forearm standard deviation which indicates considerable between class separability.

However, when comparing to the all regions standard deviation which analyzes the

variations for one dismount over multiple skin locations the standard deviations is only

0.16 times higher. This indicates that it may not be possible to discriminate between

dismounts if multiple skin locations (i.e. skin on both the face and hands) are passively

imaged to make a dismount identification. The results of the within and between class

standard deviation test are summarized in Table 4.8. This table also lists the average

standard deviation for each test.

4.5 Summary

This chapter demonstrates the results of using the FCBF method to select a subset of

four features to locate a particular DOI amongst a group of 62 other dismounts. The

neural network is trained to locate the DOI using a one versus all method. In most cases,

the group of possible DOI’s is narrowed down from 62 dismounts to 3-6 dismounts. This

method could be combined with other forms of dismount identification techniques to

create a robust multi-modal identification system. The FCBF is compared with three other
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feature selection methods to confirm the importance of selecting the correct feature subset.

Finally, a variety of standard deviation test were completed to determine the feasibility of

using this method for reflectance measurements for imaging multiple skin location among

the various dismounts.
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V. Conclusion

Current security and surveillance technologies will benefit from the ability to identify

a dismount in an environment. As an example, facial recognition systems seek to

identify people based on spatial discriminants such as the structural features of the

face [39]. Hyperspectral imaging could enhance facial recognition by providing spectral

discriminates, specifically the personal identification patterns determined by the

variability of pigment distribution in skin.

However, hyperspectral data is notorious for creating highly redundant and irrelevant

data sets. Therefore, it is necessary to reduce the data space to contain only the highly

discriminating features. This is accomplished by employing a feature selection method.

There are multitude of feature selection methods however, it is necessary to select a

method that will not only remove the irrelevant features but also the redundant features.

The problem statement for this thesis was to determine a global feature set that would

provide a high degree of classification of dismounts based on the spectral properties of

their skin. To select a feature set that was highly discriminant, the fast correlation based

filter (FCBF) [51] was applied to a hyperspectral data set collected from the forearms of

62 subjects. This feature selection method outperformed three other methods. An artificial

neural network (ANN) was trained to classify the data to identify a dismount of interest

(DOI) amongst a group of other dismounts. The trained model was then tested by finding

the same DOI amongst a new group of dismounts.

5.1 Summary of Results

The FCBF [51] was applied to a data set containing forearm skin samples from 62

subjects. Based on an analysis of increasing the amount of features versus classification

performance, the top four features were selected as the optimal feature subset (Figure 4.4).
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Using the four features (1014, 1024, 1033, and 1348nm), the classifier was able to reduce

the amount of possible DOI suspects from 62 dismounts to 3-6 dismounts (Table 4.4). To

validate the performance of the feature selection four separate DOI tests where completed

to analyze the performance of identifying four different DOIs. The classifier preformed to

an equal-weighted average of 96.9% and combining with other modalities, such as

clothing identification, will create a system to uniquely identify a DOI.

The FCBF method was compared to the performance of three feature selection

methods: ReliefF [25], wrapper method using genetic search [13], and a consistency

evaluator [30] (Table 4.6). The FCBF outperformed the other methods on average with 4

times less misclassified instances. The ability of the FCBF method to locate the redundant

features within a set of irrelevant features makes it ideal for the hyperspectral data.

The within and between class separability were evaluated to determine the feasibility of

using multiple skin locations i.e. back of the hand, palm, forearm, top of the arm,

forehead, and cheek for dismount identification. The within class standard deviation

across multiple skin location is 0.0012 while the between class standard deviation for a

separable data set is 0.0014 (Table 4.8). This close margin of standard deviation indicates

that it may require different techniques to accurately discriminate a dismount when

multiple skin locations are imaged. This is based on the analysis of the average standard

deviation for 10 subjects across the skin locations. Further analysis of the within and

between class separability will need to be completed in order to establish a conclusion on

the feasibility of using multiple skin location for HSI dismount identification.

Overall, the FCBF [51] selected a feature set that provided a high degree of

classification of dismounts based on the spectral properties of their skin. Using the four

features selected, the amount of possible DOIs was reduced to a manageable subset that

can be further analyzed in order to make a unique identification using other forms of

identification methods.
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5.2 Recommendations for Future Work

There are multiple avenues in which this work can be expanded. The first would be a

field data collect using a hyperspectral imager rather than a spectroradiometer. Collecting

data from a hyperspectral imager will expand this study by determining the effect of

environmental factors such as illumination variance on performance. The FCBF method is

shown to be effective for multiple kind of hyperspectral data [51]. Applying the FCBF to

skin reflectance data collected by a hyperspectral image could select the highly

discriminating features to extend this study.

A robust identification system is accurate regardless of the time elapse between

identifications. Studies of the spectral difference between collection for dismounts can be

studied to determine if hyperspectral dismount identification is time invariant. It has been

shown that factors as simple as stress can change the pigmentation of skin [5].

Additionally, a sunburn or tan will create visible changes to the skin and will likely affect

the performance of a hyperspectral identification system. The amount of allowable time

elapse between identification and significant events (tanning, stress, etc.) should

quantified.

This study focused on selecting the correct features for dismount identification. A

continuing study could investigate the optimal classification method. For example, the

parameters of the ANN could be adjusted in order to achieve maximum classification

performance. Like feature selection methods, there are a variety of classification methods

that may be better suited for hyperspectral dismount identification.
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Appendix A: Table of Dismount Descriptions

A table that summarizes all the data collected by the ASD FeildSpec3 Hi-Res

spectroradiometer with the contact probe. The table includes information about the

dismount’s skin tone, date of collection, and the skin location of collection.

KEY:

F: Fair DF: Dark Fair D: Dark

BH: Back of hand P: Palm TA: Top of Arm

FA: Forearm FH: Forehead C: Cheek

Dismount Skin Tone Date of Collection # Samples per Location [Location]

1 DF 4/26/13 10 [BH,P,TA,FA,FH,C]

2 DF 4/26/13 10 [BH,P,TA,FA,FH,C]

3 F 4/26/13 10 [BH,P,TA,FA,FH,C]

4 F 4/28/13 10 [BH,P,TA,FA,FH,C]

5 F 4/28/13 10 [BH,P,TA,FA,FH,C]

6 DF 4/28/13 10 [BH,P,TA,FA,FH,C]

7 F 4/28/13 10 [BH,P,TA,FA,FH,C]

8 F 4/28/13 10 [BH,P,TA,FA,FH,C]

9 F 4/28/13 10 [BH,P,TA,FA,FH,C]

10 F 4/28/13 10 [BH,P,TA,FA,FH,C]

11 F 6/4/13 10 [FA]

12 DF 6/4/13 10 [FA]

13 F 6/4/13 10 [FA]

14 F 6/4/13 10 [FA]
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Dismount Skin Tone Date of Collection # Samples per Location [Location]

15 DF 6/4/13 10 [FA]

16 F 6/4/13 10 [FA]

17 F 6/4/13 10 [FA]

18 F 6/4/13 10 [FA]

19 F 6/4/13 10 [FA]

20 F 6/4/13 10 [FA]

21 F 6/4/13 10 [FA]

22 F 6/4/13 10 [FA]

23 F 6/4/13 10 [FA]

24 F 6/4/13 10 [FA]

25 D 6/4/13 10 [FA]

26 F 6/4/13 10 [FA]

27 F 6/4/13 10 [FA]

28 F 6/4/13 10 [FA]

29 F 6/4/13 10 [FA]

30 F 6/4/13 10 [FA]

31 F 6/4/13 10 [FA]

32 F 6/4/13 10 [FA]

33 F 6/4/13 10 [FA]

34 F 6/4/13 10 [FA]

35 F 6/4/13 10 [FA]

36 F 6/27/13 10 [FA]

37 F 6/27/13 10 [FA]

38 F 6/27/13 10 [FA]

39 F 6/27/13 10 [FA]

40 F 6/27/13 10 [FA]

41 F 6/27/13 10 [FA]

42 DF 6/27/13 10 [FA]

43 DF 6/27/13 10 [FA]

44 DF 6/27/13 10 [FA]

45 F 6/27/13 10 [FA]
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Dismount Skin Tone Date of Collection # Samples per Location [Location]

46 F 6/27/13 10 [FA]

47 DF 6/27/13 10 [FA]

48 F 6/27/13 10 [FA]

49 F 6/27/13 10 [FA]

50 F 6/27/13 10 [FA]

51 F 6/27/13 10 [FA]

52 F 6/27/13 10 [FA]

53 F 6/27/13 10 [FA]

54 F 6/27/13 10 [FA]

55 F 6/27/13 10 [FA]

56 DF 6/27/13 10 [FA]

57 F 6/27/13 10 [FA]

58 FT 6/27/13 10 [FA]

59 F 6/27/13 10 [FA]

60 F 6/27/13 10 [FA]

61 DF 6/27/13 10 [FA]

62 D 6/27/13 10 [FA]

DOI A DF 9/12/13 100 [FA]

DOI B D 9/12/13 100 [FA]

DOI C F 9/12/13 100 [FA]

DOI D D 9/12/13 100 [FA]

DOI E F 10/2/13 100 [FA]

Gridded Forearm 1 DF 10/4/13 10 [10 location on FA]

Gridded Forearm 2 D 10/4/13 10 [10 location on FA]

Gridded Forearm 3 D 10/4/13 10 [10 location on FA]

Gridded Forearm 4 F 10/4/13 10 [10 location on FA]
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Appendix B: Reflectance Plots of All Dismounts

Average reflectance plots for every dismount described in Appendix A. The title of the

plots corresponds to the same dismounts described in Appendix A.
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The location values on the plots below refer to the location numbers of the grid as

indicated in Figure 4.9.
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Appendix C: Standard Deviation Plots - One Location on Forearm

Standard deviation plots for subjects 1-62. The average reflectance is plotted with

standard deviation bars at 50nm intervals. The bars represent the standard deviation

between 10 samples from one collection on the forearm.
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Appendix D: Standard Deviation Plots - Gridded Locations on Forearm

Standard deviation plots for dismounts gridded forearm 1 through 4. The average

reflectance is plotted with standard deviation bars at 50nm interval on the plot. The bars

represent the standard deviation across 100 samples from the gridded locations on the

forearm.

85



Appendix E: Standard Deviation Plots - Multiple Locations

Standard deviation plots for dismounts 1 through 10 described in Appendix A. The

average reflectance is plotted with standard deviation bars at 50nm intervals on the plot.

The bars represent the standard deviation across the back of the hand, palm, forearm, top

of the arm, forehead, and cheek.
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