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Abstract 
 

 Many contexts across the Department of Defense (DOD) impose high levels of 

workload on operators involved in making decisions which can cause critical degradation 

of performance. These contexts, or circumstances that form an event [1], require varying 

levels of workload that the operator is faced with as he or she attempts to complete a task.  

The focus of the research presented in this thesis is to determine if those changes in 

workload can be predicted and to determine if individual task performance can be 

predicted using machine learning.   Despite many efforts to predict workload and classify 

individuals with machine learning, there has been little exploration of the classification 

and predictive ability of Electroencephalography (EEG) frequency data at the individual 

EEG Frequency band level. In a 711th HPW/RCHP Human Universal Measurement and 

Assessment Network (HUMAN) Lab study, 14 subjects were asked to complete 

Surveillance and Tracking tasks with16 scenarios in each respectively. Their 

physiological data, including EEG frequency data, was recorded to capture the 

physiological changes their body went through over the course of the experiment.    The 

research presented in this thesis focuses on EEG frequency data, and its’ ability to predict 

task performance and changes in workload. This thesis contributes research to the 

medical and machine learning fields regarding the classification and workload prediction 

efficacy of EEG frequency data. Specifically, it presents a novel investigation of five 

EEG frequencies and their individual and combined abilities to predict task performance 
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and workload.  It was discovered that using the Gamma EEG frequency and all EEG 

frequencies combined to predict task performance resulted in average classification 

accuracies of greater than 90%.  
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A NOVEL ANALYSIS OF PERFORMANCE CLASSIFICATION AND WORKLOAD 
PREDICITON USING ELECTROENCEPHALOGRAPHY (EEG) FREQUENCY 

DATA 
 

I.   Introduction 
 

 Within the past decade, the cognitive demands we place on our military operators 

have increased significantly.  Often the Remotely Piloted Aircraft (RPA) operator is asked 

to simultaneously track several targets, monitor an information news feed regarding the 

current task and relay information to forces on the ground or other aircraft.  These 

demanding tasks require the RPA operator to maintain vigilance over extended periods of 

time. Vigilance, defined as the ability to maintain attention and alertness over prolonged 

periods of time while monitoring for rare stimuli among frequently occurring stimuli [2], is 

an important capability for human system operators to have and sustain.  The point at 

which performance begins to degrade is different with each operator.  

 This thesis specifically explores whether the change in performance or workload 

can be detected using only EEG frequency data. In an experiment done by the 711th HPW 

HUMAN Lab participants were asked to complete 16 Surveillance and Tracking tasks 

while their physiological data was recorded. Score was simultaneously recorded over the 

duration of the tasks which showed that some participants excel at these tasks while others 

struggle to perform the same tasks. The goal of the 711th is to develop a method of 

providing adaptive aiding, similar to the capabilities of the operator trying to complete the 

task, using physiological triggers to initiate the aiding process.  Finding a way to boost 

operator performance at the point of performance degradation would greatly reduce the 

operator error we see today. Analyzing the EEG frequencies and their ability to predict 
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changes in workload and task performance may result in findings that indicate that it is 

possible to identify an individual based on their performance in a task and predict changes 

in workload before performance degradation occurs.    

 

Problem Statement 

 

 RPA operators are required to track several targets simultaneously, report current 

location, and be aware of a constantly changing battle environment. Several techniques 

have been used that have shown to be accurate in their ability to predict changes in 

workload and performance.  These techniques include recording electrical activity of the 

heart (electrocardiogram), brain waves (electroencephalogram), remote eye tracking, 

respiration data, and even saliva samples [3, 4, 5, 6]. Finding a way to use the RPA 

operator’s physiological data to initiate performance augmentation would greatly reduce 

the amount of error seen due to high levels of workload or performance degradation.   

 

Research Objectives/Hypothesis 

 

 The primary objective of this research is to evaluate the ability of EEG Frequency 

data to predict operator task performance and objective workload during surveillance and 

tracking tasks. The research presented in this thesis will concentrate heavily on the analysis 

of each EEG frequency’s ability to predict workload and task performance using machine 

learning.   
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  This thesis answers the following three questions: 

 

- Can machine learning be used to predict workload and classify performance using 

only EEG data as input? 

- Which EEG frequency best predicts workload?  

- Which EEG frequency best predicts task performance? 

 

 Based on previous research of EEG data to predict operator state, this research 

addresses the following two hypotheses:  

 

- H1: Each EEG Frequency individually has a different task performance (High Performers 

or Low Performers) prediction accuracy than the others.  

 

- H2: The changes in workload are associated with changes in power in the individual EEG 

frequency bands and in the nodes within them 

 

 If we fail to reject H1, we have shown evidence that there exists an individual EEG 

frequency that provides a higher level of task prediction accuracy compared to the other 

EEG frequencies utilized in the HUMAN Lab experiment.  That evidence would support 

the notion that accurate prediction of task performance using a single EEG frequency band 

is possible. Proving H2 to be true means that the methods used to induce changes in 

workload have an equal effect on the EEG frequency data and those changes are detectable 

using machine learning. However, rejecting this hypothesis means that the methods used in 
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this thesis to predict workload were not sufficient and that further work is needed before 

accurate workload prediction using only EEG frequency data is need.  

 

  Methodology 

 

 This research explores machine learning and its’ ability to predict and classify data 

using only EEG frequency data. Existing data from the 711th HPW/RHCP’s Human 

Universal Measurement and Assessment Network (HUMAN) Lab human performance 

experiment trials were used to train, validate and test the classifier used in this research 

effort. The research presented in this thesis explores the EEG frequency bands, individually 

and combined (Alpha, Beta, Gamma, Delta, Theta), as inputs to a classifier to analyze 

efficacy in predicting task performance and predicting workload.    

 There are two studies presented in this thesis, and in each study, the relationship 

between two variables is characterized. The first study explores the relationship between 

EEG power and task performance, expressed in two classes, “High Performer” or “Low 

Performer”.  Each subject’s performance class was computed based on the average of their 

final scores across 16 trials in each task. The second study explores the relationship 

between EEG power and objective workload, or an objective numeric value of how 

difficult a task is at any time-step.  Workload values were generated from IMPRINT [7] 

using an individual model of the task execution for each subject for each scenario.     
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Assumptions/Limitations 

 

 Several assumptions and limitations exist in this research effort.  This research was 

conducted using existing data from a human performance experiment conducted previously 

by an external organization.   The human experiment was limited in the number of subjects 

that could be recruited and tested.  A consistent procedure was performed for all subjects 

during the experimental sessions. External factors that could affect a person’s attention 

such as time of day, amount of sleep, or previous caffeine intake are not known or 

considered for this research.  The efficacy of the selection of factors and levels used in the 

trials to induce workload variance was not analyzed prior to the experiment to determine 

which portion of the workload-performance profile it exercised for each subject.  

 Performance classes used in our research were computed using the external 

organization’s scoring algorithm, and this scoring algorithm was not analyzed to verify 

correctness or applicability to performance assessment in any real-world mission scenario.  

There was no pre-defined standard for performance in the Surveillance or Tracking tasks 

before the data set was received. In order to construct performance labels for this research, 

these performance thresholds needed to be established in order to determine whether a 

subject’s performance in a task was high or low. This threshold was established before 

classification analysis began. Final performance classes defined in this thesis were defined 

based on average scores over the 16 scenarios in both the Tracking and Surveillance tasks 

respectively.  If the participant scored over 900 in the Tracking task, the individual was 

labeled as a High performer.  There were no individuals whose 16-scenario average score 

was greater than 900 in the Surveillance task. For this reason, a separate threshold of 600 
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points was established to differentiate between high performers (average score > 600) and 

low performers. This separate threshold ensured a maximum level of difficulty for the 

classifier by allowing an even set of high performers and low performers in both tasks.  

 In the HUMAN Lab experiment, no clearly defined baseline was established for the 

participant for analysis of the EEG frequency data. An EEG baseline can be measured 

when the participant remains motionless, closes their eyes to remove external stimuli to the 

brain, and maybe listens to calming music to ease the individual before the start of the 

study [8]. EEG data contains noise ranging from muscle twitches, blinking and other 

functions of the body.  Therefore, each subject’s EEG data can be treated as an immediate 

response to their current environment.  It is difficult to analyze the predictive ability of one 

physiological feature when the experiment was not specifically designed to do so. For these 

reasons, caution must be taken when generalizing the results to all reconnaissance tasks. 

 

Implications 

 

 Identifying an EEG frequency band that best classifies performance or predicts 

workload will allow researchers to reduce the amount of features used when augmenting 

performance based on EEG data.  Reducing the amount of physiological data needed to 

predict task performance and workload would result in improved algorithms that use EEG 

data as one of their inputs. Currently, operator state and performance are predicted using a 

combination of physiological sensors that can inhibit the performance of the operator 

during a given task.  Reducing the number of sensors needed to predict performance would 
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result in a less constraining environment for the operator while still allowing researchers to 

precisely predict operator state and performance.   Identifying an EEG frequency band that 

best predicts task performance in activities such as surveillance or tracking would move 

researchers one step closer to this effort. Quantifying the utility of each EEG frequency’s 

ability to accomplish performance classification and workload prediction would aid 

researchers in developing an algorithm that used physiological data to trigger 

augmentation.  

 

Structure of the Document 

 

 A review of research relating to classification and prediction of workload is 

presented in Chapter 2.  An exhaustive explanation of how all experiments and analysis 

were conducted is presented to the reader in Chapter 3.  Chapter 4 draws conclusions based 

on the results achieved from following the Methodology presented in Chapter 3.  A detailed 

summary of the results from the classification and workload prediction analysis is 

presented in Chapter 5.  Future work for follow-on research is recommended in Chapter 5 

as well.    
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II. Literature Review 
 

Chapter Overview 

 

 The Air Force Research Laboratory (AFRL) is developing a real-time classifier and 

predictor of operator state to facilitate augmentation online [9, 10]. The model incorporates 

physiological inputs (Electroencephalography, Electrocardiography, eye-tracking activity 

and galvanic skin response), and subjective workload assessments of each condition 

measured using the NASA Task Load Index to increase prediction accuracy.  AFRL uses 

the “Sense, Assess, Augment” taxonomy [9, 10] to include all possible inputs to make an 

operator state prediction, workload estimate, and augment performance of the subject as 

necessary.  Similar methodologies have been utilized elsewhere in research to make 

predictions about operator state and perceived workload with varying levels of success. 

This literature survey seeks to examine past research as it applies to prediction and 

performance augmentation to highlight key discoveries regarding these efforts and findings 

using Electroencephalography (EEG) data as the key input feature. It also explores the use 

of Artificial Neural Networks as a classifier and their ability to use EEG data to predict 

workload and task performance.   

  

Structure of the Literature Survey 

 

 Section 1 details efforts to predict workload and augment performance similar to 

711th HPW/RHCP HUMAN Lab Experiment.  A review of research efforts where only 
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EEG frequency data was used to predict workload and classify individuals is presented in 

Section 2.  Section 3 presents different Neural Networks used to classify workload and the 

classification accuracy of those Neural Networks (See Table 1 for itemized description).  A 

summary of research regarding the efforts related to this thesis and a proposed direction to 

proceed for the analysis of data is presented in Section 4. 

 

Section 1: Augmentation, Workload and Performance Decrement  

 

 According to Hart, workload can be seen as a term that represents the cost of 

accomplishing mission requirements for the human operator [11].  Specifically, this 

informal definition simplifies down to the fatigue, stress, illness and accidents that an 

operator may incur while performing a given task.  Workload is “human centered”, and 

“emerges from the interaction between the requirements of a task, the circumstances under 

which it is performed, the skills, behaviors, and perceptions of the operator” [12].  One of 

the most widely accepted methods used to capture perceived workload was the National 

Aeronautics and Space Administration Task Load Index (NASA-TLX). This subjective 

performance survey is a multidimensional assessment tool that asked subjects to rate 

perceived workload after a given task was completed. It is widely used as the foundation 

for truth data regarding perceived operator workload, has been cited in over 4,400 studies 

[11] and has a large influence in the Human-Factors research domain.  The NASA-TLX is 

broken up into six parts: Mental Demand, Physical Demand, Temporal Demand, 

Performance, Effort, and Frustration. NASA-TLX requires the subject to rate him/herself 
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on a scale of each category from “Very Low” to “Very High” [12]. A benefit of the NASA-

TLX is that it allows researchers to collect subjective workload values directly from the 

subjects participating in the study rather than estimating workload values based on 

evaluating subject behaviors - which may not be as accurate.  A drawback of NASA-TLX 

is that after completing a certain amount of an activity, answers related to workload and 

difficulty of each task may not be accurate due to the subject’s ability to remember the 

intricacies of the tasks he or she endured.  

 Christensen et al used a multi-RPA operation task that was PC-based that simulated 

a mission involving the suppression of enemy air defenses [13].  Subjects monitored 8-16 

RPA aircraft with specific flight plans and when the aircraft came within range of a target, 

the targets were to be engaged with a specific weapon (small, medium, or large) dependent 

on the type of aircraft being targeted.  Physiological data was recorded over the course of 

the trial (Electrooculography (EOG), EEG (five channels), and Electrocardiography 

(ECG)).There were two types of augmentation triggers utilized in this study: 1. Physio-

Activated and 2. Operator Activated. In the physio-activated augmentation, a classifier 

trained to detect high workload on 20 minutes of physiological data was used. The 

independent variables to the classifier were the physiological inputs recorded and the 

dependent variable was perceived workload.  Operator-activated augmentation was 

triggered by the participant at their own discretion. Adaptive augmentation came in the 

form of automatic target prioritization and cued time-critical alerts requested by the 

operator or initialized automatically during periods of high workload.  The study showed 

that over the course of 3 days, subjects who were assisted with physio-aided augmentation 

did better than those with operator-selected augmentation.  Subjects using physio-aided 
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augmentation saw an improvement from an 84% hit ratio (targets hit/possible targets) to 

90%, while those using operator selected augmentation saw a decrease from an 87% hit 

ratio to 84%. The experiment conducted by Christensen et al shows the positive impact that 

physio-initiated augmentation could have on the performance of a subject.  The operator 

themselves may trigger augmentation too late because they are too focused on the task at 

hand. This study is beneficial because it shows that human operators can potentially benefit 

from physio-initiated augmentation and that this augmentation can boost task performance.  

 There is no definitive research that asserts one physiological feature as a better 

predictor than any other physiological feature.  There is wide variation amongst researchers 

that shows operator workload can be predicted using a multitude of features together, or 

using different physiological features exclusively as predictors. Fong et al was able to 

predict mental workload accurately using only eye metric data (pupil diameter, divergence, 

fixation, movement) [4].  The experiment used the Automated Operation Span (OSPAN) 

task that has also previously been used to measure working memory capacity [4]. The 

OSPAN task has been seen as highly effective because it is believed that, “As working 

memory processing requirements increase, mental workload increases” [4].  For the 

OSPAN task, subjects are presented with basic arithmetic questions of different set sizes 

and given a limited amount of time to provide a correct answer. In the context of the 

OSPAN task, a set is a grouping of arithmetic problems given to the subject.  After all the 

questions in the set are answered, the subject is presented a letter; following the display of 

all the questions and letters, subjects must recall all the letters in the correct order they were 

displayed. The experiment presented in Fong’s research was a three-class classification 

problem, where he tried to predict High, Medium and Low workload (dependent variables).  
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The independent variables in this study were pupil diameter, divergence, fixation, 

movement. Fong et al were able to achieve workload classification rates as high as 85% 

using just pupil metrics and the OSPAN testing method. Fong et al not only showed that 

workload prediction from ocular physiological data was possible, but he also showed the 

efficacy of Artificial Neural Networks (ANNs). In his study the ANNs had a higher 

classification rate than the Classification tree he used to complete the same analysis. This 

bolsters the argument that ANNs are best suited at handling a high level of inputs.   

 Similarly, Song et al focused primarily on the P300 measurement to correlate 

changes in mental workload to physiological changes [14]. P300 is an EEG measurement 

recorded at the scalp and consists of the electrophysiological response to a stimulus evoked 

in the process of decision making. Its’ activity is directly related to a person’s reaction to a 

stimulus and not the physical attributes of the stimulus itself.  It is said that P300 is closely 

related to the information processing capacity of the operator and can be applied to the 

classification and evaluation of operator’s mental workload [14]. Mental workload was 

varied by changing the refresh rates of the target information that was supposed to be 

responded to by the participant. High mental workload was caused by high refresh 

frequencies. Conversely, Low mental workload was induced by lowering the information 

refresh rate. In Song’s study, the independent variable was the mental workload seen by the 

participant, and the dependent variable was the P300 component from the EEG.  Song et al 

were able to show that “the main effect of mental workload on the peak amplitude of P300 

was significant” (P = 0.031, P<0.05).  His study showed that peak amplitude of P300 under 

the low mental workload was higher than that of high mental workload. Song et al was able 

to show that when set up properly, an experiment with high workload can induce changes 
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in participant EEG. Although P300 does not represent the EEG frequency data in its 

unprocessed form, it still shows the information processing capacity of the participant [14, 

15].  Research by Song et al shows that it is possible to set up a study where workload has a 

direct effect on the physiological data.  Results from Song et al show that an experiment 

can be created where the workload induces changes in the physiological data such that the 

changes in the physiological data correlate with the changes in workload.  

 Shaw et al examined the subjective and physiological workload seen by participants 

during a 3-D audio vigilance task. The study explored the benefits of using Multi-Modal 

Communication (MMC) as a means of delivering instruction and communication to 

Airborne Warning and Control System (AWACS) operators as opposed to the standard 

monaural method.  In this experiment, the MMC method delivers audio to the operator via 

6 different channels in both a 3-D spatial audio condition and the same amount of audio 

chatter with a monaural radio.  Mental workload was measured via cerebral blood flow 

velocity (CBFV) and compared with a subjective measure of workload, the NASA-TLX. 

Participants were asked to detect hostile phrases read to them with both the 3-D spatial 

audio and monaural audio.   Results showed that there was a significant vigilance 

decrement over time, but that overall detection probability was higher in the 3D Spatial 

Audio than in the Monaural Radio condition [16].  Research conducted by Shaw et al 

suggests the NASA-TLX may not be the best means of measuring operator mental 

workload because responses to the TLX after experiment could suffer from memory lapses 

and operator bias. Shaw et al also show that performance decrement is likely in tasks 

requiring vigilance from the operator, but that the means of information transmission can 

serve as a form of augmentation. 
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  Tiwari et al also saw a decline in performance due to an increase in vigilance 

required to complete a task requiring subjects to detect critical and non-critical objects on a 

screen [17]. The high task condition had 300 events, 60 of which were critical targets.  The 

low task condition was comprised of 150 events, 30 of which were critical targets.  

Performance was measured by the correct identification of critical targets. Tiwari et al were 

able to show that within 15 minutes of beginning a task, vigilance decrement can occur.  

His research also reports that when task demand conditions are high, the decrement can 

occur as quickly as the first 5 minutes of a task.  

 Saxby et al explores the theory that there are two types of fatigue: active and 

passive, and that introducing automation to alleviate workload may actually have a 

negative result. Active fatigue can be defined as an operator state where the operator is 

physically or mentally exhausted from maintaining a high level of vigilance in a task.  

Passive fatigue can be defined as an operator state where the operator has such a low level 

of consciousness that he/she is highly inattentive.  Participants were required to keep a 

vehicle within the lanes on a simulated highway for 10, 30 and 50 minute durations. In the 

active fatigue simulation, “wind gusts” were used to make it harder to keep the vehicle 

inside the driving lanes.  In the passive fatigue simulation, speed and steering were under 

full automation. On average, there was a decline in task engagement within the first 10 

minutes of the experiment [18].  This correlates positively with past research stating that 

vigilance decrement can occur within the first 15 minutes of a task [17, 19, 20].  In a 

similar research study by Helton et al to assess the change in vigilance over time, 

participants saw an 8% drop in detection rate within the first 12 minutes of the task at hand 

[2]. It is clear that in research where workload is held constant and sustained vigilance is 
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required, a decrement in performance and participant engagement will drop within some 

period of time. However, excessive augmentation can actually hinder the performance of a 

subject because it does not require the individual to maintain a high level of alertness.   

This passive fatigue caused by excessive augmentation is undesired in DOD where the war-

time environment can change rapidly. Similarly, active fatigue from a lack of augmentation 

can cause performance decrement as well and is undesirable in the DOD.  

 

Section 2: Workload Prediction and Classification using EEG data  

  

 Researchers have even used EEG based systems to predict cognitive workload and 

operator state with varying degrees of success, but have not been able to focus their efforts 

on the predictive capabilities of the individual EEG frequencies themselves.  Only notional 

conclusions have been drawn regarding various combinations of EEG frequencies and 

singular EEG bands.  Declaring an EEG frequency dominant in workload prediction would 

allow researchers to focus on including one or a combination of EEG frequency bands as 

features to their workload and performance prediction systems.   

 Borghini et al looked to study the variation of power in the EEG frequency bands as 

a subject started a new task. The goal of their study was to find the differences from the 

beginning of the training to the session in which the performance level is good enough for 

considering him/her able to complete the task without any problems [3, 21].  While novices 

of the study were engaged in flight simulation tasks, brain activity was recorded with the 

hope of seeing a notable change in the EEG data. EEG frequency data from 61 channels 
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were recorded, band pass filtered (low-pass filter cut-off frequency: 40 (Hz), high-pass 

filter cut-off frequency: 1 (Hz)) and then ran through Independent Component Analysis to 

remove any artifacts from the data. Borghini et al showed that the brain activity in the 

Theta band over the left, central and right frontal areas decreased with respect to the 

session in which they got completely into the tasks (T3) [3].  Using cortical maps that 

depict brain activity visually, Borghini et al was also able to note the trend of the supposed 

learning process using only the Theta EEG frequency band [3, 21, 22].  Borghini noted that 

brain activity in the Theta band increases as subjects learn a new task and test strategies in 

pursuit of success within the study.  Once a strategy is developed and implemented, power 

in the Theta band decreases.  This was a notable finding by Borghini et al, but does not 

quantify the predictive ability of the Theta Band itself.  EEG data was also focused on in a 

different study conducted by Borghini et al, where subjects were asked to drive in a 

simulated environment at a constant speed for an extended period of time. Results showed 

a burst (in the Alpha EEG Frequency data) occurred during the monotonous driving task as 

signal of drowsiness and reduced vigilance [22].  After the occurrence of the variation in 

the EEG signal subjects drove off from the correct trajectory lane with a high statistical 

occurrence when compared to the drive errors performed during standard driving 

conditions (p < 0.05) [22]. 

 Ebrahimi et al and Lin et al were able to correctly identify different sleep and 

cognitive state respectively using EEG signals alone [23, 24].  Ebrahimi sought to identify 

between four subdivisions of the non-rapid eye movement (NREM) sleep state. NREM 

Stage 1 is a transitional stage “between wakefulness and sleep” [24]. NREM Stage 2 is the 

baseline of sleep respective to each subject.  NREM Stage 3 is defined as the period of 
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sleep where 20% to 50% of EEG signals with frequencies less than 2 Hz within the Delta 

waves and amplitudes more than 75 microvolts occur.  Similar to Stage 3, NREM Stage 4 

is the period of sleep where “Delta waves cover 50% or more of the record”. Sleep data 

from PhysioBank Database were used for his research. EEG signals recorded from seven 

Caucasian males and females (21-35 years old) without any medication for 24 hours 

sampled at 100 Hz were selected and EEG artifacts were manually removed to work with 

clean EEG data. Ebrahimi et al used a three-layer, feed-forward, ANN trained with 

standard back propagation to classify the different sleep stages. The output layer of the 

ANN had 4 neurons that signified the 4 different sleep stages respectively. Ebrahimi was 

able to achieve 93% sleep stage classification accuracy across all four sleep stages, 

obtaining no less than 84% classification accuracy for any one particular sleep stage. 

Accuracy was measured by correctly identified EEG sample data. This research is helpful 

because the research done by Ebrahimi et al with sleep stage identification is similar to the 

research conducted in this thesis with performance class identification. His research shows 

that it is possible to train an ANN to identify differences in EEG frequency data based on 

data labels placed on the EEG frequency data samples.    

 Similarly, Lin et al used a virtual-reality highway-driving environment to monitor 

and observe differences in EEG frequency data [23]. The goal of the research conducted by 

Lin et al was to develop an alert model system based off the EEG power in the Alpha and 

Theta EEG frequency bands. Lin et al completed a moving-averaged spectral analysis of 

the EEG data using a 500-point Hanning window without overlap. The result of the 

moving-averaged spectral analysis on the EEG was then compared to level of alertness of 

the participant.   The subject’s alertness level was defined as the deviation between the 
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center of the vehicle and the center of the cruising lane. His research suggests that EEG 

power in the Theta and Alpha bands increase monotonically in tasks that require sustained 

attention. Lin et al was able to show that the Malahanobis Distance between the EEG 

power and a derived alert model strongly correlated with subject drowsiness in a linear 

fashion. Lin et al was able to induce change in the Alpha and Theta EEG frequency bands 

from the difficulty of the driving task. However, the research in these two studies still does 

not identify the weak and strong features in the EEG frequency dimensional space.   

 Belyavin et al used Independent Component Analysis(ICA) to remove artifacts 

within the EEG frequency data before finding which frequency best indicated verbal and 

spatial workload [5].  The verbal workload was induced using a visual task where subjects 

had to report the numbers presented to them directly after they disappeared from a screen. 

Workload was varied from low to high by increasing or decreasing the frequency with 

which the pictures appeared on the screen. The spatial task was a two dimensional 

simulated flying task using a joystick. Workload was induced using an increasing or 

decreasing amount of forcing functions affecting the frequency of subject interventions.  

Belyavin et al developed a conceptual model of cognitive workload named Prediction of 

Operator Performance (POP).  One of the assumptions of this model is that only a small 

number of cognitive activities can be undertaken in parallel, even if there are multiple 

motor actions that can be done simultaneously. Research conducted by Nicholls et al on 

dual task experiments indicates that two important activities that can be done without 

significant interference are verbal and spatial tasks [25].   Belyavin et al used a kurtosis 

based Independent Component Analysis procedure to remove anomalous signals in the 

EEG frequency data. The EEG data was gathered from an array of 14 electrodes at a 
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frequency of 1024 kHz was analyzed between 2 and 4 seconds long. Therefore, each block, 

or vector of EEG data was between 2048 and 4096 samples long. The first stage of the 

artifact removal process for a single block of EEG data was to calculate the contracted 

kurtosis tensor using the outputs of all the EEG. The kurtosis method of Independent 

Component Analysis (ICA) removed the spikes in the data at each time step to hinder any 

negative effects noise had on the EEG frequency recordings.  After each block had been 

subjected to artifact removal, the spectrum was calculated into nine frequency bands 

(Delta, Theta, Alpha 1, Alpha 2, Beta 1, Beta 2, Gamma Low, Gamma Mid, Gamma High) 

using cross-spectrum analysis. The nine EEG recordings were then aligned with the total 

time of each task (150 seconds) to determine the effect of the verbal and spatial workload 

on the EEG data.  The occurrences of different frequency components in the nine EEG 

frequencies were summed and tabulated at the conclusion of the alignment process.  It was 

revealed that the Gamma 3 EEG frequency (70-100) Hz was the best indicator of verbal 

workload, while the Gamma 2 EEG frequency(53-70) Hz was the best indicator of spatial 

workload based on the number of frequency component occurrences in the frequency bands 

themselves(160 and 155 occurrences respectively). This was followed by Gamma 1 (30-47 

Hz), Beta 2 (20-30 HZ), Beta 1 (14.1 – 20 Hz), and Alpha 2(10.2 – 14.1 Hz) which were 

third through sixth in their responsiveness to verbal and spatial workload. This study is 

extremely helpful because it provides a detailed review of EEG frequency bands 

themselves and reports the effect verbal and spatial workload has on each EEG frequency 

band.  The study increases the number of EEG frequency band representations from the 

seven used in the 711th HPW/ RHCP HUMAN Lab study to nine.  This study also provides 

some insight into what the expected workload prediction ability of the EEG frequencies 
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themselves may be by reporting the number of frequency component occurrences due to 

the workload from the verbal and spatial tasks. However, Belyavin et al tackles the 

problem of finding the utility of the EEG frequency bands to predict workload from a 

signal analysis standpoint and not machine learning.  Therefore, it cannot be assumed that 

the same EEG frequencies that had high frequency component occurrences in Belyavin’s 

research will do well predicting workload in another study using machine learning.    

 Section 3: ANNs, their structure and Classification using Physiological data 

I. Classification 

 Some researchers use Neural Networks to facilitate the process of identifying 

patterns and handling the complex computations needed to identify these patterns and 

groupings that exist in the data they handle.  The act of determining those groups and 

finding those patterns with Neural Networks is called ‘Classification’.  Classification is 

used in this research to identify performance levels of participating subjects.  

II. Artificial Neural Networks 

 

 An Artificial Neural Network (ANN) is a fully connected directed graph of artificial 

neurons that uses a mathematical model for information processing and data classification. 

The ANN closely emulates the neuron activity in the brain and its method to classify data it 

processes. An ANN can be used to classify data with complex relationships and find 

patterns in data [26]. The ANNs used to classify performance and predict workload 

presented in this research will be a feed forward neural network trained using scaled 

conjugate gradient back propagation. The Scaled Conjugate Gradient (SCG) calculates the 
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approximation of the error term and uses a scalar αn to regulate the indefiniteness of the 

Hessian term. Gradient descent takes the error seen at each epoch and reports it back to the 

neurons in the hidden layers to facilitate convergence.  The output value for the ANN will 

be numeric when classifying workload and performance. The transfer functions for the 

hidden and output layer in the ANN used for task performance prediction are tan-sigmoid 

and log-sigmoid respectively. The transfer functions for the hidden and output layer in the 

ANN used for workload prediction are tan-sigmoid and pure linear respectively. 

 

 
Figure 1. Example ANN 

 There are several means of classification including K-Means Clustering, 

Classification Trees, and Artificial Neural Networks (ANN). As it relates to workload 

prediction and classification, Classification Trees and ANNs have been most popular in 

research related to mapping several inputs to one or two outputs. Classification trees are 

used as a predictive model that map observations about an input to conclusions about the 

inputs’ target value. An ANN is a computational model that projects sets of input data onto 

a set of appropriate outputs.  The ANN consists of multiple layers in a directed graph, each 

layer fully connected between the input and output of the ANN.   

 Fong et al did a comparison of classification accuracy between Logistic Regression, 

Artificial Neural Networks, and Classification Trees to predict mental workload (High, 
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Medium, Low) [4] using ocular physiological data as input (Pupil Divergence, Fixation and 

Movement).  The ANN and Classification Tree were the two highest performing structures 

achieving classification ratios of 86.8% and 82.9% respectively.  Fong’s research notes that 

the ANN has “Good Predictive performance”, “Handles complex relationships well”, and 

has a “High tolerance to noisy data” [4].  Conversely, his research suggests that while 

Classification trees are “Good for variable selection”, they are also sensitive to small 

changes in data.  Considering the high variability in an EEG signal and the amount of noise 

within any EEG frequency recorded, evidence suggests it would be useful to use an ANN 

to attempt workload classification of EEG data.   

 Ebrahimi et al desired to classify sleep state based on EEG signals alone using  a 

“three-layer feed forward perceptron” [24] with 12 inputs, 8 neurons in the hidden layer 

and 4 output neurons signifying the 4 sleep stages. Input to the ANN consisted of the 12 

features used to represent the EGG data from the Beta, Alpha, Beta, and Theta EEG 

frequency bands.   The ANN used in his research was able to achieve sleep stage 

classification accuracies no less than 84.2% and as high as 94.9%.  His research suggests 

that with a higher amount of neurons in the hidden layer, “accuracy increases and standard 

deviation decreases” [24].  

  Correa et al tested 25 ANNs’ in his research to differentiate alertness and 

drowsiness stages [27]. The EEG data was pre-labeled with respect to its stage before 

analysis according to Rechtschaffen and Kales method [28]. EEG records of ten subjects 

were selected from the MIT-BIH Polysomnographic Database whose ages were between 

32-56 years old.  The single available EEG signal was acquired between C3 and O1 

positions in the 10-20 international node placement system with a sample frequency of 250 
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Hz. During testing, size of the hidden layer varied from 5 to 30 neurons.  All EEG records 

were preprocessing with a 2nd order, bidirectional, Butterworth, band - pass filter with cut-

off frequencies of 0.5 and 60 Hz. The ANN had one output neuron whose categories were 

“0” for the alertness stage and “1” for the drowsiness stage. The best ANN architecture 

(12-20-1, Input-Hidden layer-output layer) was able to achieve “86.5% of alertness stage 

detection and 81.7% of drowsiness stage detection” [24].    

 Wilson et al used an ANN to detect High Performers and Low performers in 

activities with Easy and Difficult task levels amongst 10 subjects in an RPA simulation 

task. Performance of the individuals was measured by the mean level of the scores within 

the tasks of the study. Those who fell above the mean were labeled “High Performers”, and 

those who fell below the mean were labeled “Low Performers”. ‘Easy’ was defined a low 

level of distractors in the RPA simulation task when tracking the target and vice versa for 

the ‘Hard’ task level. Wilson was able to achieve 89.7% classification accuracy of the easy 

condition and 80.1% classification accuracy of the difficult condition.   Input to the ANN 

consisted of EEG data and Electrocardiogram (ECG) data. The EEG data were recorded 

from scalp sites F7, Fz, Pz, T5, and O2 of the 10/20 electrode system using an Electrocap. 

The EEG frequencies recorded were: Delta 2.0 to 4.0 Hz, Theta 5.0 to 8.0 Hz, Alpha 9.0 to 

13.0 Hz, Beta 14.0 to 32.0 Hz, and Gamma 33.0 to 43.0 Hz. Wilson’s research showed that 

augmentation (slowing target velocity and displaying vehicle health task messages) based 

on an ANN classifier resulted in a “50% improvement in performance” [29]. Research 

conducted by Wilson et al proposes a meaningful way to label physiological data and also 

provides support to the notion that using an ANN to train and classify physiological data 

will result in high classification accuracy.  In Wilson’s study, he was able to achieve 
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classification accuracy levels above 90% labeling his data based on performance (High 

Performer, Low Performer).  

 Amarasinghe et al proposed a novel methodology to recognize thought patterns 

using Self Organizing Maps (SOM) for unsupervised clustering of raw EEG data and a 

feed forward ANN for classification [6]. The EEG frequency data was converted to the 

time domain using Discrete Fourier Transformation, which enabled segmentation of the 

EEG data with respect to the five frequencies that exist in brain signals (Alpha, Beta, 

Gamma, Delta, and Theta). The study was used on 5 participants to identify two different 

thought patterns; “move forward” and “rest”. These thought processes represented the brain 

signals used to control a virtual 3D GUI controlled by the participant. Amarasinghe et al 

proposed a methodology where the SOM clustered the processed EEG frequency data, and 

then passed it along to the ANN for classification.  Average classification accuracies for the 

SOM and ANN after 5 participants were 96.6% and 88.4% respectively. This research is 

unique due to the novel labeling method used to identify the EEG frequency data samples. 

Instead of manually labeling each data sample, Amarasinghe et al trusted the accuracy of 

the SOM to label the data correctly. This may have contributed to lower classification 

accuracy for the ANN due to improper labeling of the EEG data.   

 From a medical standpoint, EEG frequency data is widely explored to help doctors 

understand the brain activity and what it reveals about the human state. Almahasneh et al 

proposed Singular Value Decomposition (SVD) for EEG feature extraction and then 

Support Vector Machines (SVM) for accurate detection of the participant’s cognitive state 

[30]. The use of SVD in Almahasneh’s research focuses only on EEG data related to the 

changes of driver cognitive distraction which he found made it very efficient to investigate 
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the driver cognitive distraction. For each participant (42), after collecting 128-channel EEG 

data from each session, the EEG data was first preprocessed using low-pass and high-pass 

filters with cut-off frequencies of 0.5 Hz to 50 Hz to remove the line noise and high 

frequency noise. Then, the data from each subject for each session has been filtered by a 

Chebyshev band-pass filter of order 6 in order to extract the EEG frequency bands. 

Almahasneh hoped to develop a system that was able to detect changes in cognitive state 

when a driver was “Driving with Distraction” and “Driving” using EEG data exclusively. 

Support Vector Machine (SVM) classifiers from Waikato Environment for Knowledge 

Analysis (WEKA) were used for classifying the data into distracted and non-distracted 

classes.  Using SVM and SVD, Almahasneh et al were able to achieve an average 

classification accuracy of 96.78% of cognitive state.   
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Table 1. Multi-Layer Perceptrons and their use in classification 

Researcher MLP 
Structure 

(Input Layer-
Hidden 
Layer-
Output 
Layer) 

Best 
classification 

Accuracy 

Algorithm used Classification 
Labels 

Fong 5-5-3 86.8% Feed-forward-back 
propagation 

Low Work 
level, 
Medium Work 
Level, High 
Work Level  

Correa 12-20-1 86.5% Levenberg-
Marquardt back 
propagation 

Awake, 
Drowsy 

Ebrahimi 12-8-4 94.9% Feed forward – 
back propagation 

Stage 1-4 of 
NREM sleep 

Wilson 37-37-2 89.7% Not reported Easy, difficult 
tasks  

 
 

Section 4: Summary 

 
 

There is no definitive evidence regarding the workload predictive ability and 

performance classification ability of EEG frequency data at the individual frequency band 

level using machine learning.  The most closely aligned research was conducted by 

Belyavin et al and explored the efficacy of each individual EEG frequency band to predict 

workload, but took an Electrical Engineering perspective to analyze them. The Alpha, Beta, 

and Delta and Theta EEG frequency bands are the most referenced in research, but the 

reported behavior of the frequency bands may have been exclusively driven by the 
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activities of the task given to the subject. The ANN was shown to be the best suited 

structure to find relationships between uncorrelated data when predicting workload and 

performance classification. Finding the best EEG frequency to predict workload and 

classify performance would decrease computational time for augmentation algorithms and 

reduce augmentation algorithm complexity.  Identifying an EEG frequency band best 

suited for classification and prediction would provide a better means of augmenting based 

off of EEG data when needed and bolster existing augmentation algorithms used today.   
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III. Methodology 

  

 This research analyzes the efficacy of using Electroencephalography (EEG) data for 

two purposes:  1) to predict workload and 2) to classify performance of human subjects. 

The main goal of this research is to find the best subset of EEG waveforms which predict 

workload and task performance.   We assume that when using an Artificial Neural Network 

(ANN) the waveforms that are most predictive of cognitive workload will be those which 

have the best classification and regression results.  

 This section also explains the methods used to determine whether changes in 

objective workload are associated with changes in power in the individual EEG frequency 

bands and in the nodes within them (F7, Fz, F8, T8, T7, Pz, O2, T8).  To better determine 

the plausibility of this hypothesis, a Canonical Correlation analysis between each node in 

each EEG frequency and workload value was completed.  Completion of the steps 

explained in this methodology will allow us to determine which subset of EEG 

wavelengths best classifies performance and predicts workload.  An ANN will be used to 

evaluate the ability of individual and combined EEG data to predict task performance and 

predict objective workload values.  MATLAB 2014a was used to evaluate the ANN in both 

the classification experiments and the workload prediction experiments.  
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Introduction 

 

 This section describes the methods used for the analysis presented in this thesis. 

Section I presents a description of the experiment used to generate the HUMAN Lab data 

set.  Section II, III, and IV describe the methods used for performance classification on 10 

subjects, dual classified subjects and using novel scenario data. Section IV describes the 

methods used for workload prediction. Section V describes ANOVA, Canonical 

Correlation, and K-Fold Cross Validation respectively.  

 

711 HPW/RHCP Human Lab Formal Study 1 Experiment Description 

 

 AFRL's Human Universal Measurement and Assessment Network (HUMAN) 

laboratory's first formal study used a virtual remotely piloted aircraft (RPA) program called 

Vigilant Spirit [9].  Over the course of six days, participants experienced two training 

sessions and four data collection sessions, each with four trials.  Every trial had a primary 

task which consisted of a surveillance phase followed by a tracking phase, with secondary 

communications task which consisted of answering cognitive questions throughout the 

entire trial.  Each trial followed a scripted time-line (Figure 2, Comprehensive Timeline 

from Human Lab Study 1), lasting a total of seventeen minutes. 



30 

 
Figure 2. Comprehensive Timeline from HUMAN Lab Study 

 

 A trial begins with one minute allowed for taking control and setting up the RPA.  

This is followed by the four and a half minute surveillance phase, the goal of which is to 

monitor the market and attempt to locate the four high value targets, one at a time (HVTs).  

Each HVT carries a rifle (AK47), but irrelevant personnel (non-HVT distractors) are also 

present.  They may carry a handgun, shovel, or nothing.  The subject executes the 

surveillance mission by continuously operating the RPA camera, with the goal of following 

the HVT.  Subjects search the market using the RPA camera by clicking where they want 

the RPA camera to center, while zooming the camera’s field of view with the mouse scroll 
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wheel.  This technique enables the subject to determine whether a person was one of the 

HVTs or a distractor.  Once the subject finds an HVT, (indicated by pressing F key on 

keyboard), the HVT is tracked until the target walks under one of twenty tents in the 

market, at which point the participant begins looking for the next HVT.  Independent 

variables in the surveillance phase include the number of distractors (high or low), and 

sensor fuzz (either absent or present). When a target is found, and points are accrued as 

long as the target is visible in the simulated field of view of the user-controlled UAV 

camera (4.0 points per second tracked). 

 At the completion of the surveillance phase, participants have three minutes to 

complete the NASA-TLX subjective workload questionnaire. The seven minute tracking 

phase then begins.  Thirty seconds into the tracking phase, the first HVT walks out from 

underneath a tent and walks to a different tent where he mounts a motorcycle. The 

participant attempts to track the HVT as it leaves the market on the motorcycle and rides to 

a new location.  In half of the trials, a second HVT leaves in a similar manner, thirty 

seconds after the first, and must also be tracked.  If an HVT is lost, participants are 

instructed to zoom out and search the surrounding area in order to reacquire the HVT.  In 

half of the trials the HVTs travel along city roads and in the other half they travel along 

country roads. Independent variables in the tracking phase include number of HVTs (one or 

two) and route (city or country).  When the tracking phase ends, participants are asked to 

fill out a final NASA-TLX questionnaire and given two minutes to do so.  In the Tracking 

task, points are accrued in a similar manner, except points are accrued differently 

depending on the optical zoom the participant is able to track the target (High zoom = 

1.429 points per second, Low Zoom = .715 points per second).  
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 The secondary task occurs concurrently with the primary task.  The secondary task 

uses the Multi-Modal Communications (MMC) tool to present participants with four 

questions at one minute intervals during both the surveillance and tracking phases, for a 

total of eight questions per trial.  These operationally relevant questions require mental 

computations to calculate time and altitude values based on differing levels of distance and 

speed.  Participants respond verbally with a push-to-talk space-bar while simultaneously 

continuing their primary task.  During the entire 17 minute script, time-series EEG signal 

data (as well as other physiological data) is recorded and stored to measure the brain’s 

electronic response to different tasks. 

 Participants were automatically scored on a scale from 0 to 1000 based on the 

subject’s ability to complete the given RPA Surveillance and Tracking tasks. The rate at 

which a subject earned points increased or decreased in relation to their performance in a 

given task. For example, tracking a High Value Target (HVT) at magnification level two 

compared to tracking at lower zoom levels earned the participant 2.857 points per second 

and 1.429 points per second respectively.  

 The human experiment generated a dataset that we use.  The goal of our research is 

to determine if EEG data measured from the brain activity can be used as an input to the 

ANN to classify high performing subjects and low performing subjects based on data labels 

derived from performance scores. Similarly, we want to see if the same EEG data can be 

used to predict the workload values derived from the IMPRINT program.  
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Performance Classification 

 

 For the classification problem we attempt to classify our subjects based on task 

performance similar to Wilson et al, which used the two classes “High Performer” and 

“Low Performer”. The subjects’ final score over the course of 16 scenarios were averaged 

and 2 categories (High Performer or Low Performer) were created that were based on the 

subjective need to augment performance or not. 10 subjects were selected for classification 

for both the Tracking and Surveillance task (5 High Performers, 5 Low Performers).   For 

the Tracking Task, subjects who had an average score over 16 trials greater than 900 points 

were labeled as “High Performers” and subjects who scored less than 900 were labeled as 

“Low Performers” (See Table 2. Performance Data Label).  For the Surveillance Task, 

subjects whose average score over 16 scenarios was greater than 600 were labeled as “High 

Performers” and subjects who scored less than 600 points were labeled as “Low 

Performers”.  No subject had an average score greater than 900 for the Surveillance task, so 

a different performance threshold had to be used for the Surveillance tasks.   These 

thresholds allowed for maximum classification difficulty for the ANN because it will be 

presented with an equal amount of High and Low performers.  

 Classification accuracy of the Artificial Neural Network (ANN) was recorded to 

determine the best method available to classify subjects. To measure the classification 

accuracy, Alpha, Beta, Gamma, Delta and Theta EEG frequency data were used as control 

variables and the corresponding response variable was the output from the ANN. 

Classification accuracy can be defined using the equation, 𝐻𝑖𝑡 𝑅𝑎𝑡𝑖𝑜 = 𝑤/𝑡, where w is 

the class identified correctly and t is the total amount of data samples.  
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Table 2. Performance Data Label for Surveillance and Tracking Classification analysis. 
Data is labeled with either a’ 0’ or ‘1’. (S = Subject) 

Task Performance 

Threshold (Avg.)  

Subjects in Class Label 

Surveillance 

Tracking 

a. > 600 

b. > 900 

a. S2, S5, S7, S9, S10 

b. S2, S5, S8, S9, S10 

“High Performer” [0] 

Surveillance 

Tracking 

a. < 600 

b. < 900 

a. S4, S6, S8, S14,S12 

b. S4, S6, S7, S11, S13 

“Low Performer” [1] 

 
 

 Due to the wide frequency range of the Gamma EEG frequency band (30-

100 Hz) the Gamma frequency was broken up into 3 parts; Gamma 1, Gamma 2 and 

Gamma 3.  Each sub-frequency of the Gamma Frequency band was collected from seven 

scalp nodes (F7, Fz, F8, T8, T7, Pz, O2, T8), resulting in 21 feature values per time-step. 

To ensure the classification results of the original Gamma frequency representation are not 

skewed due to the detailed representation (Gamma 1, Gamma 2, Gamma 3), a separate trial 

was run using a Gamma frequency kept as one frequency band with only one set of seven 

features (F7,Fz,F8,T8,T7,Pz,O2,T8) per time-step.   

A series of tests varying the number of neurons in the hidden layer (See Table 3. 

Test Matrix for Effectiveness of ANN) were completed to find the best configuration for 

the classification problem.  Analysis of the ANN classification performance, using 10, 25, 

and 50 neurons in the hidden layer, revealed that using 50 neurons in the hidden layer was 

suitable for the classification and workload problem presented in this thesis. Error was 

extremely close to zero for all structures and using 50 neurons as opposed to 25 neurons in 
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the hidden layer resulted in a classification accuracy decline of only 1%.  A T-test was 

done to test the null hypothesis that the error using 50 neurons as opposed to 25 neurons in 

the hidden layer was equal when predicting task performance. The results of the T-test 

reveal we would fail to reject the null hypothesis and that the two structures are statistically 

similar with respect to task prediction error (p = 0.9862). Failing to reject this null 

hypothesis shows that the 1% decline in classification accuracy using 50 neurons in the 

hidden layer is negligible due to the statistical similarity of the error seen using either 25 or 

50 neurons in the hidden layer.  

In an extremely similar study done by Wilson et al classifying High and Low 

Performers in an RPA task, neurons in the hidden layer were not decreased beyond that of 

the number of neurons in the input layer [29].  Ebrahimi et al found that, “By varying the 

number of neurons in the hidden layer, it was observed that with increasing the number of 

neurons the mean of accuracy increases and standard deviation decreases” [24]. Research 

linked to ANN structure also validates the use of increased size of the hidden layer with 

respect to the input layer. “The network acquires a global perspective despite its local 

connectivity, due to the extra set of synaptic connections and the extra dimension of neural 

interactions” [31].  Increasing the number of neurons in the hidden layer give the ANN 

increased flexibility because there are more parameters the ANN can optimize [32, 31].  

Our biggest test case will have an input size of 49 features using all EEG data combined as 

input.  A well-performing ANN will have most error as close to zero as possible. Table 4 

shows the error of the ANN at each fold in the cross validation process when predicting 

task performance.  
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Table 3. Test Matrix for Effectiveness of ANN 
Parameter Values 

EEG Data Gamma 

Neurons in Hidden Layer a) 10 

b) 25 

c) 50 

 

 
Table 4. Results of pilot study varying the number of neurons in the hidden layer of the 
Artificial Neural Network. Mean Squared Error(MSE) is reported per validation stage 

along with correctly classified percentage of samples. Average from every K fold is 
reported as ‘Average MSE’ 

  

1st K-
Fold 
MSE 

2nd K-
Fold 
MSE 

3rd K-
Fold 
MSE 

4th K-
Fold 
MSE 

5th K-
Fold 
MSE Average MSE 

Percentage Correctly 
Classified 

50 
Neuron

s 0.0181 0.013 0.0148 0.0152 0.0174 0.01570 96.10% 
25 

Neuron
s 0.0154 0.0155 0.0181 0.0152 0.0144 0.01572 97.20% 

10 
Neuron

s  0.0146 0.018 0.0234 0.0195 0.0161 .01832 96.90% 
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Performance Classification on Dual Classified Subjects 

 

 In the 711th HPW/RHCP HUMAN Lab experiments there were subjects that 

could be considered “dual classified”.  Dual classified means that their performance 

classification in the Surveillance task was that of a High Performer, while their 

performance in the Tracking task was that of a Low Performer, or vice versa.  To validate 

that performance truly has an effect on EEG data, we will perform the same classification 

test mentioned previously in this thesis, but specifically on the same person, using EEG 

frequency data from a scenario where the participant struggled at one task, and flourished 

in the other (See Table 5. Dual Classified Subjects). Performance classification thresholds 

remained the same in these tests as those used in the first performance classification 

analysis that were completed (See Table 2. Performance Data Label) for Surveillance and 

Tracking performance classification analysis. The participants’ physiological data was 

labeled according to their performance in the same manner according to Table 2. 

Performance Data Label for Surveillance and Tracking Classification analysis and the same 

ANN structure was used to predict task performance using EEG data.  

 
Table 5. Dual Classified Subjects 

Subject Surveillance 
Classification 

Tracking 
Classification 

Subject 7 High Performer 
 
 

Low Performer 
 
 

Subject 8 Low Performer 
 
 

High Performer 
 
 

Subject 12 Low Performer 
 
 

High Performer 
 
 

Subject 14 Low Performer High Performer 
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 Novel Task Prediction on Dual Classified Subjects  

 

 To test the predictive ability of the EEG frequencies themselves, we will train the 

ANN on data from 15 scenarios, and evaluate its ability to predict the aforementioned task 

performance (High Performer, Low Performer) using only EEG data from the remaining 

scenario. The EEG frequency data will be labeled as a high performance scenario or low 

performance scenario according to the individual’s average score over the 16 scenarios in 

the Surveillance and Tracking respectively.  This labeling technique is different from the 

group comparison technique done in the initial task prediction analysis. Using the 

individual’s mean provides a higher level of accuracy when labeling the EEG data because 

the threshold is set according to the individual’s performance over 16 scenarios in a 

specific task and not the performance of the group.  These tests will be completed on the 

dual classified subjects using each scenario (1-16) as a hold out set to test the ANN with 

after it has been trained on all other scenarios. Each scenario is used as a holdout set to test 

the ANN’s ability to predict task performance using novel scenario data. Each Individual 

EEG individual frequency band, as well as All EEG frequency bands combined, will be 

used to test the efficacy of the ANN to predict task performance from novel scenario data. 

The performance of the ANN to predict novel task performance will be measured using the 

𝐻𝑖𝑡 𝑅𝑎𝑡𝑖𝑜 =  𝑤/𝑡 equation. The classification accuracy of the individual and combined 

EEG frequencies will be compared to an Uninformed Naïve Classifier. The Uninformed 

Naïve Classifier predicts task performance based on the proportion of High Performance 

Scenarios to Low Performance Scenarios per person. It then classifies each EEG data 
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sample based on the higher of the two (High, Low Performer). Classification rate is 

calculated based on the number of EEG data samples correctly predicted as High 

Performance or Low Performance.   The average classification accuracy of the ANN to 

predict task performance from each novel scenario per dual classified subject and EEG 

frequency will be reported. A One-Way ANOVA will be conducted on the average 

classification rate per dual classified subject, including the classification accuracy of the 

uniformed Naïve Classifier. This will test the null hypothesis that the Naïve Classifier is 

equal to the individual and combined EEG frequencies to predict task performance on 

novel scenario data.  

 

Workload Prediction 

   

Workload truth data was generated using a program called IMPRINT that uses a 

function to create objective values reflecting the workload the operator endured during the 

task. IMPRINT is a “dynamic, stochastic discrete event network modeling tool designed to 

help assess the interaction of warfighter and system performance throughout the system 

lifecycle—from concept design to field testing and system upgrades” [7]. Objective 

workload values were estimated for the Auditory, Cognitive, Fine Motor, Speech, Visual, 

and Overall workload.   These values served as truth data for training and testing of the 

ANN.  The goal of the workload prediction analysis is to see if accuracy is greater when 

using a single EEG frequency band, or when using all EEG Frequencies combined. Table 

6, “Factors and Levels for workload prediction analysis”, shows the factors and levels that 



40 

will be used for the workload prediction tests.  During this phase of analysis, all EEG 

frequencies will be used as inputs into the ANN individually and combined (Alpha, Beta, 

Gamma, Delta, and Theta) to see how well they are able to predict the IMPRINT VACP 

Workload values.  The RMSE is a commonly used general purpose error metric for 

numerical predictions. The average RMSE after a Five Fold Cross Validation process will 

be reported for the entirety of this thesis.  

 Root Mean Squared Error (RMSE) =�1
𝑛 
∑𝑖=1
𝑛 (𝑌′ − 𝑌)2                  (1) 

 where Y’ = Predicted and Y = actual, will be recorded and compared to the RSME 

of a Naïve Predictor to gauge the prediction accuracy of the EEG frequency.  In this thesis, 

the Naïve Predictor of workload randomly chooses a workload value at each time-step 

based on the distribution of the workload values seen in the workload truth data set.   

 
Table 6. Factors and Levels for workload prediction analysis 

Factor Levels 
EEG Data Alpha, Beta, Gamma, Delta, Theta, 

 All EEG Frequencies combined 
Task Surveillance Scenarios 1-16 and 

Tracking Scenarios 1-16 
VACP Workload Auditory, Cognitive, Fine Motor, 

Overall, Speech, Visual 
 
 

ANOVA and Canonical Correlation  

One Way Analysis of Variance (ANOVA) 
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 Analysis of Variance (ANOVA) is a statistical technique used to analyze the means 

between two or more groups of data. A One-Way ANOVA can also be used as a form of 

hypothesis testing, where the p value calculated from the analysis of variance will help 

reject or fail to reject a given null hypothesis. If the p value (p = probability or likelihood 

of occurring) is less than the given significance level then it casts doubt on the plausibility 

of the null hypothesis and suggests that at least one sample mean from the group being 

tested is significantly different from the others. The default significance level for 

MATLAB’s ANOVA is p = 0.05. If the p-value is greater than the significance level, we 

fail to reject the null hypothesis and assume the group means are equal.   A One-Way 

ANOVA between the average classification accuracies per scenario was done to test the 

following alternative hypothesis: “Each EEG Frequency individually has a different task 

performance prediction (High Performers or Low Performers) accuracy than the others”. 

This average was taken after completing a Five Fold Cross Validation process on the data 

set using the ANN.  A probability reported from the ANOVA test greater than 0.05 would 

cause us to fail to reject the null hypothesis that: “The EEG frequencies are equal in their 

abilities to predict task performance”.  

Two-Way Analysis of Variance (ANOVA) 

 

 A Two-Way ANOVA will be completed on the average classification percentages 

of both Gamma EEG frequency representations. This test will be completed to determine 

how statistically similar the two Gamma EEG frequency representations are in their ability 

predict task performance. The two-way ANOVA compares the mean differences between 
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groups that have been split on two independent variables also known as factors [33]. 

Factor, defined as “one of the elements contributing to a particular result or situation” [1], 

can be seen as the two Gamma EEG representations (3x7 features, 1x7 features) used as 

inputs to the ANN to predict task performance (dependent variable) and the scenario (1-16) 

of which task performance is predicted. The primary purpose of a two-way ANOVA is to 

understand if there is any interaction between the two independent variables on the 

dependent variable [33]. There are three null hypotheses that the Two-Way ANOVA will 

evaluate: 

 

1. The population classification accuracy means of the two Gamma EEG frequency 

representations are equal for the Surveillance and Tracking tasks respectively. 

 

2. The two Gamma EEG frequency representations are able to predict task performance 

equally across the 16 scenarios in both the Surveillance and Tracking Tasks respectively. 

 

3. There is no interaction between the two Gamma EEG frequency representations and 

their ability to predict task performance per scenario in the Surveillance and Tracking 

Tasks respectively.  

 

 If the p values from the ANOVA for hypotheses one and two are insignificant (p > 

0.05), then there is no difference between the two representations, and one is essentially 

just as good as the other at predicting task performance per scenario (1-16).  If there is no 

interaction between the groups, the factors can be considered as being statistically similar 
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regardless of the levels of detail in the Gamma EEG representation (3x7 versus 1x7 

Gamma EEG frequency representation).  If interaction is present between the two groups, 

the effects of the level of detail (Gamma 1, Gamma 2, and Gamma 3) are not the same. As 

it relates to this thesis, if there is no interaction between the two groups of classification 

accuracies per scenario, there is no effect that reducing the amount of Gamma features has 

on its’ ability to predict task performance. Similar to the One-Way ANOVA, if the p value 

is greater than the significance level, p > 0.05, then we fail to reject the null hypothesis. 

Conversely, if p < 0.05, we reject the null hypothesis in favor of the alternative hypothesis 

that the two Gamma EEG frequency representations are significantly different in their 

ability to predict task performance.  

Canonical Correlation Analysis 

 

 Canonical Correlation Analysis is used to measure the relationship between two sets 

of variables.  When doing regression analysis, linear correlation analysis tools like 

Canonical Correlation report how well multiple variables align with another.  For example 

say we have two sets of variables X = (X1, X2,…Xn) and Y = (Y1,Y2,…Yn), a linear 

combination of these two groups would be named U and V.  U is a linear combination of 

the X variables (U = a11X1 + a12X2 + a1nXn ) and V is a linear combination of the Y variables 

(V =  b11X1 + b12X2 + b1nXn).  The Canonical Correlation of the i-th pair (Ui,Vi) is  

pi =
𝑐𝑜𝑣(𝑈𝑖,𝑉𝑖)

�𝑉𝑎𝑟(𝑈𝑖)𝑣𝑎𝑟(𝑉𝑖)
                                (2) 



44 

 A Canonical Correlation Analysis will report the correlation between the output 

power of each node (F7, F8, Fz, T3, Pz, O2, T4) in each EEG frequency and the workload 

seen in each VACP workload channel.  

K-Fold Cross Validation 

 

 A Five-Fold Cross Validation process will be used to validate the results achieved 

by the ANN in both the workload prediction and performance classification analysis.  

Specifically in K-Fold Cross Validation is used in performance classification using 10 

subjects in both the Surveillance and Tracking tasks, and on the dual classified subjects. 

Cross validation is a way of testing the accuracy of an ANN before using it in the real 

world.  The cross validation process validates the accuracy of the ANN because the ANN is 

being tested on data that it hasn’t been exposed to in its training epochs.  Figure 3 shows a 

conceptual view of how the data is structured for performance classification analysis with 

data from the Tracking tasks (Scenario 1-16). 

 

 
Figure 3. 5 Fold Cross Validation Diagram for Tracking task performance classification 

analysis.  Figure 3 is a Graphical representation of how ANN will separate the data to 
validate the classification accuracy of the ANN in each fold of the 5 Fold Cross 

Validation Process. (S2 = Subject 2, k1 = 1st fold) 
 

 In each cross validation stage, one fold worth of data (k1, k2, k3, k4 or k5) is held out 

from the training set.  All other folds that weren’t held out are used to train the ANN for a 
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certain amount of epochs as designated by the algorithms creator. When all training epochs 

have finished, the k-fold that was held out is used to test the accuracy of the ANN.  The 

average classification rate using each k-fold is reported and averaged over the k folds. This 

method will be used to report the accuracy of the ANN in both the performance 

classification and workload prediction analysis.  

Methods for performance classification evaluation 

 
Histograms will be used to visually depict the classification accuracy of each 

Frequency band for every task and scenario.  The X axis will indicate the EEG frequency 

used as input to the ANN and the Y-axis will indicate the percentage of samples correctly 

identified or predicted. An ANOVA on the mean classification ratios per Task and EEG 

data frequency will be done to reject or fail to reject the null hypotheses presented in the 

Introduction of this thesis. 
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IV. Analysis and Results 

 

Performance classification with individual and combined EEG frequency bands 

 The hit-ratio computed from correctly classified data samples was recorded for each 

scenario and each EEG frequency and tabulated over all scenarios and tasks. The average 

classification accuracy after a 5 Fold Cross Validation process using each respective EEG 

frequency to predict task performance is shown in Figure 4. The results show (Figure 4) 

that over the 16 scenarios in both the Tracking and Surveillance tasks, performance 

classification was better when using Gamma frequency-band EEG features than when 

using any other individual EEG frequency band. The Delta EEG frequency data was the 

worst input to the ANN classifying less data samples consistently over the course of the 16 

scenarios in both the Surveillance and Tracking tasks.  In literature, it is said that the Delta 

frequency is generally active in subjective cognitive states when the subject is in a deep, 

dreamless sleep, or unconscious. This EEG frequency (Delta) has most been associated 

with non-REM sleep, periods where there is a lack of movement, and low-levels of arousal. 

The classifier used in the research presented in this thesis may have struggled to classify 

individuals using this particular EEG frequency (Delta) because the task required some 

level of constant alertness [27, 34].  
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Figure 4. (top Tracking task, bottom Surveillance task) Shows the classification 
accuracy of the EEG frequencies and their ability to predict task performance 
individually across the 16 scenarios (Sc) in both the Tracking and Surveillance tasks. 
  



48 

 Interestingly, the Beta EEG frequency was close in its ability to predict task 

performance with an average hit ratio of 84.565% over the course of 16 scenarios in both 

the Tracking and Surveillance tasks. Gamma EEG data had an average classification hit 

ratio of 94.495% over the 16 trials in both the Tracking and Surveillance tasks.  This is 

compared to a uniform naïve predictor that achieved average classification accuracy of 

50.887% and 50.789% over the 16 scenarios in both the Surveillance and Tracking tasks 

respectively. The uniform naïve predictor chose a random classification per time-step based 

on the likelihood of the performance classification (high or low performer).  Gamma’s 

ability to predict task performance data labels is significantly better than the Alpha, Delta 

and Theta EEG Frequencies.   

 The high classification accuracies of the Gamma and Beta EEG frequencies could 

be because they more closely align with brain activity that would be utilized during the 

Surveillance and Tracking tasks in the HUMAN Lab experiments. The Beta EEG 

Frequency has been associated with general activation of mind and body functions.  In the 

medical domain, focused study of EEG frequency data breaks the Beta EEG frequency into 

three parts; Low Beta (12-15 Hz), Midrange Beta (15-18Hz), and High Beta (above 18 Hz) 

[34]. Low Beta can be detected anywhere on the cortex and is considered the 

“Sensorimotor Rhythm” or “SMR”.  Sensorimotor is defined as “of, relating to, or 

functioning in both sensory and motor aspects of bodily activity [1]. Midrange Beta is 

associated with subjective cognitive states such as “thinking, aware of self & 

surroundings”.  High Beta has been associated with feeling states such as alertness and 

agitation [34].  Similarly, the Gamma frequency has been associated with cognitive states 
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such as thinking and integrated thought, and thought to indicate periods of high level 

information processing [34].  

 It seems intuitive that these two frequency bands would be more indicative of task 

performance as they closely align with the implied cognitive requirements of the 

Surveillance and Tracking task. Conversely, the Delta, Theta, and Alpha EEG frequencies 

have been associated with cognitive states of  non-Rapid Eye Movement (REM) sleep, 

drowsiness, and meditation respectively [27, 34].  These actions do not correlate with the 

level of consciousness and focus required to be successful in a Surveillance or Tracking 

task.  A classifier constructed to detect differences in EEG data based on levels of 

performance may struggle to do so using EEG frequency bands such as these (Alpha, 

Delta, and Theta). But, this may explain why the same classifier built to identify 

differences in EEG based on performance in the two tasks did so well using the Beta and 

Gamma EEG frequency data as inputs. 

 A One-Way ANOVA was used to test the hypothesis, “Each individual EEG 

Frequency is equal to one another in their ability to predict task performance (High 

Performers or Low Performers)”. The test was run on a matrix containing the average 

classification hit ratios of all the EEG frequencies (Alpha, Beta, Gamma, Delta Theta) 

revealing that all EEG frequencies individually do not have the same ability to predict task 

performance (Surveillance- p = 1.7730e-34, Tracking – p=8.1339e-40).  This supports the 

notion that, there are significant differences in the individual frequencies ability to predict 

task performance. We would reject the null hypothesis stated above in favor of the 

alternative hypothesis that there is at least one EEG frequency that is significantly different 

from the others at predicting task performance.  
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 A test was also run to see how well all EEG frequencies combined as input to the 

ANN (Alpha, Beta, Gamma, Delta, Theta) could predict task performance. Using all EEG 

frequencies to predict task performance resulted in classification accuracy greater than 90% 

with only 4 instances less than 80% (Scenario 10, 11, 12 and 15; Surveillance Task).  A 

One-Way ANOVA on the classification percentages after a 5 Fold Cross Validation on the 

data was done to test the null hypothesis, “Using All EEG frequencies combined as input to 

the ANN will result in equal classification accuracy in each scenario in the Surveillance 

and Tracking tasks”  (Surveillance p = .9754, Tracking p = .7642). This means that using 

All EEG frequencies combined to predict task performance is consistent over all scenarios 

in the Tracking and Surveillance tasks.   

 Experiment facilitators with the 711th HPW/RHCP HUMAN LAB reported the 

Gamma frequency (See Table 7) in three, seven-feature scalp-node observations (F7, Fz, 

F8, Pz, T7, T8, O2) as opposed to one, seven-feature observation like the rest of the EEG 

frequencies.  Representing the Gamma frequency in three parts (Gamma 1, Gamma 2, and 

Gamma 3) allowed the researchers with 711th HPW/RHCP to represent the Gamma 

frequency with a greater level of detail. The raw Gamma EEG frequency band was re-

filtered to represent 1x7 sub-band features (F7, Fz, F8, Pz,T7, T8, O2) in the same way that 

the 711th HPW/RHCP Human Lab experiment facilitators filtered the other EEG 

frequencies (Alpha, Beta, Delta, Theta).  
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Table 7. EEG Frequency Bands and Their Frequency Ranges 

EEG Frequency Frequency Range (Hz) 
Alpha 8-15 
Beta 16-30 

Gamma 30-100  
Delta 0.1-4 
Theta 4-6 

 

 The same classification experiment was run using the 1x7 feature Gamma EEG 

frequency data and compared to the 3x7 feature Gamma EEG frequency data to see which 

representation was most advantageous for classification.  The results show only a slight 

decline in the 1x7 Gamma EEG frequency’s ability to predict task performance.  

Specifically, there were 2 instances (Scenario 9, Surveillance and Tracking, see Figure 5) 

where the 1x7 feature Gamma EEG frequency data classified below 90%.  In comparison, 

the 3x7 feature Gamma EEG frequency data had no scenarios where it classified with less 

than 90% accuracy.  A Two-Way ANOVA was used to test the hypothesis, “Both Gamma 

EEG frequency representations are equal in their ability to classify based on performance” 

(See VII. ANOVA and Canonical Correlation  for all 3 hypotheses).  This analysis was run 

on a matrix containing classification percentages using the 3x7 Gamma EEG frequency 

representation and the filtered 1x7 Gamma EEG frequency representation from the 

Surveillance and Tracking tasks respectively.   
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Table 8. Two-Way ANOVA results of Gamma Classification accuracies. 

Task Two-Way ANOVA results 
Surveillance 1. Gamma representations 

equal: p = 0.4120 
2 Scenario classification 
equal: p = .2564 
3. Interaction: p = .9981 

Tracking 1. Gamma representations 
equal:  p = 0.1395 
2 Scenario classification 
equal: p = 0.2793 
3. Interaction: p = .8350 

 
 
 

 
Figure 5. 1x7 and 3x7 Gamma EEG frequency classification accuracy across 16 

Scenarios in both Surveillance and Tracking Tasks. (Classification accuracy on 10 
subjects using 95% confidence intervals)  
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 Results show that we would fail to reject the null hypothesis, “Both Gamma EEG 

frequency representations are equal in their ability to classify based on performance”.  In 

the both the Tracking and Surveillance tasks, the probability for the classification accuracy 

per scenario and Gamma EEG representations being equal is greater than the significance 

level, p >.05.  Reducing the amount of features in the Gamma EEG frequency 

representation has no statistically significant effect on its ability predict task performance 

(see Table 8. Interaction: Surveillance = 0.998, Tracking = 0.8350). The lowest the 

classification accuracy dropped to in the 1x7 feature Gamma EEG frequency representation 

was 87% in the Tracking task.  Filtering the Gamma EEG frequency data to represent one 

set of seven features did hinder its ability to classify above 90% across both tasks and all 

scenarios, but was not statistically significant enough to cause us to reject our null 

hypothesis.  When interaction is absent, as it is in the Two-Way ANOVA results between 

the two Gamma EEG frequency representations, the effects of the representations can be 

seen as being statistically similar.  

 Classification based on performance using EEG frequency data sheds more light on 

the use of EEG frequency data, and how it can be used in combination with machine 

learning.  The results presented in this thesis regarding classification based on performance 

show that it is possible to use machine learning to classify based on thresholds defined by 

performance using only EEG data.  They also show that it is possible to predict task 

performance using one EEG frequency alone and all EEG frequencies combined with a 

high level of classification accuracy.    

 Using the 3x7-Feature Gamma EEG frequency alone to classify individuals in the 

Surveillance and Tracking task resulted in greater than 90% classification accuracy in both 
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tasks.  This alludes to the fact that the Gamma EEG frequency (21 features) could be used 

exclusively to predict task performance in a system designed to detect a low performing 

individual, instead of all EEG frequencies combined (49 features).  

 Performance Classification on Dual Classified Subjects 

 Performance classification on dual classified subjects revealed that there was a 

change in the EEG frequency in situations where the individual struggled or excelled in a 

task.  Specifically, the Gamma EEG frequency data was more consistent in classifying 

individuals based on performance with greater than 90% classification accuracy.  The Beta 

EEG frequency was second best at identifying this change in performance within the 

individual, but was only able to do so in one instance with Subject 12, Scenario 1. This rare 

instance could be because of the great difference in performance with Subject 12.  In 

Scenario 1 of the Tracking task the subject’s final score was a 943, where as in the 

Surveillance task their final score was 388.2.  This range in score between tasks, but in the 

same scenario, consisted of 506.73 points and was the greatest variability seen amongst the 

dual classified subjects.  
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Figure 6. Task prediction of Dual Classified Subjects using EEG frequency data  

  

 Results presented of the performance classification analysis on dual classified 

subjects confirm results regarding power activity in the Gamma EEG frequency band. A 

One-Way ANOVA on the average classification accuracies of the individual EEG 

frequencies after the 5 Fold Cross Validation process per dual classified subject revealed no 

statistical similarities (p = 7.311e-04).  This means that there is a difference in the EEG 

frequencies and their ability to predict task performance of dual classified subjects. It is 

widely believed in the neuroscience and psychology fields that oscillations in the Gamma 

EEG frequency range, specifically (30-70 Hz), are associated with basic aspects of brain 
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functioning such as conscious perception, feature and temporal binding, attention, memory, 

and information processing integrated with related motor response (sensorimotor 

processing) [35, 36, 37, 38].  In an experiment where participants were required to perform 

tracking, wrist extension, and finger sequencing tasks, Aoki et al were able to show a peak 

in the (30-40 Hz) Gamma frequency range during the tracking task in all subjects. Results 

from his study indicate that gamma oscillations corresponding to sensorimotor tasks 

became synchronized across multiple node sites [37].  Experiments conducted by 

Yordavana et al and Struber et al were able to show that the spontaneous gamma activity 

when identifying cube reversals was greater at the frontal node sites and decreased in the 

anterior and posterior regions [35, 36]. Specifically, Gamma EEG frequency power was 

significantly greater at the left than at the right frontal sites.  

 These findings in prior research begin to explain the high classification accuracy 

seen in the performance classification trials and classification of the dual classified 

subjects.  Gamma EEG has been shown to be highly responsive to activities requiring 

consciousness and arousal because it attenuates over the course of long term stimulation 

and disappears during deep sleep and anesthesia [39].  Figure 6 shows that an ANN trained 

on EEG frequency data from two tasks can delineate between high performance and low 

performance.  Research from Yordavana et al and Struber et al suggest that the frontal 

regions of the brain are most sensitive to these changes in arousal and situational awareness 

that may be required in a tracking or surveillance task.  Interestingly, three of the seven 

node features used to record the EEG frequency data in the HUMAN Lab study were that 

of the frontal region (F7, F8, Fz).  The other four came from the Parietal, Occipital, and 

Temporal regions of the brain (T4, T3, Pz, O2), and made up less of the feature space than 
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the Frontal regions.  The situational awareness required from the Surveillance and Tracking 

tasks in the HUMAN Lab study, combined with the high ratio of frontal lobe region 

features and its sensitivity to sensorimotor processing could explain the high classification 

accuracy of the Gamma EEG frequency over the course of the performance classification 

analysis in dual classified subjects.  

 

Novel Task Prediction on Dual Classified Subjects 

 

 Task prediction using novel scenario data resulted in poor classification accuracy 

when using both the individual EEG frequencies and combined EEG frequencies as input 

to the ANN.  We would fail to reject the null hypothesis that the Uninformed Naïve 

Classifier and the EEG frequencies are equal in their ability to predict task performance 

(Surveillance: p = 0.915, Tracking: p = 0.724). The ANOVA results reveal that the ANN 

struggles to make accurate predictions per EEG data sample regarding task performance in 

novel scenarios after being trained on EEG frequency data and task performance results 

from other scenarios.  This means that EEG frequency data is highly unique to the scenario 

the individual is participating in and is that changes in the EEG frequency bands is not 

generalizable to other scenarios.   
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Figure 7. Classification Accuracy of Novel Task Prediction on Dual Classified 
Subjects (top Surveillance, bottom Tracking) 
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Predicting Workload using Individual EEG Frequencies and All EEG frequencies 
Combined 
 
 

 Workload Prediction was done using an ANN and accuracy of prediction was 

measured using the Root Mean Squared Error (RMSE).  Table 10 shows the Root Mean 

Squared Error of both the Naïve Workload Predictor and the ANN when used to predict 

VACP Workload.  Each column in Table 10 represents the individual VACP Workload 

Channel (Auditory, Cognitive, Fine Motor, Overall, Speech and Visual), while each row 

represents each Scenario (1-16) in the given Surveillance and Tracking tasks.  Each row 

and column used in Table 10 shows the EEG frequency with the lowest RMSE used as 

input to the ANN when used to predict VACP Workload per scenario. Results show that 

the Delta EEG frequency had the most scenarios with the lowest RMSE over the 16 trials 

in both the Surveillance and Tracking tasks, while Beta had the least (See Table 9).  

 

Table 9. EEG Frequency and number of Scenarios with lowest RMSE (32 Scenarios 
Tracking and Surveillance x 6 VACP Workload Channels) 

EEG Frequency Percentage of Scenarios with Lowest 
RMSE when used to predict workload 

Alpha 23% 
Beta 7% 

Gamma 9% 
Delta 41% 
Theta 19% 
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Table 10.(a-f) (a.) Possible Truth Values in Workload Channel (b.) Surveillance Naïve 
Predictor (c.) Surveillance Best Predictor of VACP Workload indicated by color (d.) 

Tracking Naïve Predictor (e.)Best Predictor of VACP Workload indicated by color (f.) 
legend indicating color indicative of corresponding EEG frequency. Error of ANN is 

presented as RMSE. 

Possible Truth Values in Workload Channel  
Auditory 0 , 6 
Cognitive 0, 4.6 , 7, 11.6 
Fine Motor 2.6 , 4.8  
Speech 0 , 2 
Visual 4.4 , 6 

Overall 
6, 7,11.6 , 13.2 , 15.8 , 17.4 , 17.6 , 18.6 , 19.2 , 
20.2 

 
Surveillance Naïve Predictor 

 
Surveillance Best Predictor of VACP workload  

  Auditory Cognitive Fine Motor Speech Visual  Overall 
 

  Auditory Cognitive Fine Motor Speech Visual Overall 
Best EEG 

Freq. 
1 3.47 4.03 1.27 1.16 0.93 4.22 

 
1 1.79 2.97 0.46 0.41 0.74 2.98 Delta 

2 3.45 4.50 1.49 1.16 3.00 5.51 
 

2 1.80 2.67 0.48 0.39 0.83 3.75 Alpha 
3 3.49 4.04 1.27 1.15 0.93 4.28 

 
3 1.91 3.05 0.45 0.41 0.73 4.16 Delta 

4 3.47 4.61 1.19 1.15 3.15 6.71 
 

4 1.91 2.81 0.42 0.40 0.74 5.40 Delta 
5 3.45 4.72 1.20 1.14 3.01 6.58 

 
5 1.98 1.55 0.45 0.43 0.84 3.61 Alpha 

6 3.46 4.11 1.27 1.15 0.91 4.22 
 

6 1.83 2.84 0.44 0.39 0.78 2.87 Delta 
7 3.45 4.54 1.18 1.14 2.93 6.33 

 
7 1.66 3.27 0.46 0.44 0.92 3.88 Alpha 

8 3.46 4.49 1.20 1.16 3.00 6.40 
 

8 1.93 3.10 0.46 0.42 0.85 5.10 Theta 
9 3.44 4.49 1.18 1.14 3.10 6.22 

 
9 1.88 2.68 0.43 0.42 0.89 4.16 Gamma 

10 3.45 4.68 1.19 1.16 3.03 6.50 
 

10 1.52 3.21 0.44 0.42 0.86 3.86 Delta 
11 3.45 4.73 1.18 1.17 3.10 6.71 

 
11 1.87 3.05 0.42 0.43 0.91 4.24 Delta 

12 3.46 4.05 1.28 1.14 0.92 4.15 
 

12 1.74 2.71 0.46 0.40 0.79 3.84 Theta 
13 3.44 4.66 1.19 1.16 3.05 6.35 

 
13 1.74 3.04 0.45 0.43 0.89 4.00 Delta 

14 3.43 4.03 1.26 1.17 0.91 4.04 
 

14 1.89 1.98 0.45 0.40 0.76 4.25 Theta 
15 3.44 4.02 1.26 1.16 0.93 4.12 

 
15 1.90 2.50 0.46 0.42 0.82 3.03 Delta 

16 3.43 3.98 1.27 1.16 0.93 4.10 
 

16 1.93 2.13 0.47 0.43 0.78 3.40 Delta 

                
         

Legend Alpha Beta  Gamma Delta Theta 
 

                 Tracking Naïve Predictor 
 

Best Predictor of VACP workload  

  Auditory Cognitive Fine Motor Speech Visual  Overall 
 

  Auditory Cognitive Fine Motor Speech Visual Overall 
Best EEG 

Freq. 
1 3.14 4.85 1.99 1.06 3.37 8.79 

 
1 1.67 2.08 1.35 0.40 1.81 7.61 Delta 

2 3.16 4.56 1.77 1.04 2.84 8.11 
 

2 1.63 3.06 0.90 0.39 2.20 8.31 Delta 
3 3.18 4.92 2.08 1.05 3.37 9.11 

 
3 1.72 3.09 1.44 0.39 1.52 6.44 Delta 

4 3.09 5.17 2.08 1.06 3.38 9.13 
 

4 1.65 2.51 1.55 0.40 2.67 7.73 Delta 
5 3.20 5.01 2.08 1.05 3.32 9.09 

 
5 1.51 2.34 1.16 0.34 2.02 8.11 Alpha 

6 3.13 4.95 1.97 1.04 3.20 8.82 
 

6 1.37 3.19 1.51 0.34 2.38 8.48 Theta 
7 3.20 4.97 2.08 1.06 3.40 8.36 

 
7 1.42 2.59 1.38 0.40 2.34 7.73 Delta 

8 3.18 4.66 1.90 1.05 2.99 8.35 
 

8 1.74 2.96 1.47 0.39 2.58 6.75 Theta 
9 3.22 4.88 2.00 1.05 3.12 8.63 

 
9 1.56 3.33 1.26 0.40 2.30 8.47 Theta 

10 3.14 5.12 2.18 1.06 3.55 9.12 
 

10 1.58 3.57 1.28 0.38 2.36 5.15 Delta 
11 3.18 4.63 1.84 1.04 2.98 8.10 

 
11 1.73 3.36 0.95 0.36 2.04 11.19 Alpha 

12 3.14 4.65 1.90 1.04 3.06 8.28 
 

12 1.33 3.17 1.34 0.42 2.21 11.35 Delta 
13 3.09 4.82 1.94 1.04 3.16 8.57 

 
13 1.69 2.45 1.26 0.38 1.60 8.54 Theta 

14 3.21 4.80 2.02 1.03 3.21 8.29 
 

14 1.35 4.06 1.36 0.39 2.10 9.56 Alpha 
15 3.15 4.67 1.88 1.05 2.97 8.24 

 
15 1.60 3.38 1.31 0.41 2.77 9.02 Delta 

16 3.16 4.92 2.13 1.05 3.42 8.86 
 

16 1.11 2.82 1.42 0.39 1.67 8.88 Delta 



61 

 Contrary to the performance classification analysis trials, the Beta and Gamma were 

the first and second worst EEG frequencies to use as an input to the ANN to predict VACP 

workload (See Table 10. EEG Frequency and number of Scenarios with lowest RMSE).  

These rankings are justified by the small percentage of scenarios where Beta and Gamma 

had the lowest RMSE to predict the respective VACP workload channel (Table 9,Table 

10).  Table 10 shows the frequencies with wider ranges (Hz)  are actually worse at 

predicting VACP Workload values and that it is much harder for the ANN to distinguish 

some relationship between the EEG input and desired VACP workload value as the EEG 

frequency range increases with size.  A strong indicator of this notion is the poor 

performance of the ANN predicting VACP workload when ALL EEG frequencies are used 

as inputs (See Table 11).   
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Table 11. RMSE using Uniform Naïve Workload Predictor (Left) compared to the ANN using 
ALL EEG Frequencies Combined (Right). Red indicates High RMSE in comparison to the 
Naïve Predictor or a scenario where the Naïve Predictor actually did better than the ANN. 

 
Surveillance Naïve Predictor 

 
Surveillance All EEG Combined 

  Auditory Cognitive Fine Motor Speech Visual  Overall 
 

  Auditory Cognitive  Fine Motor Speech Visual Overall 
1 3.47 4.03 1.27 1.16 0.93 4.22 

 
1 2.23 4.43 0.71 0.60 1.27 10.37 

2 3.45 4.50 1.49 1.16 3.00 5.51 
 

2 2.85 4.70 0.68 0.59 1.26 5.06 
3 3.49 4.04 1.27 1.15 0.93 4.28 

 
3 2.14 4.31 1.32 0.65 0.91 4.39 

4 3.47 4.61 1.19 1.15 3.15 6.71 
 

4 1.94 5.37 0.55 0.48 1.72 8.55 
5 3.45 4.72 1.20 1.14 3.01 6.58 

 
5 1.86 6.24 0.60 0.45 1.92 7.42 

6 3.46 4.11 1.27 1.15 0.91 4.22 
 

6 1.99 4.90 1.02 0.48 1.02 7.51 
7 3.45 4.54 1.18 1.14 2.93 6.33 

 
7 1.83 6.46 0.72 0.50 1.37 7.90 

8 3.46 4.49 1.20 1.16 3.00 6.40 
 

8 2.08 5.15 0.75 0.44 1.40 9.36 
9 3.44 4.49 1.18 1.14 3.10 6.22 

 
9 2.72 6.77 0.98 0.86 1.21 9.70 

10 3.45 4.68 1.19 1.16 3.03 6.50 
 

10 2.86 5.70 0.51 0.53 1.70 6.85 
11 3.45 4.73 1.18 1.17 3.10 6.71 

 
11 2.78 8.37 0.46 0.58 1.15 15.56 

12 3.46 4.05 1.28 1.14 0.92 4.15 
 

12 2.05 4.52 0.59 0.50 0.88 5.09 
13 3.44 4.66 1.19 1.16 3.05 6.35 

 
13 2.66 5.98 0.73 0.57 1.53 8.14 

14 3.43 4.03 1.26 1.17 0.91 4.04 
 

14 2.02 3.99 0.67 0.63 1.80 10.79 
15 3.44 4.02 1.26 1.16 0.93 4.12 

 
15 1.89 3.65 0.68 0.63 0.80 5.01 

16 3.43 3.98 1.27 1.16 0.93 4.10 
 

16 2.93 5.14 0.64 0.55 1.47 10.36 
               Tracking Naïve Predictor 

 
Tracking All EEG Combined 

  Auditory Cognitive Fine Motor Speech Visual  Overall 
 

  Auditory Cognitive  Fine Motor Speech Visual Overall 
1 3.14 4.85 1.99 1.06 3.37 8.79 

 
1 2.37 5.47 1.51 0.53 4.64 21.88 

2 3.16 4.56 1.77 1.04 2.84 8.11 
 

2 2.07 9.34 1.63 0.46 3.52 11.93 
3 3.18 4.92 2.08 1.05 3.37 9.11 

 
3 2.61 8.95 1.35 0.85 2.69 10.14 

4 3.09 5.17 2.08 1.06 3.38 9.13 
 

4 2.24 6.70 3.17 0.50 4.05 15.52 
5 3.20 5.01 2.08 1.05 3.32 9.09 

 
5 2.16 10.03 1.60 0.50 2.94 17.11 

6 3.13 4.95 1.97 1.04 3.20 8.82 
 

6 3.01 5.75 1.62 0.45 4.08 15.45 
7 3.20 4.97 2.08 1.06 3.40 8.36 

 
7 2.29 8.80 1.33 0.62 3.37 13.74 

8 3.18 4.66 1.90 1.05 2.99 8.35 
 

8 1.85 4.64 1.33 0.48 4.29 8.93 
9 3.22 4.88 2.00 1.05 3.12 8.63 

 
9 2.13 6.11 1.97 0.83 4.42 10.20 

10 3.14 5.12 2.18 1.06 3.55 9.12 
 

10 2.42 6.62 1.71 0.52 2.65 18.78 
11 3.18 4.63 1.84 1.04 2.98 8.10 

 
11 2.40 4.42 1.67 0.46 3.13 10.45 

12 3.14 4.65 1.90 1.04 3.06 8.28 
 

12 2.72 10.04 3.32 0.57 4.15 19.58 
13 3.09 4.82 1.94 1.04 3.16 8.57 

 
13 1.90 5.60 1.44 0.44 2.20 16.65 

14 3.21 4.80 2.02 1.03 3.21 8.29 
 

14 1.99 8.74 1.96 0.55 2.84 12.90 
15 3.15 4.67 1.88 1.05 2.97 8.24 

 
15 1.61 5.74 2.00 0.43 3.48 9.77 

16 3.16 4.92 2.13 1.05 3.42 8.86 
 

16 2.24 6.74 1.83 0.45 4.21 11.51 
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 The highest RMSE reported after using all EEG frequencies as inputs was 21.88 in 

Scenario 1 Predicting Overall VACP workload.  The RMSE was greater than 5 in all but 

one attempt at predicting Overall workload in the Surveillance Task (Scenario 3, See Table 

11). Error predicting overall workload could mean the ANN is predicting workload when 

there is none, over predicting the amount of workload seen, or is grossly wrong predicting 

workload based on the EEG frequency input. Error when predicting Auditory or Speech 

workload channels workload is highly undesired.  The ANN would actually be predicting 

that the subject is listening or speaking when he or she really isn’t. This may result in 

triggering augmentation when it really isn’t needed in cases where workload is over-

predicted. Scenarios highlighted in red in Table 11 indicate high RMSE with respect to the 

Naïve Workload Predictor or scenarios that were higher than those of the Naïve Workload 

Predictor.  Using all EEG frequencies combined (49 features) as input to the ANN seemed 

to hinder its’ ability to predict VACP workload. These results allude to the fact that feature 

reduction would be beneficial to an ANN trying to predict VACP Workload using EEG 

frequency data.  

 A One-Way ANOVA between the RMSE from the ANN predicting workload and 

the Naïve Predictor was conducted. The One-Way ANOVA comparing the individual EEG 

frequencies to the Naïve Predictor used the lowest RMSE from the 5 EEG frequencies 

when predicting the particular workload channel per scenario.  The results from the One-

Way ANOVA show a statistical difference in the classification ability of the Naïve 

classifier and the ANN except when using All EEG combined to predict Fine Motor 

workload and Visual Workload (p = .3270, p = .0948 respectively( See Appendix B). 
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ANOVA on RMSE for full One-Way ANOVA results). This means that there is a 

statistical difference when using the EEG Frequencies as input to the ANN to predict 

workload and the Naïve Predictor. But, when predicting Fine Motor and Visual workload 

with the EEG frequency data, the Naïve Predictor is statistically similar to the ANN in 

doing so.  Table 10 & 11 show that overall, the ANN is better at predicting workload than 

the Naïve Predictor.  However, the RMSE seen when using EEG data to predict workload 

show this method does not facilitate accurate workload prediction (See Table 10. Possible 

Truth Values in Workload Channel). 

 Canonical Correlation Analysis between the EEG frequencies and the VACP 

Workload values revealed little to no correlation between the two (See Figure 12 and 13). 

There was almost no negative or positive correlation between the EEG nodes and the 

VACP workload values. Based on the poor workload prediction results (Table 10 and 

Table 11) and the lack of correlation between the EEG data and the VACP workload values 

(Table 12 and Table 13), we can conclude that the objective workload seen by the 

participant had no direct effect on the power in the EEG frequency bands. These results 

indicate that using EEG data in the form presented in this thesis do not facilitate accurate 

workload prediction.  Therefore, we can conclude that the changes in objective workload 

do not cause associated changes in the individual EEG frequency bands based on the 

physiological data retrieved from the HUMAN Lab Surveillance and Tracking tasks.  
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Table 12. Average Canonical Correlation (Scenario 1 - 16) between each node in Alpha, 
Beta, Gamma (1-3, Delta, and Theta EEG frequency respectively and VACP workload 

channels in the Tracking Tasks. 
 

Alpha Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.02 -0.01 -0.02 0.01 -0.01 -0.04 0.08 
Avg Cognitive 0.02 -0.02 -0.02 0.00 0.00 -0.04 0.09 

Avg Fine Motor -0.03 -0.01 0.13 0.07 -0.06 -0.09 -0.04 
Avg Speech 0.06 0.00 -0.03 -0.02 0.00 -0.02 0.07 
Avg Visual -0.01 0.03 -0.03 -0.07 0.06 0.04 0.12 
Avg Overall 0.02 -0.02 -0.02 0.00 0.00 -0.04 0.09 

        Beta Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.03 0.01 0.03 -0.09 -0.05 0.02 0.10 
Avg Cognitive 0.01 0.01 0.05 -0.07 -0.07 -0.01 0.08 

Avg Fine Motor -0.07 0.01 0.19 -0.17 -0.06 -0.19 -0.02 
Avg Speech 0.03 0.02 0.03 -0.09 -0.03 0.04 0.08 
Avg Visual -0.02 0.03 -0.04 0.24 0.09 0.16 -0.07 
Avg Overall 0.01 0.01 0.06 -0.08 -0.06 0.00 0.08 

        Gamma 1 Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.00 -0.01 -0.02 -0.03 -0.02 -0.02 0.04 
Avg Cognitive 0.00 -0.01 -0.01 -0.03 -0.02 -0.02 0.03 

Avg Fine Motor -0.04 0.01 0.07 0.00 0.01 -0.04 -0.02 
Avg Speech -0.01 0.02 -0.01 -0.02 -0.02 0.00 0.05 
Avg Visual -0.03 0.01 0.03 0.06 0.01 0.04 -0.03 
Avg Overall 0.00 -0.01 -0.01 -0.03 -0.02 -0.02 0.03 

Gamma 2 Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.02 0.00 0.02 -0.07 -0.06 0.05 0.02 
Avg Cognitive 0.01 -0.01 0.01 -0.06 -0.06 0.06 0.02 

Avg Fine Motor -0.05 -0.01 0.01 -0.09 0.04 -0.03 0.17 
Avg Speech 0.01 0.02 0.02 -0.06 -0.08 0.05 0.02 
Avg Visual 0.09 -0.02 -0.12 0.06 0.03 -0.03 -0.10 
Avg Overall 0.01 -0.01 0.01 -0.06 -0.06 0.06 0.02 

Gamma 3 Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory -0.02 0.00 0.07 0.02 -0.03 0.04 0.00 
Avg Cognitive -0.02 0.00 0.07 0.03 -0.03 0.04 0.01 

Avg Fine Motor 0.02 0.12 0.01 0.02 -0.26 0.03 -0.10 
Avg Speech 0.01 -0.05 0.06 0.00 0.02 0.03 -0.01 
Avg Visual -0.03 -0.08 0.00 0.01 0.28 0.00 0.04 
Avg Overall -0.02 0.00 0.07 0.02 -0.01 0.04 0.01 

        Delta Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.01 -0.01 -0.01 0.01 0.01 -0.02 0.02 
Avg Cognitive 0.01 -0.01 -0.01 0.01 0.01 -0.02 0.02 

Avg Fine Motor 0.04 0.04 -0.05 0.01 -0.05 -0.04 -0.09 
Avg Speech 0.03 0.00 -0.02 0.02 0.00 -0.02 0.01 
Avg Visual -0.03 -0.09 0.02 0.07 -0.10 0.05 0.21 
Avg Overall 0.00 0.00 0.00 0.02 -0.01 0.00 -0.01 

        Theta Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.01 -0.01 -0.01 0.02 -0.03 0.00 0.03 
Avg Cognitive 0.01 -0.01 -0.01 0.02 -0.03 0.00 0.03 

Avg Fine Motor -0.03 -0.05 0.07 0.12 0.01 -0.04 -0.10 
Avg Speech 0.03 0.01 -0.03 0.02 -0.03 0.01 0.01 
Avg Visual 0.00 0.09 -0.13 -0.03 0.00 -0.01 0.06 
Avg Overall 0.01 -0.01 -0.01 0.03 -0.03 0.00 0.03 
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Table 13. Average Canonical Correlation (Scenario 1 - 16) between each node in 

Alpha, Beta, Gamma (1-3, Delta, and Theta EEG frequency respectively and VACP 
workload channels in the Surveillance Tasks. 

Alpha Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.09 0.09 0.05 -0.24 -0.02 -0.02 -0.06 
Avg Cognitive -0.13 -0.01 0.03 -0.02 -0.01 -0.02 0.13 

Avg Fine Motor -0.11 -0.16 0.13 0.12 -0.08 -0.01 -0.01 
Avg Speech 0.11 0.14 0.01 -0.27 0.01 -0.02 -0.05 
Avg Visual 0.06 0.05 -0.05 -0.12 0.00 0.05 0.09 
Avg Overall 0.04 0.05 -0.03 -0.12 0.02 0.04 0.09 

        Beta Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.02 0.10 -0.20 -0.24 0.21 0.01 -0.02 
Avg Cognitive -0.04 -0.05 0.01 0.11 0.06 0.00 0.05 

Avg Fine Motor -0.08 0.11 -0.08 -0.08 -0.21 -0.08 0.02 
Avg Speech 0.05 0.06 -0.21 -0.21 0.32 0.04 0.00 
Avg Visual 0.03 -0.11 0.07 0.00 0.14 0.13 0.03 
Avg Overall 0.00 -0.04 0.00 0.04 0.19 0.17 -0.02 

        Gamma 1 Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.04 -0.03 -0.03 0.05 -0.03 0.07 0.02 
Avg Cognitive -0.01 -0.09 0.05 0.03 -0.05 0.02 0.05 

Avg Fine Motor -0.05 0.05 -0.02 0.01 -0.07 0.05 0.01 
Avg Speech 0.06 -0.09 0.00 0.06 -0.02 0.06 0.03 
Avg Visual 0.02 0.02 0.02 0.03 -0.02 0.00 -0.02 
Avg Overall 0.03 0.03 0.01 0.05 0.00 0.00 -0.04 

Gamma 2 Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.00 0.06 -0.04 -0.02 -0.02 0.04 0.02 
Avg Cognitive 0.01 -0.15 0.02 0.02 -0.03 -0.03 0.01 

Avg Fine Motor -0.07 0.12 -0.02 0.00 0.08 -0.01 0.01 
Avg Speech 0.03 -0.04 -0.05 -0.02 -0.06 0.04 0.02 
Avg Visual 0.03 -0.08 0.08 0.02 0.00 -0.01 0.03 
Avg Overall 0.03 -0.08 0.05 0.05 0.01 0.00 0.00 

Gamma 3 Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory -0.03 -0.04 0.12 -0.13 -0.08 -0.04 0.00 
Avg Cognitive 0.03 0.18 -0.02 -0.02 0.20 -0.06 -0.10 

Avg Fine Motor 0.05 -0.07 0.05 -0.05 -0.33 0.06 0.06 
Avg Speech -0.03 0.07 0.10 -0.13 0.12 -0.09 -0.06 
Avg Visual 0.00 -0.05 -0.06 -0.02 0.25 -0.06 -0.04 
Avg Overall -0.03 -0.02 -0.04 -0.06 0.23 -0.06 -0.02 

        Delta Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory -0.03 0.05 0.13 -0.06 0.01 -0.02 0.00 
Avg Cognitive -0.04 -0.02 0.11 0.07 -0.08 -0.02 0.09 

Avg Fine Motor -0.05 0.03 0.05 -0.08 -0.02 0.03 -0.13 
Avg Speech -0.01 0.03 0.11 -0.01 0.01 -0.04 0.05 
Avg Visual -0.01 0.02 0.05 0.02 -0.12 0.06 0.10 
Avg Overall -0.02 0.02 0.07 0.03 -0.12 0.08 0.10 

        Theta Frequency F7 Fz F8 Pz T7 T8 O2 
Avg Auditory 0.09 0.11 -0.09 -0.14 0.07 -0.11 0.05 
Avg Cognitive 0.05 0.09 -0.16 -0.05 -0.04 -0.07 0.04 

Avg Fine Motor -0.09 -0.02 0.16 -0.05 -0.06 0.02 -0.10 
Avg Speech 0.12 0.13 -0.15 -0.12 0.08 -0.11 0.07 
Avg Visual 0.06 0.10 -0.18 0.00 0.02 -0.08 0.07 
Avg Overall 0.06 0.11 -0.16 -0.01 0.02 -0.07 0.06 
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V.  Conclusions and Recommendations 
 

 The results presented in this thesis show that there is promise in using EEG 

frequency data for performance classification.  This thesis presented an in depth look into 

each EEG frequency band used in the 711th HPW/ RHCP HUMAN LAB experiment to 

give future researchers more insight towards what each EEG frequency is capable of with 

respect to classification of operator performance and operator workload prediction.  There 

is still much work to be done before EEG Data can be relied on heavily as an indicator of 

performance or workload.   

 

Performance Classification with individual EEG frequencies: Is it possible to classify 

performance using EEG data exclusively? 

 

 The results of performance classification show that High performers and Low 

performers can be detected using only EEG data and machine learning. From the results 

presented in this thesis, we can conclude that detecting these two different classes (High 

performer, Low performer) is possible using either the Gamma EEG data or the Beta EEG 

data. Similarly, these two classes can be detected using all EEG frequencies combined.  

Based on the results reported in this thesis, it may be possible to rely on only Gamma EEG 

data to predict task performance as opposed to all EEG frequencies combined.   Reducing 

the number of features used when classifying with EEG data from 49 (All EEG 

frequencies) to 21 (Gamma 3x7) would improve the ANN used to classify performance and 

decrease computational load.  This would make implementation in the field much easier 
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and make classification online a more feasible effort. Instead of designing an algorithm to 

utilize some combination of EEG frequency bands, researchers could use just one. Task 

prediction using EEG frequency data from dual classified subjects indicate that there is a 

difference in EEG data when an individual struggles in a task as opposed to when that 

individual excels in another. The results show that the Gamma EEG frequency was the best 

and most consistent in its ability to predict task performance in the dual classified subjects.   

 Results from Task Prediction using novel EEG frequency scenario data show that 

the methods used in this thesis will not facilitate accurate prediction of High or Low 

Performers using raw EEG data the ANN has not been trained on.  An ANOVA showed the 

classification accuracy of the ANN on novel scenario data was statistically similar to the 

classification accuracy of the Naïve classifier.  The results from the classification analysis 

suggest some areas for future work to validate or improve the results.  

 

Other Machine Learning Techniques Used in Combination 

 

 It would be beneficial to compare these results against the use of another Machine 

Learning technique like Self Organizing Maps (SOM) or Radial Basis Function Neural 

Network (RBFNN) to see if better results can be produced using EEG data to classify 

individuals.  The scoring algorithm used in the HUMAN LAB study was not tested for 

accuracy before its inception.  It is possible that the task performance labeling technique 

used was not the best way to identify the EEG data samples for classification, resulting in 

lower classification ratios for the Alpha, Delta, and Theta EEG frequencies.  Patterns may 
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exist in these frequency bands that cannot be determined by any individual.   Instead, these 

patterns may be better identified using a SOM or RBFNN to identify and label the data 

initially, and then attempt classification using each individual EEG frequency band.   

Amarasinghe et al proposed a novel methodology to recognize thought patterns using Self 

Organizing Maps (SOM) for unsupervised clustering of raw EEG data and a feed forward 

ANN for classification [6]. This same method may be helpful in distinguishing different 

ways to label to the data to improve the low classification results of the Alpha, Delta and 

Theta EEG frequencies.  

 

Feature Reduction of the EEG Frequencies 

 

 Experiments conducted by Yordavana et al and Struber et al were able to show that 

the spontaneous gamma activity was greater at the frontal node sites and decreased in the 

anterior and posterior regions [35, 36]. Specifically, Gamma EEG frequency power was 

significantly greater at the left than at the right frontal node sites.  It may be beneficial to 

only include Frontal lobe node sights to truly test their responsiveness to sensorimotor 

information processing and their ability to predict task performance. A classification study 

could be done similar to the one presented in this thesis, but using EEG frequency data with 

only Frontal lobe features.  Once the features from the Frontal lobes have been isolated, 

noisy data should then be removed using Independent Component Analysis (ICA) similar 

to Belyalvin et al [5]. This process would decrease the amount of remaining muscle and 

eye movement noise from the data that hinder the ANN’s ability to predict task 
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performance. If the classification results beat that of the classification results presented in 

this thesis, it would further benefit algorithms designed to trigger augmentation based on 

physiological features.    

 

Workload Prediction using EEG frequency data: Is it possible to predict workload 
using EEG frequency data exclusively? 
 

 

 The results presented in this thesis during the workload prediction analysis suggest 

there is still much research to be done in this area.  Currently there is very little research 

that has been done to explore the abilities of each individual EEG frequency band to predict 

objective operator workload values.  The work presented in this thesis can act as a starting 

point for future research in this area.  The prediction accuracy of the ANN was recorded 

using Root Mean Squared Error and compared to a Naïve Predictor.  After analysis on 192 

combinations of scenarios, and VACP channels, there was no evidence that workload can 

be accurately predicted using raw EEG data with the techniques presented in the 

Methodology of this thesis. Specifically, predicting Overall VACP workload based on EEG 

frequency data proved difficult for the ANN.  In most scenarios, the ANN was extremely 

close to the high error results of the Naïve Predictor.  In 5 scenarios (Scenarios 1-16, Table 

11) the Naïve predictor actually beat the predictive accuracy of the ANN. Also, there was 

no correlation with the EEG frequency data and the VACP workload values. Using all of 

the EEG frequency data combined to predict the VACP workload data actually produced 

more error than individual EEG frequency bands.  Does this mean that there is such a thing 

as too many features in the input data with regards to predicting VACP workload values 
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with only EEG data? The high error and poor correlation results are clear indicators that 

there is much work to be done before prediction with EEG frequency data is used in the 

field. It may be beneficial to conduct tests in the future with minor changes to improve 

workload prediction 

Feature Reduction 

 

  In the future, it may be beneficial to do some feature reduction on the EEG 

frequency data before attempting to use it as input to the ANN for workload prediction. 

Reducing the features used to represent the EEG frequency bands to 2 or 3 may improve 

the workload prediction RMSE results. Employing further filtering techniques on the EEG 

data to reduce the feature size of each EEG frequency data may also be beneficial to the 

ANN to increase prediction accuracy.  It was clear that when features and granularity were 

increased to predict workload, the ANN performed worse with higher RMSE.  

Development of an EEG Baseline 

 

   To get a more precise idea of how well EEG data can predict or classify, the experiment 

itself has to be set up to do so from onset.  An “EEG baseline” must be established so that 

changes in the EEG data due to increases workload are more distinguishable when using 

machine learning.  As stated earlier in this conclusion, there is noise in the EEG frequency 

data generated from muscle movements, eye blinks, and other functions of the body.  An 

EEG baseline could be defined as a period of time before the task where the individual 

closes their eyes, sits motionless, and is given noise muffling headphones to reduce 
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recorded EEG noise from these bodily functions [8]. This baseline would make it easier for 

the ANN to distinguish between periods with no workload and where workload was 

induced. This increased ability to distinguish between changes in workload may reduce 

prediction error.  During the task it would be beneficial to remove all persons from the 

room and turn off all lights in the room to reduce distraction from the task. The participant 

should only be able to see the apparatus being used to conduct the experiment.  Developing 

a baseline where this noise has less of an impact on the noise captured by the EEG nodes 

would be beneficial to a study that looked to deeply analyze EEG frequency data and its’ 

ability to predict workload.     

Summary 

 There is great promise in researching the classification and predictive abilities of 

EEG frequency data.  EEG data is a fairly untapped resource in the Machine Learning 

community, but with further research, EEG frequency data could become a strong 

physiological feature used in a system designed to augment human performance using 

physiological data.  Further investigation of the EEG frequencies is needed before this step 

can be taken.  Evidence presented in this thesis suggest the Gamma EEG frequency is the 

best EEG frequency to use to classify individuals as High or Low performers in tasks 

requiring alertness such as Surveillance and Tracking. 

 Further research is needed when it comes to predicting workload based on EEG 

data exclusively.  It would be extremely helpful to explore feature reduction techniques to 

reduce the amount of data the ANN used as an input to predict workload values.  The 

workload prediction results show that too much granularity in the EEG frequency data is 
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disadvantageous to the ANN and hinders its ability to predict. They also show the 

importance of properly setting up an experiment to analyze desired features.  In the future, 

it would be beneficial to set up a baseline for any physiological feature to be analyzed post 

experiment.  This would make changes in the physiological data more apparent, 

specifically the EEG frequency data.  
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Appendix A. Root Mean Squared Error per EEG frequency using the ANN to predict  
VACP Workload Channel and Scenario (1-16) in the Surveillance and Tracking 

Tasks Respectively 
 

 
 

 

Auditory Cognitive Fine Motor Overall Speech Visual
1 1.79 4.14 0.46 4.89 0.41 1.05
2 1.80 2.67 0.50 7.30 0.39 0.91
3 1.91 3.92 0.48 5.11 0.42 0.83
4 1.91 4.57 0.45 7.00 0.41 1.15
5 1.98 1.55 0.48 6.59 0.43 0.84
6 2.00 4.14 0.47 5.55 0.39 0.78
7 1.66 3.42 0.46 6.55 0.45 0.92
8 2.19 3.24 0.49 6.29 0.42 1.63
9 1.88 2.68 0.45 5.43 0.43 1.00

10 2.09 5.84 0.48 9.47 0.43 1.84
11 1.99 4.45 0.45 8.35 0.44 0.98
12 1.74 3.52 0.46 5.23 0.42 0.94
13 1.74 4.16 0.48 6.83 0.44 1.00
14 2.10 1.98 0.46 5.83 0.43 0.91
15 2.00 3.20 0.46 3.03 0.43 0.87
16 2.05 3.23 0.49 3.40 0.43 0.83

Alpha Surveillance

Auditory Cognitive Fine Motor Overall Speech Visual
1 1.99 4.42 0.57 8.64 0.45 1.27
2 2.13 3.74 0.54 6.36 0.44 1.10
3 2.04 3.42 0.49 5.51 0.44 0.82
4 2.18 3.53 0.47 9.80 0.40 0.74
5 2.04 2.77 0.47 5.44 0.43 0.96
6 2.23 4.35 0.48 7.84 0.45 0.91
7 2.01 5.15 0.67 10.34 0.45 1.12
8 2.09 3.10 0.51 10.50 0.46 1.22
9 2.10 7.00 0.49 5.70 0.48 0.91

10 1.52 3.51 0.48 5.77 0.52 0.86
11 2.11 7.46 0.42 6.69 0.44 2.52
12 2.04 3.70 0.48 9.61 0.40 1.09
13 2.04 4.73 0.53 10.10 0.46 1.11
14 2.15 4.43 0.52 5.17 0.43 0.98
15 1.93 3.41 0.54 3.37 0.45 0.82
16 1.94 2.13 0.51 7.31 0.44 0.85

Beta Surveillance
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Auditory Cognitive Fine Motor Overall Speech Visual
1 2.18 5.20 0.84 10.00 0.62 0.95
2 1.93 3.73 0.57 5.02 0.43 1.56
3 2.09 4.57 0.57 7.44 0.47 0.90
4 1.37 6.01 0.63 9.74 0.51 1.13
5 2.11 4.42 0.51 7.12 0.45 1.27
6 2.00 3.99 0.44 8.47 0.41 1.08
7 2.21 4.92 0.67 5.91 0.67 1.39
8 2.06 3.83 0.74 11.18 0.45 2.00
9 2.10 3.79 0.43 5.20 0.42 1.35

10 1.85 5.86 0.47 7.39 0.54 1.02
11 2.47 6.79 0.64 8.04 0.45 1.31
12 2.13 5.03 0.51 7.18 0.42 1.16
13 2.13 3.87 0.54 6.45 0.46 1.25
14 2.42 2.88 0.53 5.08 0.46 1.35
15 1.90 3.24 0.57 3.86 0.49 0.86
16 2.11 3.60 0.58 6.34 0.47 0.87

Gamma Surveillance

Auditory Cognitive Fine Motor Overall Speech Visual
1 1.91 2.97 0.43 3.30 0.41 0.74
2 2.05 3.43 0.48 3.99 0.43 0.83
3 1.98 3.05 0.45 4.23 0.41 0.73
4 1.94 2.81 0.42 5.40 0.40 0.82
5 1.99 2.69 0.46 3.61 0.43 0.88
6 1.83 2.84 0.44 2.87 0.41 0.79
7 1.87 3.27 0.46 3.97 0.45 0.93
8 2.03 3.16 0.46 5.37 0.45 0.85
9 1.88 2.86 0.45 4.16 0.43 0.89

10 2.01 3.21 0.44 3.86 0.43 0.91
11 1.87 3.05 0.44 4.24 0.43 0.91
12 1.97 2.71 0.46 3.84 0.42 0.81
13 1.97 3.04 0.45 4.00 0.43 0.89
14 1.89 3.22 0.48 4.25 0.44 0.76
15 1.95 2.50 0.46 3.38 0.42 0.80
16 2.26 3.19 0.47 3.91 0.43 0.78

Delta Surveillance
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Auditory Cognitive Fine Motor Overall Speech Visual
1 1.97 3.64 0.52 2.98 0.42 0.82
2 2.05 3.41 0.52 3.75 0.42 0.89
3 2.04 4.04 0.46 4.16 0.42 0.81
4 1.92 3.48 0.44 5.42 0.41 0.85
5 1.90 4.14 0.45 5.19 0.43 0.94
6 1.95 4.08 0.46 3.42 0.41 0.82
7 1.93 4.08 0.47 3.88 0.44 0.91
8 1.93 3.22 0.49 5.10 0.43 0.89
9 2.21 3.04 0.47 6.55 0.43 0.98

10 2.03 3.30 0.46 4.70 0.42 1.01
11 1.91 4.48 0.47 5.62 0.46 1.10
12 1.89 3.26 0.46 4.71 0.41 0.79
13 1.89 3.18 0.48 5.26 0.43 0.98
14 2.02 3.74 0.45 5.50 0.40 0.91
15 1.96 3.19 0.47 3.33 0.42 0.82
16 1.93 4.77 0.50 3.75 0.43 0.92

Theta Surveillance

Auditory Cognitive Fine Motor Overall Speech Visual 
1 1.67 8.65 2.10 15.38 0.43 4.68
2 1.63 5.48 1.16 15.81 0.39 2.44
3 2.03 3.71 1.48 13.73 0.42 3.27
4 1.90 4.62 1.55 13.29 0.40 2.67
5 1.51 5.25 1.16 14.60 0.38 2.02
6 1.91 6.23 2.14 14.90 0.34 4.49
7 1.95 4.64 1.74 10.68 0.40 2.81
8 1.77 4.76 1.47 9.98 0.40 2.58
9 2.13 6.23 1.35 19.49 0.40 2.49

10 1.72 5.07 1.28 11.19 0.41 2.76
11 1.73 3.36 0.95 17.48 0.37 2.04
12 1.33 5.60 1.98 15.61 0.42 4.92
13 1.76 4.54 1.26 8.54 0.38 2.63
14 1.35 4.96 1.50 13.69 0.39 2.85
15 1.73 5.36 1.74 10.57 0.41 3.86
16 1.44 5.47 1.92 12.00 0.41 2.78

Alpha Tracking
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Auditory Cognitive Fine Motor Overall Speech Visual 
1 1.78 6.31 1.43 14.39 0.42 4.23
2 1.97 8.24 1.17 14.79 0.47 3.70
3 2.27 5.48 1.93 12.87 1.03 4.44
4 1.96 6.02 3.62 13.09 0.56 4.15
5 2.09 6.99 1.67 14.76 0.34 3.64
6 1.50 5.72 2.02 14.30 0.36 3.60
7 1.94 3.99 1.87 15.55 0.42 3.13
8 1.95 8.21 1.73 26.73 0.41 4.16
9 1.56 7.31 2.08 10.57 0.46 2.82

10 2.02 7.55 1.86 17.88 0.42 3.12
11 1.85 5.91 1.95 22.34 0.36 3.28
12 1.95 8.49 1.41 24.09 0.42 3.05
13 1.80 5.50 1.64 13.52 0.38 2.61
14 2.11 6.58 2.16 21.57 0.41 3.44
15 1.60 5.37 2.10 9.88 0.43 3.98
16 1.76 6.97 2.14 18.47 0.40 3.78

Beta Tracking

Auditory Cognitive Fine Motor Overall Speech Visual 
1 1.93 4.19 2.55 10.03 0.45 3.70
2 1.70 7.33 1.86 13.38 0.41 4.73
3 2.14 6.72 1.45 11.60 0.56 3.12
4 1.79 9.32 2.84 16.48 1.00 3.81
5 2.22 7.22 1.52 26.54 0.50 3.24
6 2.05 6.26 1.99 11.94 0.43 3.36
7 1.73 8.02 1.38 13.45 0.49 2.34
8 1.91 5.20 1.53 11.04 0.49 3.56
9 2.23 4.96 1.71 8.55 0.53 3.02

10 1.58 6.40 1.61 7.52 0.50 2.36
11 2.00 6.06 1.93 11.26 0.39 3.36
12 1.96 6.52 3.27 20.29 0.48 6.54
13 1.76 6.24 1.54 16.02 0.45 2.91
14 2.24 6.32 1.61 10.91 0.51 2.10
15 1.73 5.31 1.93 9.02 0.42 3.41
16 1.11 6.21 1.79 13.44 0.42 3.55

Gamma Tracking
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Auditory Cognitive Fine Motor Overall Speech Visual 
1 1.78 2.08 1.57 7.61 0.40 2.51
2 1.88 3.06 1.79 8.31 0.39 2.20
3 1.72 3.09 1.44 6.44 0.39 2.42
4 1.65 2.51 1.61 7.73 0.40 2.68
5 2.07 2.34 1.66 8.11 0.38 2.64
6 1.81 3.19 1.59 8.98 0.36 2.38
7 2.09 2.59 1.52 7.73 0.40 2.62
8 1.77 3.76 1.80 6.75 0.39 2.88
9 1.93 3.33 1.71 8.47 0.40 2.75

10 1.86 3.57 1.57 5.15 0.38 2.53
11 2.09 3.78 1.93 11.44 0.39 3.10
12 1.61 3.17 1.46 11.35 0.44 2.21
13 1.86 2.45 1.73 9.38 0.40 2.39
14 1.76 4.06 1.69 9.56 0.41 2.84
15 1.71 3.38 1.74 10.71 0.41 2.77
16 1.56 2.82 1.42 8.88 0.39 1.67

Delta Tracking

Auditory Cognitive Fine Motor Overall Speech Visual 
1 1.68 3.99 1.35 11.75 0.42 1.81
2 1.71 6.48 0.90 14.55 0.40 2.79
3 1.88 6.07 1.44 13.79 0.39 1.52
4 1.78 5.24 1.76 13.15 0.41 3.63
5 1.85 5.03 1.21 18.74 0.37 2.82
6 1.37 4.82 1.51 8.48 0.36 3.22
7 1.42 4.49 1.79 10.26 0.41 2.82
8 1.74 2.96 1.71 14.93 0.39 2.88
9 1.57 5.12 1.26 11.28 0.42 2.30

10 2.03 5.38 1.66 10.91 0.38 2.78
11 1.89 3.88 1.49 11.19 0.40 3.09
12 1.81 6.52 1.34 17.76 0.47 2.83
13 1.69 4.69 1.50 9.46 0.39 1.60
14 1.66 5.91 1.36 9.62 0.43 3.53
15 1.69 5.06 1.31 9.99 0.41 3.22
16 1.73 3.98 1.71 10.85 0.40 2.92

Theta Tracking
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Appendix B. One Way ANOVA p value results between Workload Prediction RMSE 
using ALL EEG Data Combined and Individual EEG Frequencies as Input to the 
ANN and the Uniform Naïve Predictor. One-Way ANOVA used the lowest RMSE 

from analysis using each EEG frequency to predict workload 
 

One-Way ANOVA between All EEG Combined and Naïve Predictor 
 Surveillance Tracking 

Auditory 4.037e-12 1.708e-11 
Cognitive 0.003 1.708e-11 

Fine Motor 5.079e-10 0.327 
Overall 8.375e-04 6.437e-06 
Speech 1.604e-20 4.357e-16 
Visual 0.011 0.095 

 
One-Way ANOVA between Individual EEG Frequencies and with Naïve Predictor 

 Surveillance Tracking 
Auditory 1.446e-31 1.446e-31 
Cognitive 1.317e-12 1.317e-12 

Fine Motor 1.006e-27 1.006e-27 
Overall 0.001 0.001 
Speech 1.071-45 1.071e-45 
Visual 4.6211e-05 4.621e-05 
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