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Abstract

Methods of performing and defending against deceptive actions are a popular
field of study in game theory. However, the focus is mostly on action deception in turn-
based games. This work focuses on developing strategies for performing environmental
deception in two-player, strategic-form games. Environmental deception is defined as
deception where one player has the ability to change the other’s perception of the state of
the game through modification of their perception of the game’s payoff matrix, similar to
the use of camouflage. The main contributions of this research are an expansion of the
definition of the stability of a Nash equilibrium to include cells outside the equilibrium,
and the creation of four algorithms for developing strategies for environmental deception,
including closed-form solutions for the creation of a 3x3 deceptive game with a 2x2
mixed-strategy Nash equilibrium (MSNE) that benefits the deceiver from a 3x3 game
containing a 2x2 MSNE. It is found that the value gain produced by a deceptive algo-
rithm is dependent upon the type of game to which it is applied and the maximum amount
of allowable change to the payoff matrix, emphasizing the importance of carefully select-

ing an algorithm to match the situation to which it is applied.
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GENERATION OF STRATEGIES FOR ENVIRONMENTAL DECEPTION IN

TWO-PLAYER NORMAL-FORM GAMES

1. Introduction

Deception in game theory is an area that has been widely studied in the fields of
economics, military decision making, and security. The ability of one player in a com-
petitive game to deceive his opponent(s) provides him with the ability to achieve an out-
come more favorable to him than if the potential for deception does not exist. This op-
portunity for increased advantage has motivated the study of deception in game theory in
many different forms.

Game theory provides a means to generate models of situations and determine the
best available action to take. In game theory, games are dichotomized in multiple differ-
ent ways based upon the purpose, structure, and solution of the game. This provides a
means to succinctly describe the key features of a situation based upon which class it falls
into for each of the dichotomies.

One of the characteristics of games in game theory is if it is cooperative or com-
petitive. In a cooperative game, the players are able to form coalitions where agreements
are enforceable by some means and the result of the game is based upon the coalitions
that are formed [1]. Such games are structured so that the incentives for cooperation are
built into the payoff matrix of the game. In a competitive or non-cooperative game, the
players are not able to form such coalitions or the coalitions are not enforceable [2]. The
games studied in this research are competitive games where a gain on the part of one

player represents a loss by their opponent.



Another dichotomy of games in game theory is the game structure. Two possible
structures exist: strategic-form games and extensive-form games. In strategic-form, also
known as normal-form, games, all players simultaneously select an action and the result
of the game is the result of the combination of actions. A strategic-form game can be
represented as an n-dimensional matrix where each dimension corresponds to the actions
of one of the n players and a cell of the matrix contains the payoff matrix for all players if
the combination of actions that intersects in that cell is played. An example of a strate-
gic-form game is rock-paper-scissors, where players select one of three possible moves
simultaneously and the result of the game is determined by the combination of moves
played. Extensive-form games are turn-based games where the players alternate moves
until an end state is reached. An extensive-form game can be represented by a tree where
each node is a state of the game and each child node is the result of the current player
taking one of the actions available to her. An example of an extensive-form game is
chess, where players alternate moves until a checkmate or draw occurs. The games stud-
ied in this work are strategic-form games.

Finally, games are distinguished based upon the type of solution that they contain.
In 1951, John Nash published the concept of the Nash equilibrium which states that every
game contains an equilibrium strategy profile for each player where each player’s strate-
gy profile is a best response to the others’ and no-one has incentive to deviate from their
equilibrium strategy profile [2]. The term strategy profile is used here to describe a set of
actions to take with a given probability of play for each action. A strategy that is a best
response to another strategy provides the highest possible payoff given that the opponent

is playing the other strategy [2].



Nash defined two types of equilibria: pure-strategy Nash equilibria and mixed-
strategy Nash equilibria. In a pure-strategy Nash equilibrium (PSNE), all players have a
single strategy that they will play 100% of the time. Deviation from this strategy will
provide a lower payoff to a player if their opponents do not change their strategy as well.
In a mixed-strategy Nash equilibrium (MSNE), all players have a set of strategies that
they randomize over so that their opponents do not know which strategy that they will
select. Each strategy has a set probability of selection intended to make the opponents
indifferent between the strategies in their equilibrium strategy set, i.e. each strategy has
the same expected value. Games containing both pure-strategy and mixed-strategy Nash
equilibria are considered in this research; however, the equilibrium type can affect the

strategy used so it is useful to note.

1.1 Problem Statement

The particular class of game studied in this research is a two-player strategic-form
competitive game in which each cell of the payoff matrix a payoff value for each player
than are constrained to the range [0,1] and sum to one. These values represent the re-
maining percent of full functionality of the deceiver’s systems after the actions chosen by
the deceiver and mark are executed and the percent by which the attacker has degraded
the deceiver’s functionality. The games studied will contain three actions for each player
and are represented such that the row player or evader attempts to maximize remaining
functionality while the column player or pursuer attempts to maximize the degradation of

the deceiver’s functionality.



For the purpose of this research, the evader or deceiver is given the ability to take
deceptive action against the pursuer or mark. The evader has full knowledge of the com-
plete state of the payoff matrix and the ability to change the values of the payoff matrix
as perceived by the pursuer before play begins and each player selects his strategy. This
ability is constrained by the resources available to the evader, represented by a maximum
amount by which the payoff values can be changed. The goal of this research is to de-
termine strategies where, given a game, the evader can maximize the amount of benefit
received from using deception with the limited resources provided to him. This form of
deception is referred to as environmental deception as the deceiver changes the mark’s
perception regarding the state of the world rather than his perception of the deceiver’s
choice of actions, as is studied in action deception. It is important to note that environ-
mental deception changes only the attacker’s perception of the world, not the actual state
of the world. All benefit gained by the evader through deception is gained by causing the
pursuer to play using a strategy different than the strategy he would play if presented the
true payoff matrix. This change in the pursuer’s strategy occurs because the pursuer’s
perception of the game being played differs, causing him to select a different strategy of
play in order to achieve a high payoff for himself. The evader can design the deceptive
game to increase the probability that the pursuer will select a strategy that increases the
payoff to the evader in the true game.

An example of the type of situation modeled by the games and use of deception in
this research is the use of flares and chaff by planes in dogfighting. The goal of the use
of flares and chaff is to deceive the enemy missiles into believing the state of the world,

i.e. the location of the target plane, is different than the truth. Chaff can deceive radar by
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appearing as another metallic object near to the target aircraft, while flares have a heat
signature that can cause infrared sensors to target them rather than the plane being target-
ed. The intelligent use of flares or chaff increases the remaining functionality of the
evader’s plane after the missile has exploded while the wrong choice provides little or no
benefit. Further, an evader’s deceptive strategies are constrained by the resources availa-
ble to him as a plane can only carry a finite amount of flares and chaff which, once ex-
hausted, provides no benefit to the evader. An optimal deceptive strategy makes the best
use of the available resources to increase the evader’s functionality after an attack.

The determination of strategies for environmental deception is simplified by the
existence of isomorphic transformations of games. Isomorphic transformations refer to
reordering of the rows and/or columns of the payoff matrix. A game that is an isomor-
phic transformation of another game is equivalent to the other game given relabeling of
the rows and columns. This means that a deceptive strategy developed for one game can
also be applied to all games that are isomorphic transformations of the game if the appro-
priate transformation is applied to the deceptive strategy. This greatly decreases the
search space for effective strategies and makes possible the development of deceptive
strategies that depend upon a certain ordering of the rows and columns of the payoff ma-

trix.

1.2 Challenges
The greatest challenge for determining optimal deception strategies is the exist-
ence of discontinuities in the mapping from the n-space representation of the payoff ma-

trix of a game to the equilibrium value and probabilities of play of the players’ strategies.



These knife edges, where the value and strategy profiles of a game change dramatically
with a small change in the payoff matrix of the game, can be located using stability anal-
ysis as described by Arsham [3] and expanded in this thesis. When changes to the values
of cells in the payoff matrix cause the equilibrium strategies of the two players to change,
the value of the game can change dramatically.

The existence of these knife edges complicates the development of deceptive
strategies as games with extremely similar payoff matrices may react very differently to a
deceptive strategy. Therefore, measures of similarity based upon distances between the
payoff matrices of games are incorrect and other methods for determining similarity be-
tween games must be developed in order to make development of deceptive strategies for
groups of games rather than individual games possible. The locations of knife edges
within game space can be determined based upon calculation of the stability of cells with-
in the payoff matrix. The calculation of cell stability is touched on in Chapter 3 and dis-

cussed at length in Appendix B.

1.3 Contributions

The main contributions of this research are an expansion of the definition of the
stability of cells within a payoff matrix as described by Arsham in [3] to include cells
outside of the equilibrium of a game, the definition of a set of criteria to evaluate strate-
gies for environmental deception, the creation of an algorithm that performs effective
environmental deception on any game with minimal information (for use as a baseline for
evaluation of other environmental deception algorithms), and the development of closed-

form solutions for calculating deceptive strategies that transform a 3x3 game containing a



2x2 MSNE into a deceptive game containing a 2x2 MSNE where equilibrium play by the
mark in the deceptive game provides an increase in value of the game to the deceiver. It
is found that the value gain produced by a deceptive algorithm is dependent upon the type
of game to which it is applied and the maximum amount of allowable change to the pay-
off matrix, emphasizing the importance of carefully selecting an algorithm to match the
situation to which it is applied.

The remainder of this thesis is organized as follows. Chapter 2 provides infor-
mation regarding related work in game theory on topics such as deception, equilibrium
stability, and equivalence classes of games. Chapter 3 provides an expanded definition of
stability for cells in a payoff matrix, describes four methods for generating deceptive
strategies and provides metrics for comparison between them based upon the necessary
attributes of a strategy for effective environmental deception. Chapter 4 presents the re-
sults of applying these algorithms to a set of games and compares the effectiveness of
each algorithm. Chapter 5 concludes and makes recommendations for future work. Ap-
pendix A describes the properties of the games being studied and Appendix B is devoted

to a discussion of stability analysis.



2. Literature Review

A rich body of work exists in the field of game theory. Since game theory can be
applied to any decision-making process which can be represented as a finite number of
players and actions and their corresponding payoffs, it can be applied to a variety of prob-
lems. Fields that commonly use game theory to model decision-making problems in-
clude computer science, economics, and military/political decision making.

The field of game theory contains a large variety of sub-fields focused on the
analysis of different types of games, analysis using different techniques, or the study of
different attributes of games. For this research, three of the subfields are of interest: de-
ception in game theory, stability analysis of games, and equivalence classes of games.
The study of deception in game theory is of interest as it relates to the goal of this re-
search: determining effective strategies for environmental deception. The fields of stabil-
ity analysis of games and equivalence classes of games provide information useful to de-
termining which strategies will be effective for different types of games. This section

provides an exploration of the literature that exists on each of these three subjects.

2.1 Deception in Game Theory

The use of deception in game theory has been widely studied in the literature;
however, the type of deception used varies widely from study to study. The most promi-
nent form of deception in the literature is applied to extensive-form or turn-based games.
In this deceptive paradigm, the deceiver attempts to make the deceived player believe that
the deceiver took a different action in their turn than they truly did. As the game is turn-

based, this affects the decisions of the deceived player, likely leading to an improved



payoff to the deceiver in the game. Since our research uses only normal form games, the
turn-based form of deception does not apply.

In [4] and [5], Carroll and Grosu [4] and Garg and Grosu [5] examine deception
in network security in the context of a signaling game. A computer is selected to be at-
tacked and the defender sends a signal (truthful or not) that the computer is a honeypot.
The attacker chooses to attack or not based upon the signal received. Pibil et al. [6] ex-
tend Carroll, Grosu, and Garg’s research, developing game theoretic models for the opti-
mal use of honeypots. Zhuang et al. [7] also examine an attacker/defender signaling
game where the defender sends a signal to the attacker and the attacker updates his belief
state based on the signal received. A fourth signaling game is studied by Hespanha et al.
[8], where the attacker and defender allocate three defensive units over two locations and
the defender can reveal the location of any number of units to influence the attacker’s
choice of target. Ma et al. [9] explore attacker/defender signaling games and the use of
deception for protecting electric grids. Lee and Teo [10] also study deception in the con-
text of a signaling game. Their study considers a scenario where one player observes the
payoff in two boxes and labels them as he wishes. The other player selects a box and
receives the payoff contained within, which the first player attempts to minimize. Lee
and Teo assume that the first player distorts the information to penalize the second player
and solve the game using linear equations.

Yavin [11] studies deception in the context of a pursuer-evader game where the
evader has the ability to induce errors in the pursuer’s sensors and control the type of er-
rors induced. Levitin and Hausken [12] study the utility of protecting genuine and false

targets against a two-phased attack. They find that the defense of some false targets



against the first wave helps to increase the security of the system against the second wave
of the attack. Fuchs and Khargonekar [13] study a game in which one player has an in-
formation advantage derived from a sensor net whose information can be corrupted by
the other player, decreasing their informational advantage. They develop closed-form
solutions for a set of situations based upon the solution of dual linear programming prob-
lems and provide a demonstration of the truth of Jones’ lemma.

An example of deception relevant to our research is described in the work of Lisy
et al. [14]. In Lisy’s work, the objective is to defeat environmental deception in a surveil-
lance coverage environment. The goal of the attacker is to perform surveillance to ob-
serve a given geographical region of interest while paying additional attention to certain
important sites. The defender in this scenario has a limited ability to change the per-
ceived importance of certain sites, increasing the difficulty of the attacker’s efforts to
cover the region with the appropriate levels of surveillance. A method is developed
which provides the ability to determine, based on the information corrupted by the de-
fender, the sites of interest that require increased surveillance with accuracy better than
an approach that ignores information regarding sites of interest entirely.

The relation between our research and that described in Lisy et al.’s work is that
Lisy studies the same problem with a different purpose. The ability to modify the appar-
ent importance of sites in the region undergoing surveillance granted to the defender is
equivalent to a deceptive party’s ability to modify the payoff values of the matrix as per-
ceived by the deceived player. The difference is that our research determines the optimal
strategy for the defender while Lisy attempts to optimize the strategy pursued by the at-

tacker performing surveillance.
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The theory of deception has been studied from multiple different perspectives in
the literature. Gharesifard et al. [15, 16, 17] use hypergames to model the changing be-
lief states of players playing games with incomplete information. This is relevant to the
study of deception in game theory as the mark in a game where deception is occurring
has incomplete information. However, since the games studied here are single-phase
games, the mark does not have the ability to update their belief state over time, so this
research does not apply.

Wagner and Arkin [18, 19] study whether deception should or should not be per-
formed by robots and the type of deception to perform based on the mark. This relates to
research on deception in game theory in general, but does not relate to our research as
opponent modeling is not explored in our work. Instead, the mark is assumed to be fully
deceived and play the Nash equilibrium of the deceptive game.

Greenberg [21, 20] explores the effects of deceiving the mark about the probabil-
ity that a certain state of the world is the truth upon the mark’s choice of strategy. This is
relevant to our research as the goal of deception is to affect the mark’s choice of strategy
by changing their perception of the game being played. However, Greenberg does not
provide a mechanism for creating deception, instead studying the effects of the uncertain-
ty caused by deception upon the mark’s choice of strategy. This differs from our re-
search, where a mechanism for generating a deception that causes the mark to react in a
desired way is developed.

Li and Cruz studied the effect of increased information upon the decision making
of a player and the effects of a deceiver corrupting the additional information upon the

decision making of the mark in [22]. The work done by Li and Cruz is relevant to our
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research due to their study of the effects of corrupted information upon the decision mak-
ing of the mark. However, in their paradigm, the mark has the same base source of in-
formation as the deceiver as well as an additional information source that the deceiver
can corrupt. In our research, the mark possesses the same information sources as the de-
ceiver (a means to gather the information necessary to determine the payoff matrix of the
game being played), but the deceiver has the ability to corrupt all information received by
the mark. In this way, the deceiver completely controls the mark’s perception of the state

of the world.

2.2 Stability Analysis in Game Theory

The second area of interest to our work is that of equilibrium stability analysis for
games. The stability of a game, as used in this work, measures by how much the payoff
values of a game’s payoff matrix can be changed without the value and/or equilibrium
strategy sets of the game being changed. Previous research and definitions of stability
analysis in game theory can be expressed in two categories.

The definition of equilibrium stability most widely found in the literature is pre-
sented by Kohlberg and Mertens [23]. A stable equilibrium by their definition is an equi-
librium in an extensive-form game that is self-enforcing, i.e. no player will ever deviate
from it. They provide an example game where the second player deviates from the equi-
librium because they are presented with a choice that provides them with additional in-
formation regarding the state of the game and deviation from the equilibrium in this state

provides them with an increased payoff. While interesting, Kohlberg and Mertens’ defi-
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nition of equilibrium stability has no relation to our work because we use a different defi-
nition for stability.

Only one other line of research presents an alternative definition of stability.
Arsham [3] provides a definition of stability analysis in game theory that has no relation
to the definition of equilibrium stability used by Kohlberg and Mertens. Arsham’s work
focuses on determining the amount by which a mixed-strategy Nash equilibrium’s payoff
values can be perturbed while still maintaining the original MSNE strategy profile.
Arsham’s research represents a subset of our work and differs in two major ways. First,
Arsham only allows modifying the payoff values of cells within the MSNE (our work
doesn’t make this restriction). Second, our work determines how much any value of the
payoff matrix can be changed while producing an equilibrium that is strategy-equivalent
to the original game. By determining the minimum amount of change necessary to
change the strategy profile of a game, we define the lower bound on cost necessary to

perform effective environmental deception as defined above.

2.3 Equivalence Classes of Games

The final area of interest in this research is that of equivalence classes of games.
One obvious measure of equivalence could be determined based on the relationship be-
tween the payoff values in a game. By transforming a payoff matrix to a standard form
and generating a vector of payoff values for the game, each game can be represented as a
vector in 9-space. Unfortunately, due to the knife edges that exist in payoff between
strategy profiles, the Euclidean or Manhattan distance proximity of two 3x3 games in 9-

space does not necessarily imply that they have similar equilibrium strategy and value.
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Since normal distance measures are not applicable, it is necessary to determine new
measures of similarity between games that provide information that helps in determining
effective deceptive strategies for a game. For this reason, literature in the area of equiva-
lence classes is reviewed here.

Several forms of equivalence classes are introduced in the literature. Commonly
used equivalence classes are zero-sum versus non-zero-sum games, cooperative versus
common interest versus competitive games, and strategic versus extensive form games
[24]. Other equivalence classes defined in the literature are Nash equivalence classes,
rationalizable strategy-equivalence classes, iterated strict dominance equivalence classes,
correlated equilibrium equivalence classes, best response equivalence classes, better re-
sponse equivalence classes, and von Neumann-Morgenstern equivalence classes.

Germano defines equivalence relationships as relations on a space of games that
map games from this space into sets [25]. Equivalence classes are the various sets that
the games are mapped to, separated by those games for which the relation is discontinu-
ous. The number of equivalence classes is further decreased through the use of transfor-
mation of games by relabeling the players and/or their actions to determine games iso-
morphic to the original game.

Nash equivalence is defined by Germano [24, 25]. This definition states that two
games are Nash equivalent if there exists a transformation of the second game such that a
continuous path through the space of games exists between the first game and the trans-
formed second game. In this context, a continuous path refers to a series of isomorphic
transformations to the game and/or changes to the payoff values of the game such that no

modification crosses a knife edge in the mapping from payoff values to strategy profiles
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where a small change in payoffs yields a large chang