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#### Abstract

The post-911 environment has punctuated the force-multiplying capabilities that Remotely Piloted Aircraft (RPA) provides combatant commanders at all echelons on the battlefield. Not only have unmanned aircraft systems made near-revolutionary impacts on the battlefield, their utility and proliferation in law enforcement, homeland security, humanitarian operations, and commercial applications have likewise increased at a rapid rate. As such, under the Federal Aviation Administration (FAA) Modernization and Reform Act of 2012, the United States Congress tasked the FAA to "provide for the safe integration of civil unmanned aircraft systems into the national airspace system (NAS) as soon as practicable, but not later than September 30, 2015." However, a necessary entrance criterion to operate RPAs in the NAS is the ability to Sense and Avoid (SAA) both cooperative and non-cooperative air traffic to attain a target level of safety as a traditional manned aircraft platform. The goal of this research effort is twofold: First, develop techniques for calculating optimal avoidance trajectories, and second, develop techniques for estimating an intruder aircraft's trajectory in a stochastic environment. This dissertation describes the optimal control problem associated with SAA and uses a direct orthogonal collocation method to solve this problem and then analyzes these results for different collision avoidance scenarios.
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# OPTIMAL COLLISION AVOIDANCE TRAJECTORIES FOR UNMANNED/REMOTELY PILOTED AIRCRAFT 

## I. Introduction

THE POST-911 environment has punctuated the force-multiplying capabilities that Unmanned Aircraft Systems (UAS) provide combatant commanders at all echelons on the battlefield. With over a dozen years of relentless combat operations, "commanders have come to rely upon robust and persistent support based on unmanned platforms to execute their core missions against hostile forces" [1].

Not only have UAS made near-revolutionary impacts on the battlefield, their utility and proliferation in law enforcement, Homeland Security (HLS), humanitarian operations, and commercial applications have likewise increased at a rapid rate [10]. For example, the Department of Homeland Security (DHS) used Predator (MQ-1) Remotely Piloted Aircraft (RPA) to conduct surveillance operations of the international border between United States and Mexico. Further, Global Hawk (RQ-4) aircraft have aided in humanitarian relief efforts following a devastating earthquake in Haiti and a catastrophic tsunami in Japan. A recent report to Congress expressed the potential applications for unmanned aircraft systems are "bound only by human ingenuity" [11].

### 1.1 Background

Since 2002, the number of Department of Defense (DOD) UAS went from 200 to over 11, 000 [10]. Likewise, as seen in Figure 1.1, the cumulative number of DOD flight hours by unmanned systems went from approximately 50,000 hours in 2002 to over one million flight hours in May 2010, and six-months later, surpassed one million combat hours in November 2010 [1]; and this number continues to climb.


Figure 1.1: DOD Unmanned Aircraft System Flight Hours Per Year [1]

The United States Air Force (USAF) clearly recognizes the utility and explosive growth of RPAs and has in recent years increased its RPA pilot training despite the drawdown in combat operations [12]. ${ }^{1}$ Senior policy makers clearly understand that the near insatiable desire and need to operate RPAs in the Continental United States (CONUS) and overseas will continue into the foreseeable future. As such, under the Federal Aviation Administration (FAA) Modernization and Reform Act of 2012, the United States Congress tasked the FAA to "provide for the safe integration of civil unmanned aircraft systems into the National Airspace System (NAS) as soon as practicable, but not later than September 30, 2015" [13].

Without a traditional pilot in the cockpit, "One of the biggest challenges for integration of UAS into the NAS is the loss of the ability to see and avoid other aircraft, as required by Title 14 Code of Federal Regulations" [14]. Although the FAA Modernization and Reform Act of 2012 does not specify particular technological solutions, this Act plainly acknowledges

[^0]that a necessary entrance criterion to safely operate RPAs in the NAS and overcome the "see and avoid" limitation is the necessity for RPAs to Sense and Avoid (SAA) both cooperative and non-cooperative air traffic. The goal of this research is to support the DOD and FAA efforts to safely integrate and normalize RPA operations in the NAS.

### 1.1.1 Limitations with Current Methods for Access into the NAS.

Current methods for access into the NAS for RPA operations are "greatly limited under interim FAA policies" [1]. In order to conduct RPA operations "outside of restricted, warning, and prohibited areas" the DOD and other "federal, state, or local agencies" must receive authorization from the FAA "under a (temporary) Certificate of Waiver or Authorization (COA)" [11, 15]. The COA contains the operating capabilities, limitations and technical maturity of the unmanned system and is a formal request to the FAA for approval to conduct specific flight operations [11]. The FAA reviews each COA and then imposes various operating restrictions or limitations that the FAA deems necessary "to ensure the $[\mathrm{RPA}]$ can operate safely with other airspace users" [16]. Despite the recent improvement to speed up the arduous and time-consuming COA process, this process still "does not provide the level of airspace access necessary to accomplish the wide range of DOD [RPA] missions at current and projected operational tempos (OPTEMPOs)" [15]. The Office of the Secretary of Defense (OSD) Unmanned Systems Roadmap [15] goes on to say that the airspace "constraint" in the United States "will only be exacerbated as combat operations" overseas drawdown and unmanned systems return to stateside locations where RPA operators will inevitably commence their required training and proficiency operations.

Following the COA process, the current methods segregate, not "integrate", unmanned from manned aircraft operations in the NAS. These methods either involve procedural restrictions such as temporary no-fly zones which separate manned aircraft from unmanned aircraft or require chase pilots in manned aircraft to fly in close proximity to an unmanned aircraft in order to "see and avoid" for the RPA. Both of these methods unnecessarily constrict and tax an already limited airspace resource. Further, the additional complexity, increased safety risk, and added cost of manned chase aircraft do not necessarily add tangible
safety benefits. For instance, RPA pilots operate and fly the Global Hawk by entering aircraft maneuver commands via a computer keyboard and mouse and not via a traditional joystick; therefore, the Global Hawk cannot immediately respond to chase pilot commands to maneuverer to avoid an oncoming threat. Further, pilots in civil aircraft are flying chase missions at night for Reaper and Predator RPAs in order to comply with FAA COA guidance. RPA experts familiar with chase procedures agree these night chase missions increase the risk to both the chase pilots and other airspace users.

### 1.1.2 USAF RPA Operations.

The USAF has invested a significant portion of its UAS resources into Group 4 and 5 unmanned aircraft systems (reference Figure 1.2 for UAS Group designation). For the Air Force, these systems consist of the MQ-1A/B Predator, the MQ-9 Reaper, and the High Altitude Long Endurance (HALE) RQ-4 Global Hawk.

| UAS Groups | Maximum Weight (lbs) (MGTOW) | Normal Operating Altitude (ft) | Speed (kts) | Representative UAS |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Group 1 | 0-20 | <1200 AGL | 100 | Raven (RQ-11), WASP |  |
| Group 2 | 21-55 | <3500 AGL | < 250 | ScanEagle |  |
| Group 3 | < 1320 | < FL 180 |  | Shadow (RQ-7B), Tier II / STUAS | 24- |
| Group 4 | >1320 |  | Any Airspeed | Fire Scout (MQ-8B, RQ-8B), Predator (MQ-1A/B), <br> Sky Warrior ERMP (MQ-1C) | $\frac{1}{2}+\frac{2}{2}$ |
| Group 5 |  | > FL 180 |  | Reaper (MQ-9A), Global Hawk (RQ-4), BAMS (RQ-4N) |  |

Figure 1.2: DOD Unmanned Aircraft System Group Designation [1]

With the exception of climbs or descents, most Group 5 UAS operations in the NAS occur in Class A airspace, which extends above 18, 000 feet Mean Sea Level (MSL) to 60, 000 feet MSL [1]. By regulation, Air Traffic Control (ATC) actively monitors and provides positive separation between all aircraft in Class A airspace [1]. Because Class A airspace is under "positive control", the region of increased concern for collision avoidance systems are operations outside Class A airspace (such as climbs and descents) where ATC is not responsible for monitoring and providing positive separation between all aircraft in the airspace.

### 1.2 Current SAA Research

In recent years, triggered by the explosive growth in RPAs, the scientific and research communities have invested considerable efforts into researching SAA technologies to allow RPAs to "integrate" into the NAS. Among such efforts are those by the Air Force Research Laboratory (AFRL), Massachusetts Institute of Technology's Lincoln Laboratory, and others as described in the next chapter. The body of work presented herein focuses on and supports the ongoing SAA development efforts of AFRL.

Since 2008, AFRL and its industry partners have been working on a multi-sensor Airborne Sense and Avoid (ABSAA) system for the Global Hawk "under the Multiple Intruder Autonomous Avoidance (MIAA) science and technology program" [17]. The goal of this program is to prevent mid-air collisions by enabling an "unmanned aircraft to autonomously detect and avoid both cooperative and noncooperative intruders, responding within minutes to longer-range threats to maintain safe separation, and within seconds to short-range threats to avoid collisions" [17]. This system uses electro-optical sensors and radar to detect and track noncooperative targets such as general-aviation aircraft without transponders and uses the Automatic Dependent Surveillance-Broadcast (ADS-B) and Traffic Collision Avoidance System (TCAS) to sense and track cooperative air traffic [17].

Since 2010, AFRL's ABSAA system has conducted a series of flight tests using a Learjet equipped with the MIAA sensors and algorithms and acting as a surrogate for the unmanned Global Hawk [17]. These test flights evaluated the collision-avoidance algorithms and a new
electronically scanned sense-and-avoid radar, as well as a new technique to perform passive target ranging from the two-dimensional imagery provided by electro-optical sensors [17]. Preliminary results from these tests have helped to refine the operation of the collision avoidance algorithms and improve the operation and integration of the airborne sensors used to "sense" air traffic.


Figure 1.3: AFRL's Airborne Sense-and-Avoid System Overview [2]

### 1.2.1 System Description.

AFRL's ABSAA system initializes with the RPA's current position and planned route of flight. The system then projects the RPA's position 30 -seconds into the future and calculates a series of distinct collision avoidance trajectories based on pre-determined fixed increments of control modeled as normal acceleration $\left(N_{z}\right)$ and bank angle ( $\mu$ ) changes. Within the aircraft response model, the algorithm has a hierarchy of penalties or costs used to score each of the collision avoidance trajectories (depicted by the colored branches extending from the RPA in Figure 1.3). The algorithm then selects the trajectory with
the lowest score, and if required, commands the RPA to fly this lowest cost trajectory. Figure 1.3 from [2] shows a high-level overview of AFRL's ABSAA system. AFRL and its industry partner's Program Design Description Document (PDDD) [2] contains additional system details.

### 1.2.2 Areas for Improvement.

Preliminary analysis by AFRL and its industry partners indicates there are several areas for potential performance improvements in AFRL's current ABSAA system design. These areas include quantifying the performance improvements by using an optimal control solution, implementing a higher performing nonlinear estimation algorithm to minimize intruder uncertainty, and developing more robust algorithms to predict an intruder's trajectory in a stochastic environment. The body of work herein addresses each of these improvement areas.

### 1.3 Research Motivation for Optimal Control \& Stochastic Estimation

Most real-time SAA algorithms (such as those developed by AFRL, Lincoln Laboratory, and others) rely on a dynamic programming method where the system designers force the algorithm to select the best collision avoidance trajectory from a limited set of predetermined or canned trajectories. In contrast, an optimal control method calculates only one avoidance trajectory which is the optimal trajectory based on a system designer's specified optimality criteria. Figure 1.4 graphically depicts the difference between the dynamic programming method and the optimal control method.

The motivations for this research for posing the collision avoidance problem for RPAs as an optimal control problem are: (1) this formulation is flexible and can easily incorporate time constraints, path deviations, and control use into an appropriate cost functional to meet mission objectives while maintaining the required separation distance from one or more intruder aircraft; (2) these optimal solutions can provide design engineers a baseline or basis against which to judge other collision avoidance algorithms; and (3), design engineers can potentially use these optimal solutions in real-time RPA collision avoidance applications.


Figure 1.4: Comparison of Different Sense and Avoid Solution Methods

Additionally, since knowledge of the intruder's current and future position is unknown, solving the SAA optimal control problem requires application of stochastic estimation techniques. These techniques are necessary to estimate the intruder's position using imperfect sensor measurements and limited dynamics models. Thus, the motivation for applying stochastic estimation is to reduce the intruders' state error covariance and in turn increase the performance of the SAA algorithm.

### 1.3.1 Research Goal.

The goal of the body of work herein is to expand on AFRL's efforts and develop (1) techniques for calculating optimal collision avoidance trajectories for RPAs, and (2) techniques for estimating an intruder aircraft's trajectory in a stochastic environment. The body of work herein will demonstrate these results by flying these algorithms in a computerbased simulation.

### 1.3.2 Research Questions.

This research will answer the following three questions:

1. How do you formulate the airborne collision avoidance problem as an optimal control problem?
2. How should you model and estimate stochastic intruder(s) for an airborne collision avoidance application in the optimal control problem?
3. How do you account for ownship and intruder(s) uncertainties for an airborne collision avoidance application in the optimal control problem?

### 1.4 Expected Contributions

The expected contributions of this research is to add to AFRL's toolset in assisting the DOD and FAA safely integrate and normalize RPAs operations in the NAS. Although this research focuses on an RPA with Global Hawk-like performance characteristics, the results and methodology are platform agnostic and transferable to any RPA platform.

### 1.5 Assumptions \& Limitations

The FAA has expressed concern that integration of unmanned systems in the NAS would require RPAs achieving a Target Level of Safety (TLS) equivalent to manned aircraft operations [14]; however, to date, the FAA has not provided system designers a quantifiable metric for accessing an acceptable TLS for RPA NAS integration. The Radio Technical Commission for Aeronautics (RTCA) is a Federal Advisory Committee that is providing TLS recommendations to the FAA [18]. In particular, RTCA Special Committee-228, Minimum Operational Performance Standards for Unmanned Aircraft System, is working in a collaborative effort with the DOD and other federal and civil aviation agencies to define acceptable TLS criteria for RPA operations [19]. The preliminary results from this collaborative effort indicate that the TLS criteria will likely base minimum separation distance as a function of the closure rate between the RPA and the approaching air traffic. The work herein assumes the FAA will delineate a required TLS and identify a quantifiable metric for accessing TLS. In the interim, the work herein formulated TLS separation criteria based on MIAA program documentation [2], which used a separation distance that was not a function of closure rate. However, the problem formulation methodology in the work herein can accommodate any feasible TLS separation criteria to include a combination of time and distance. Finally, the focus of the work herein is to support typical NAS
operations. As such, the intruder dynamics model assumes nonaggressive maneuvers and that the intruder(s) are not adversarial, that is the intruder(s) do not intentionally try to collide with the unmanned aircraft.

### 1.6 Dissertation Overview

This dissertation contains ten chapters. This first chapter introduced the motivation and goals for this research. Chapter II provides a literature review of the current algorithms and stochastic models available to support airborne collision avoidance. Chapters III (optimal control) and IV (estimation) introduce the research methodology and provide a framework for answering the research questions. Chapter V presents a new method and algorithmic procedure for formulating uncertainty corridors in 3D for inclusion as timevarying inequality path constraints for the nonlinear optimal control problem. Chapter VI proposes two efficient methods to enforce conditional inequality path constraints in the optimal control problem formulation and compares and contrasts these approaches on representative airborne avoidance scenarios. Chapter VII is a limited comparison between the Jointly Optimal Collision Avoidance (JOCA) algorithm used in the Multiple Intruder Autonomous Avoidance (MIAA) program [2] and the optimal control algorithm developed through the work herein. The motivation for this comparison is to address the question "How do the trajectories of an optimal control approach compare to the JOCA algorithm results when generating an airborne collision avoidance solution?" Chapter VIII analyzes the simulation results for three different nonlinear estimation filters and compares their performance for use in an airborne sense and avoid application within the NAS. The motivation for this comparison is to address the question "How does the performance of these nonlinear filters compare when estimating and predicting an intruder's current and future trajectories for the optimal airborne collision avoidance problem?" Chapter IX combines the developments in the earlier chapters to formulate a new inequality path constraint that keeps a cylindrical keep-out region around the ownship optimally away from an ellipsoidal probability region around an intruder and then demonstrates this formulation in a stochastic
multi-intruder scenario. Finally, Chapter X summarizes and lists recommendations for future research based on the body of work herein.

## II. Background

THERE ARE many interrelated aspects that make the airborne Sense and Avoid (SAA) optimal control problem challenging and complex. This chapter cites different reviews in the literature that survey key SAA topics. Since a fundamental premise of the airborne SAA problem is the ability to detect or "sense" an intruder or threat aircraft, this chapter first introduces the different types of sensors used to perform this function. Next, prior to beginning the literature review, this chapter defines key terms and clarifies terminology for the work herein. This chapter then reviews various aspects of the airborne SAA problem and compares and contrasts current methods in the literature for the following three areas: (1) collision avoidance algorithms, (2) stochastic estimation techniques for collision avoidance applications, and (3) dynamic models to characterize aircraft response. Finally, this chapter concludes with a general overview of the research approach for the work herein.

### 2.1 Sensors

In order to avoid a collision, a SAA system must first have the ability to detect (that is, sense) an intruder or threat aircraft. The focus of this research effort is not on this sense or detect phase; however, an aspect of this research does focus on methods to incorporate stochastic sensor measurements into the collision avoidance algorithm, and thus, some discussion on sensors is warranted. Based on the sensor characteristics, this research models sensor performance to estimate measurement uncertainties and examines how these uncertainties impact the overall collision avoidance system's performance. Therefore, the intent of this section is to merely introduce and provide a general overview of the different types of sensors available for the detect phase. For additional details, Maroney et al. [20] provides an overview of sensor requirements for UAS SAA development.

### 2.1.1 Sensor Types.

Initially sensors can be categorized as either cooperative or non-cooperative sensors. Both sensor types are capable of performing the sense or detect function; however, as noted by Chen et al. [9] there is currently not a single sensor that adequately addresses SAA requirements for both cooperative and non-cooperative traffic. As a result, a robust SAA system requires a variety of sensor types to include those able to detect cooperative and non-cooperative air traffic.

### 2.1.1.1 Cooperative Sensors.

There are two types of cooperative sensors: those that broadcast their position when queried by an integrator and those that continuously broadcast their position without requiring an interrogation. TCAS is an example of a query-based cooperative sensor and ADS-B as well as tactical data links such as Situational Awareness Data Link (SADL) and Link-16 are examples of continuously broadcasting cooperative sensors. The obvious advantage of cooperative sensors is these sensors provide information regardless of the ownship's position or geometry (that is, these sensors are not limited by field of view or by errors in the ownship's heading angle). Also, with cooperative sensors, the ownship and intruder can potentially communicate and mutually collaborate on an acceptable collision avoidance paths and thus eliminate a key uncertainty area in collision avoidance algorithms of determining intruder's intent. TCAS II algorithm employs a collaborative collision avoidance solution [21].

### 2.1.1.2 Non-Cooperative Sensors.

There are two types of non-cooperative sensors: active and passive. Non-cooperative active sensors transmit electronic emissions from the host platform whereas non-cooperative passive sensors do not transmit electronic emissions. Radar is an example of a noncooperative active sensor and electro-optical (EO) is an example of a non-cooperative passive sensor. Non-cooperative sensors are necessary to detect aircraft that do not broadcast their position state information. Further, depending on the operational environment, a non-
cooperative passive sensor may be more advantageous than an active sensor in order to minimize enemy detection from radar emissions.

### 2.1.1.3 MIAA Sensor Suite Overview.

The sensor suite for the MIAA program, which this research supports, includes a mix of cooperative and non-cooperative sensors and consists of the following four sensors [2]: TCAS, ADS-B, EO, and radar. This diverse sensor array provides an excellent balance that maximizes detection across a wide-range of intruder types. The following paragraphs provide a short description of each sensor type.
2.1.1.3.1 TCAS. TCAS is a collision avoidance system that is required by FAA regulation to be installed on all large transport aircraft, both military and commercial. TCAS works by interrogating the transponders (Mode A, C, or S) of airborne aircraft in order to obtain range, bearing, and relative altitude information [9]. The range measurement for TCAS is calculated from the elapsed time for a response signal to return from the interrogated aircraft; bearing or azimuth is calculated via a directional antenna which measures the angle of return signal from the interrogated aircraft. TCAS provides different levels of traffic advisories to the pilots with the most severe being a resolution advisory (RA) which directs the pilot to perform a vertical avoidance maneuver in order to avoid hitting an intruder. TCAS does not command horizontal avoidance maneuvers. Furthermore, the system provides no collision avoidance protection against an aircraft that does not have an operating transponder [21].
2.1.1.3.2 $\boldsymbol{A D S} \boldsymbol{D} \boldsymbol{B}$. ADS-B is the satellite-based successor to the FAA's aging ground-based surveillance radar system [22]. ADS-B uses Global Positioning System (GPS) to determine and then share precise aircraft location information in real-time with other ADS-B equipped aircraft, both manned and unmanned. By 1 January 2020, all aircraft flying in designated classes of airspace within the NAS must have a functional ADS-B system onboard.
2.1.1.3.3 EO. A strength of an EO sensor is that it typically provides highly accurate angular measurements at a reasonably fast update rate [9]. However, known
limitations of a single monoscopic EO sensor are (1) the sensor does not inherently generate range information and (2) typical detection ranges are poor. The MIAA program is developing a custom EO sensor suite specifically designed to perform the SAA detect function onboard an autonomous Group 5 UAS [23].
2.1.1.3.4 Radar. For over 60 years radar has provided detection for airborne targets. In particular the MIAA program utilizes an Active Electronically Scanned Array (AESA) radar specifically designed to accomplish the SAA detect function onboard an autonomous Group 5 UAS [24]. Because the observation model for the radar system is the most challenging of all the sensor models, the radar system is the primary sensor modeled for the collision avoidance scenarios in the work herein.

Table 2.1 from [9] list typical accuracies, update rates, and detection ranges for the four sensors described earlier.

Table 2.1: SAA Sensor Characteristics [9]

|  | TCAS | ADS-B | Radar | EO |
| :--- | :--- | :--- | :--- | :--- |
| Accuracy | Range: $175-300 \mathrm{ft}$ <br> Bearing: $9-15 \mathrm{deg}$ <br> Altitude: $50-100 \mathrm{ft}$ | Horizontal position: <br> $25-250 \mathrm{ft}$ <br> Vertical position: <br> $50-100 \mathrm{ft}$ | Azimuth: 0.5-2 deg <br> Elevation: $0.5-2 \mathrm{deg}$ <br> Range: $10-200 \mathrm{ft}$ <br> Range rate: $1-10 \mathrm{ft} / \mathrm{s}$ | Azimuth: <br> Elevation: <br> Ele |
|  |  | 1 Hz | 0.0 .5 deg |  |
| Update rate | 1 Hz | $\geq 20 \mathrm{~nm}$ | $5-10 \mathrm{~nm}$ | 20 Hz |
| Detection <br> range | $\geq 14 \mathrm{~nm}$ |  | 2 nm |  |

### 2.1.2 Definitions and Terminology.

Prior to discussing the literature review, this section first defines key terms and clarifies terminology to establish a common framework for the body of work herein.

### 2.1.2.1 Pairwise vs. Concurrent Avoidance.

An important distinction to make in collision avoidance algorithms is how the formulation handles a multiple intruder environment. In this regard, there are two options the formulation can take: the first is pairwise, where the formulation computes an avoidance solution by sequentially resolving in a pairwise fashion each ownship-intruder conflict scenario; the second option is concurrent, where the formulation takes into account the entire air traffic situation simultaneously and then computes an avoidance solution [3]. In
general, algorithms that use a pairwise formulation method will produce a sub-optimal avoidance solution whereas a concurrent formulation allows for an optimal solution in a multi-intruder environment. Figure 2.1 pictorially depicts both formulation methods. As an example, the TCAS algorithm employs a pairwise approach which can potentially fail in certain situations [3]. Kuchar and Yang [3] suggest that collision avoidance designers at a minimum examine their algorithms in a multiple intruder environment to determine robustness to potentially taxing multi-intruder scenarios especially for pairwise formulation methods. The algorithm presented in this body of work uses a concurrent formulation in determining an optimal collision avoidance solution for a multi-intruder environment.


Figure 2.1: Pairwise Versus Concurrent Collision Avoidance Solutions. Adapted from [3]

### 2.1.2.2 Global vs. Local Avoidance.

By definition, a trajectory planning algorithm must produce a feasible path for an unmanned aircraft to fly that connects a start point to an end (or goal point) while avoiding known obstacles [25]. In this research, this type of trajectory planning algorithm is known as a global flight planning algorithm [26]. In general, these types of algorithms are used by mission planners to determine an a priori flight path for the RPA to fly while taking into consideration known obstacles or avoidance areas (such as no-fly zones, etc). There are
many algorithms that perform this task in the mission planning phase to determine a global flight path for the RPA to fly based on mission specific criteria. For instance, Mujumdar and Padhi [4] list the following four examples of global path planning algorithms: graph search methods [26], Rapidly-exploring Random Tree (RRT) [27], potential field [28], and a minimum effort guidance method [29].

Once airborne, if sensors onboard the RPA detect an airborne intruder or an unplanned obstacle, then a local collision avoidance algorithm must calculate a feasible (that is, flyable) path for the unmanned aircraft that avoids the threat. The focus of the work herein is not on global path planning algorithms but on local collision avoidance algorithms; nevertheless, researchers have adapted certain global planning algorithms, such as the four listed above, to also provide local avoidance solutions. However, not all of these algorithms are suitable for an airborne collision avoidance application. For example, Mujumdar and Padhi [25] note that the random nature associated with the RRT algorithm makes reliable collision avoidance with a moving intruder impossible. Therefore, RRT and other path planning algorithms, that despite reasonable adaptation, may still not provide reliable collision avoidance solutions were not considered in the literature review that follows.

In general, an RPA will have a start point and a flight plan endpoint or goal that the vehicle is attempting to achieve. After the local collision avoidance maneuver commands the RPA off the pre-computed flight path, there are two options the RPA can take: (1) compute a new optimal solution to reach the goal or (2) return to the original pre-computed flight path. Figures 2.2 and 2.3 pictorially depict both scenarios. The literature review considered both types of algorithms. The body of research presented herein can either calculate a new optimal solution to the goal or calculate a solution back to the original route of flight in an optimal manner.

### 2.1.2.3 Collision vs. Obstacle Avoidance.

Although not universally applied in the research community, to help distinguish between air and ground collision avoidance algorithms, the research herein adopts the nomenclature used by Wang et al. [30], where the phrase collision avoidance refers to


Figure 2.2: Replan by Calculating New Optimal Solution for the Goal. Adapted from [4]


Figure 2.3: Replan by Calculating Optimal Solution Back to Path. Adapted from [4]
the RPA avoiding a moving airborne target and the phrase obstacle avoidance refers to the RPA avoiding a stationary or fixed obstacle. The focus of the work herein remains to develop best techniques for calculating optimal collision avoidance trajectories for an unmanned aircraft to avoid colliding with other airborne aircraft; however, the algorithm developed herein can also apply to fixed obstacles such as no-fly zones. A final note on terminology, in this document the term ownship refers to the unmanned aircraft (that is, the host RPA) and the term intruder refers to the target or intruding aircraft, which could be one or many.

### 2.2 Literature Review

This section provides a review of the literature in the following three key SAA topics: (1) collision avoidance algorithms, (2) stochastic estimation techniques for collision avoidance applications, and (3) dynamic models to characterize aircraft response.

### 2.2.1 Collision Avoidance.

A keyword search of "collision avoidance" in ScienceDirect, an online scholarly database, returned over 10,000 articles. Clearly, collision avoidance is a topic of great interest across a broad spectrum of modern transportation applications, and in particular, of grave interest to the aviation community. Since the 1950's the engineering and aviation communities have sought technical solutions to prevent midair collisions between aircraft [31]. In 1955, the RTCA "working through the Air Transport Association (ATA), issued a request for the electronics industry to develop an Airborne Collision Avoidance System" [31]. A tragic midair collision the following year by two airliners over the Grand Canyon rapidly increased the urgency by the aviation and engineering communities as well as lawmakers to field a viable collision avoidance system. Over the next three decades, this ensuing national and international development effort formed the foundation for what is today TCAS, a limited non-automated collision avoidance system and the only collision avoidance system required onboard all large commercial and military transport aircraft.

Near the start of the twenty-first century, two key events contributed to an explosive growth in airborne collision avoidance research. The first was the desire to facilitate free fight by commercial aviation, and the second, addressed earlier, was the explosive growth of RPA's. As part of the Next Generation Air Transportation System, free flight is a proposed ATC scheme that would increase airspace capacity by granting air traffic greater autonomy and the ability to bypass structured airways in order to maximize fuel efficiency or minimize time [32]. An obvious safety concern is this ATC scheme eliminates the inherent layer of protection against midair collisions imposed by a structured airway system. In an effort to facilitate free flight, a number of researchers posed the use of various airborne collision avoidance methods as cited by Christodoulou and Kodaxakis [33]. Similarly, in an effort
to increase safety and gain airspace access by RPAs, an avalanche of research in unmanned aircraft collision avoidance immediately followed on the heels of this spike in research to support free flight.

Useful surveys of collision avoidance algorithms appear in Kuchar and Yang [3], Goerzen et al. [34], and Mujumdar and Padhi [4]. In their seminal survey study, Kuchar and Yang reviewed nearly 70 conflict detection and resolution modeling methods and developed for the first time a taxonomy to classify these various modeling methods. In their survey, Mujumdar and Padhi specifically addressed evolving philosophies concerning collision avoidance methods for unmanned aircraft and defined two broad categories for RPA collision avoidance algorithms: global (primarily conducted off-line in mission planning) and local (conducted real-time while airborne). Goerzen et al. published a survey of motion planning algorithms for autonomous guidance of unmanned aircraft. In this survey the authors noted that the lack of exact algorithms or consensus on approximating algorithms unique to the RPA motion planning problem has made it difficult to design a guidance system, let alone choose an appropriate algorithm [34].

A number of works have looked at trajectory planning and optimization for air vehicles using an optimal control problem formulation methods [35-37] and some, such as [38], have even demonstrated this method in flight on a small-size unmanned vehicle. However, much of the previous work in trajectory optimization using optimal control problem formulation methods focused on deterministic path constraints such as fixed objects (buildings or nofly zones) or avoiding aircraft with deterministic flight trajectories and fixed-uncertainty regions, and therefore, do not offer a robust treatment of handling time-varying uncertainty as required for the airborne collision avoidance problem. For example, [39] formulated the collision avoidance problem using a stochastic optimal control approach but limited their evaluation to atmospheric uncertainty against an intruder flying a known flight path. Other stochastic optimal control formulation methods such as generalized polynomial chaos (gPC) $[40,41]$ are computationally unwieldy and are not well-suited for real-time airborne collision avoidance.

An initial literature review revealed nearly 20 different problem formulation methods with potential applicability for an unmanned aircraft collision avoidance application. Even if the methodology presented by the researchers in the literature was not specifically devised for an RPA collision avoidance application (such as piloted free flight operations), this review still considered these methods since a logical extension such as an inner-loop controller could allow these methods to work for an RPA collision avoidance application. Likewise, although the focus of this review was on collision avoidance against a moving airborne intruder, this review still considered certain avoidance methods that researchers have implemented specifically for stationary obstacles. The logic for the inclusion of these methods is the same as previous; in certain cases, a logical extension could enable these methods to become applicable for a collision avoidance scenario. Appendix A to this document lists these various other problem formulation methods.

### 2.2.2 Stochastic Estimation.

Volumes of work in the literature address nonlinear estimation and the frequency of references to nonlinear filters continues to grow as researchers adapt and modify existing filters. Daum [42] provides an excellent survey of nonlinear estimation filters. In this review, Daum talks about the advantages and disadvantages of the various nonlinear filters. The number of specific navigation/tracking/avoidance algorithms in the literature is extremely vast. A few examples are in Jansson and Gustafsson [43] who implemented a nonlinear filter for a collision avoidance application for an automobile. Gustafsson et al. [44] used a nonlinear filter (particle filter) in a variety of tracking applications from a fighter aircraft using digital terrain to a car driving on the road.

For airborne collision avoidance a key consideration is estimating pilot intent [3, 45, 46] which largely contributes to uncertainty in an intruder's future position, and this uncertainty tends to grow as a function of time [47]. Researchers have used a number of different problem formulation methods for collision avoidance [3, 4, 34], but most of these methods do not offer a robust treatment of intruder uncertainty [3, 46]. The most common means to account for intruder uncertainty is to extrapolate a point estimate of the most likely trajectory (usually
based on a linear model) or use a worst-case dynamics trajectory over a finite-time horizon [3, 45, 46] as depicted in Figure 2.4 (adapted from [3]). Both extremes lead to suboptimal solutions by either underestimating an intruder's state leading to a potential collision or overestimating the state leading to unnecessary trajectory deviations; however, true probabilistic approaches that take the "middle-ground" between these extremes are often avoided due to computational intractability [45]. Nonetheless, [46] showed that accounting for the full posterior distribution vice a most likely point estimate not only provides a more accurate estimate of intruder position, but also a more robust collision avoidance solution. The work herein uses a particle filter implementation referred to as sampling importance resampling (SIR) $[6,48]$ to estimate the intruder's posterior distribution.


Figure 2.4: Intruder State Propagation Methods. Adapted from [3].

Particle filters have been used in the literature for collision avoidance in general [43] and for unmanned aircraft collision avoidance in particular [49, 50]. For instance, in [49] the authors used a particle filter to estimate uncertainty for a multiple unmanned vehicle environment; however, in this scenario each unmanned aircraft knew the planned trajectories of the other aircraft and the uncertainty was largely in atmospheric disturbances such as wind. Further, [50] used a particle filter with linear dynamics to assess collision
risk by estimating the distance at the closest point of approach; however, neither of these unmanned collision avoidance applications used the particle filter to estimate timevarying path constraints based on the posterior distribution calculated using nonlinear timecorrelated dynamics. Others have used particle filters to expedite the belief state search [51] or to assess system performance [52] but not directly to determine the avoidance solution.

A large body of work exists which accounts for intruder uncertainty in a dynamic programming framework using a partially observable Markov decision process (POMDP) [46, 51, 53, 54]; however, a potential limitation with this approach is the 'curse of dimensionality' [46, 55], which can be intractable in a multiple intruder environment. Although recent efforts have used pairwise decomposition to handle multiple intruder avoidance in a dynamic programing framework [56], these solutions are not necessarily optimal. Furthermore, probabilistic approaches cited in the literature often limited the avoidance maneuver to a single 2D plane $[39,45,46,51,52,57]$.

### 2.2.3 Dynamic Models.

### 2.2.3.1 Intruder Model.

There are many sources in the literature that list dynamic models to characterize aircraft response. Several excellent resources are the classic text by Blackman and Popoli [58] and the survey series produced by Li and Jilkov [59, 60]. For collision avoidance applications, there are two categories for intruder motion models: maneuvering and nonmaneuvering [59]. The MIAA program adopts a simple point-mass intruder dynamic model of 6 states ( 3 position states and 3 velocity states) [2]. This model assumes the intruder is effectively non-maneuvering (that is, flying straight and not turning); however, the model adds a process noise variance term into the estimation filter to help reduce tracking errors for a potentially maneuvering intruder, thus, "trading estimation accuracy for robustness."

From the literature, another possible intruder model for a SAA application is the Singer acceleration model described in [58, 59, 61]. This is also a non-maneuvering model that represents intruder movement in three-dimensions where the states are position, velocity and acceleration. This model assumes the intruder's acceleration $a(t)$ to be a zero-mean first-
order stationary Markov process with autocorrelation $R_{a}(\tau)=E[a(t+\tau) a(t)]=\sigma^{2} \exp ^{-\alpha|\tau|}$, or equivalently, power spectrum $\mathrm{S}(\omega)=2 \alpha \sigma^{2} /\left(\omega^{2}+\alpha^{2}\right)$ [59].

From Li and Jilkov [59], the state-space representation of the continuous-time Singer model is

$$
\dot{x}(t)=\left[\begin{array}{ccc}
0 & 1 & 0  \tag{2.1}\\
0 & 0 & 1 \\
0 & 0 & -\alpha
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] w(t)
$$

and the equivalent discrete-time model is

$$
x_{k+1}=F_{\alpha} x_{k}+w_{k}=\left[\begin{array}{ccc}
0 & T & \left(\alpha T-1+\exp ^{-\alpha T}\right) / \alpha^{2}  \tag{2.2}\\
0 & 1 & \left(1-\exp ^{-\alpha T}\right) / \alpha \\
0 & 0 & \exp ^{-\alpha T}
\end{array}\right] x_{k}+w_{k}
$$

Li and Jilkov note "the Singer model relies on an accurate determination of the parameters $\alpha$ and $\sigma^{2}$." In this model, the parameter $\alpha=1 / \tau$ is the reciprocal of the maneuver time constant $\tau$. For an aircraft application, a $\tau$ of approximately 60 seconds represents a "lazy turn" and a $\tau$ between $10-20$ seconds represents a highly maneuvering target [59]. An additional benefits of the Singer model is that the formulation is extremely versatile in that (1) as $\tau$ increases the model reduces to the constant acceleration (CA) model and (2) as $\tau$ decreases the model reduces to the constant velocity (CV) model [59]. Tirri et al. [50] used a Singer model to represent intruder dynamics in their SAA application. However, the Singer acceleration model assumes that the aircraft's $x, y$, and $z$ positions operate independently, which is usually not the case for an aircraft. Thus, Blackman and Popoli [58] present other models such as the Coordinated Turn Model which is a maneuvering model that accounts for the natural correlation between the aircraft's position states that occur during a coordinated turn maneuver. Both the Singer acceleration and the coordinated turn models are fully developed in the subsequent chapters of this document within the framework of a collision avoidance scenario.

### 2.2.3.2 Ownship Model.

For the ownship dynamics model, the body of work herein uses a 3 DOF nonlinear point-mass model as presented and developed in [2]. This model closely resembles the models in the literature for similar airborne collision avoidance applications such as by Raghunathan et al. [35] and Liu et al. [41]. Due to the large separation distances in the NAS (up to 5 nautical miles horizontally and 2, 000 feet vertically), the 3 DOF point-mass model provides the right balance between performance and computational complexity when compared to a higher dimensional 6 DOF model [2]. This 3 DOF model appears as [2]:

$$
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}(t), \mathbf{u}(t), t)=\left[\begin{array}{c}
\dot{x}(t)  \tag{2.3}\\
\dot{y}(t) \\
\dot{z}(t) \\
\dot{\gamma}(t) \\
\dot{\chi}(t)
\end{array}\right]=\left[\begin{array}{c}
V \cos \gamma(t) \cos \chi(t) \\
V \cos \gamma(t) \sin \chi(t) \\
V \sin \gamma(t) \\
\frac{N_{z} g \cos \mu(t)-g \cos \gamma(t)}{V} \\
\frac{N_{z} g \sin \mu(t)}{V \cos \gamma(t)}
\end{array}\right]
$$

where the states, $\mathbf{x}(t)$, consist of the cartesian directions $(x, y, z)$, flight path angle $(\gamma)$, and heading angle $(\chi)$ and the controls, $\mathbf{u}(t)$, are bank angle $(\mu)$ for horizontal control and normal acceleration $\left(N_{z}\right)$ for longitudinal or $z$-axis control where $N_{z}$ is defined in the velocity-axis frame [2]. The remaining variables in equation (2.3) are ground speed $(V)$ and gravitational acceleration (g).

The model in equation (2.3) assumes that the earth is flat and non-rotating, which are both reasonable assumptions given the low relative speed of the ownship compared to the earth's rotation and the short duration of the avoidance maneuver. The additional assumptions for this model are the ownship performs turns using bank angle alone such that the sideslip angle $(\beta)$ is zero and the side forces are negligible, which are standard aircraft assumptions for this type of application. Figure 2.5 (adapted from [2]) shows the forces of weight $(W)$, lift $(L)$, thrust $(T)$, and drag $(D)$ acting on the ownship. Finally, this model assumes that the flight control system keeps the vehicle speed constant throughout the avoidance maneuver. Again, based on the short duration of the avoidance trajectory ( $\approx 30$ seconds) this is a reasonable assumption especially relative to the engine spool-up time for
a typical HALE platform. As a result, varying speed during the avoidance trajectory was not considered for this collision avoidance application.


Figure 2.5: Forces Acting on the Aircraft. Adapted from [2].

Although point-mass models such as equation (2.3) are common in the literature, these types of models are only applicable for certain types of collision avoidance applications such as those where the minimum separation distance between aircraft is on the order of several hundred to several thousands of feet and the response times are on the order of tens of seconds to minutes. For example, in an air-to-air fighter aircraft end-game collision avoidance application such as described by Ikeda et al. [62] where the algorithm intentionally targets separation distances on the order of tens of feet and response times on the order of fractions of a second, a simple point-mass 3 DOF model would not be appropriate. A high-maneuvering dynamic application like that would require a higher fidelity and more accurate 6 DOF nonlinear aircraft model.

### 2.2.3.3 Look-Ahead Time Horizon.

Using the model in equation (2.3), the body of work herein applies a receding horizon approach and solves the optimal control problem over a fixed 30 -second time horizon. This 30-second look-ahead provides an adequate response time for a large-size RPA to generate a well-clear separation distance without requiring aggressive maneuvers or inducing an
overtaxing computational burden. This 30-second look-ahead mirrors the look-ahead time for the MIAA program [2]. The system designers selected this 30 -second time based on typical performance characteristics of a HALE unmanned aircraft. For example, a typical unmanned HALE aircraft will take approximately 15 seconds to generate a minimum of 500 feet separation distance and approximately 25 seconds to generate a "well-clear" separation distance, defined as 2,460 feet laterally and 820 feet vertically [2]. As a result, this $30-$ second look-ahead provides a reasonable balance between response time and computational efficiency.

### 2.3 Research Approach

The four distinguishing features of the work herein are: (1) the ability to perform local collision avoidance in three dimensions (3D) for a fixed-wing RPA both in a noncooperative and cooperative environment while optimizing towards a global goal, (2) the ability to perform optimal concurrent collision avoidance vice sequential pairwise avoidance, (3) the ability to provide a discrete cost function to assess optimality against other optimal avoidance algorithms, and (4) the ability to account for uncertainty in the collision avoidance algorithm.

The work herein formulates the airborne collision avoidance problem as an optimal control problem and then numerically solve this problem by applying a pseudospectral method (aka the method of direct orthogonal collocation). As noted by Huntington [63], the terms pseudospectral and direct orthogonal collocation are essentially interchangeable. In recent years pseudospectral methods have been used in a wide variety of applications. For example, researchers have applied pseudospectral methods in areas ranging from minimizing propellant used by thrusters on the International Space Station [64] to calculating optimal basic fighter maneuvers (BFM) for a fighter aircraft in a dogfight [65]. The rapid advances in computing technology has made pseudospectral methods particularly appealing, especially in the field of autonomous motion planning for unmanned vehicles. In 2009, Gong et al. [64] presented an excellent review of pseduospectral motion planing applications for autonomous vehicles and showed "that it is possible to do motion planning for different problems under
the unified framework of optimal control and pseudospectral methods." Betts [66] conducted a survey of numerical methods for trajectory optimization and the following references [6769] performed surveys focused specifically on direct methods. The motivations for posing the collision avoidance problem for RPAs as an optimal control problem are: (1) this formulation is flexible and can easily incorporate time constraints, path deviations, and control use into an appropriate cost function to meet mission objectives while maintaining the required separation distance from one or more intruder aircraft; (2) these optimal solutions can provide design engineers a baseline or basis against which to judge other collision avoidance algorithms; and (3), design engineers can potentially use these optimal solutions in realtime RPA collision avoidance applications. Solving the collision avoidance optimal control problem requires knowledge of the intruder aircraft's current and future position; however, in real-world applications the intruder(s) state information is unknown and must be estimated using imperfect sensor measurements and limited dynamic models. Therefore, reducing the error covariance and increasing the performance of the collision avoidance algorithm requires robust stochastic estimation techniques. The following chapters of this document provide additional details on the pseudospectral and stochastic estimation methods as they apply to the body of work herein.

## III. Optimal Control Methodology

$\prod^{\mathrm{HI}}$HIS CHAPTER describes the optimal control problem associated with airborne sense and avoid and uses a direct orthogonal collocation method to solve this problem. This chapter ${ }^{2}$ then analyzes these results for different deterministic collision avoidance scenarios. This chapter contains five sections. Section 3.1 provides a review of the research methodology. Section 3.2 describes the optimal control problem associated with airborne collision avoidance and the direct orthogonal collocation method used to solve this problem. Section 3.3 develops the foundation for the work herein by demonstrating the research methodology using a simpler 2D deterministic model and describes different collision avoidance scenarios and associated cost functions and control penalties. Finally, Section 3.4 analyzes these 2D results for different collision avoidance scenarios and Section 3.5 summarizes these results and introduces the topic for the subsequent chapter on incorporating stochastic estimation into the optimal control problem.

### 3.1 Methodology

### 3.1.1 Direct Orthogonal Collocation.

The work herein applies direct orthogonal collocation to develop optimal collision avoidance trajectories. A number of doctoral dissertations published in the last decade provide a thorough treatment of this method for solving optimal control problems [40, 63, 71, 72]. In general, optimal control problems fall into two categories: indirect methods and direct methods [63]. In an indirect method, the researcher derives the firstorder necessary conditions for optimality "via the calculus of variations and Pontryagin's minimum principle" [63]. In a direct method the researcher transcribes the continuous-time optimal control problem "directly to a nonlinear programming problem (NLP) without formulating an alternate set of optimality conditions" [63]. The resulting NLP is then

[^1]solved numerically using well-developed algorithms that attempt to satisfy the Karush-Kuhn-Tucker (KKT) conditions associated with the NLP [63].

### 3.1.2 Receding Horizon.

A fundamental concern in any airborne collision avoidance system is accounting for uncertainty in the intruder's state information based on imperfect sensor measurements. To help mitigate and minimize the impacts of uncertainty for an airborne collision avoidance application researchers such as Rathbun et al. [73] and Frew et al. [74] utilized a receding horizon approach. This approach attempts to minimize uncertainty and facilitate real-time implementation by transitioning an open-loop control scheme into a closed-loop scheme through the use of a finite-time horizon. The method in the work herein likewise applies a receding horizon approach and solves the optimal control problem over a fixed 30 -second time horizon.

Although the receding horizon approach does not implicitly account for uncertainty, this formulation is inherently resilient to uncertainty due to the iterative nature of the algorithm. In short, the receding horizon approach is an open-loop control approach specifically designed to provide appropriate control inputs for the vehicle (RPA) until the end of the set time horizon; however, in most real-time implementations the algorithm calculates and sends a new set of controls to the vehicle prior to the end of the finite horizon. Although system designers may use other problem formulation methods to generate the collision avoidance maneuver, designers often will employ a receding horizon approach to minimize the effects of uncertainty and to enable real-time implementation. For example, Rathbun et al. [73] primarily used a genetic problem formulation method but they also incorporated a receding horizon approach to account for uncertainty and generate a realtime trajectory. Similar to the approach described by Rathbun et al., the optimal control algorithm in the work herein plans and calculates the optimal set of control inputs over a fixed 30 -second time interval, flies the first time step while planning and calculating again the next 30 -second interval. This pattern is repeated which effectively transforms the optimization algorithm "from a static planner into a dynamic planner" [73] where
the previous control solution is the initial guess for the subsequent planning horizon. However, the performance of receding horizon algorithms can suffer in the absence of regular measurement updates since the planned trajectory may not accurately account for intruder state uncertainty throughout the finite time horizon.

### 3.1.3 Stochastic Estimation Method.

To account for intruder state uncertainty throughout the finite time horizon, the work herein applies a particle filter to estimate the intruder's current and future position as well as to characterize the three-dimensional (3D) uncertainty volume surrounding the intruder throughout the time horizon trajectory. Based on the results of the particle filter, the 3D uncertainty ellipsoid characterizing the intruder's current and future position expands and contracts as a function of the probability density function (PDF) associated with the observed states and the measurement update rate. The work herein uses the particle filter implementation referred to as Sequential Importance Resampling (SIR), which is a common implementation for similar tracking applications $[6,48,50]$.

### 3.2 Optimal Control Problem Formulation

The formulation of the optimal control problem is to find an admissible control $\mathbf{u}$ which causes the system

$$
\begin{equation*}
\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x}(t), \mathbf{u}(t), t) \tag{3.1}
\end{equation*}
$$

to follow an admissible trajectory $\mathbf{x}$ that minimizes the performance measure

$$
\begin{equation*}
J=\phi\left(\mathbf{x}\left(t_{f}\right), t_{f}\right)+\int_{t_{0}}^{t_{f}} L(\mathbf{x}(t), \mathbf{u}(t), t) d t \tag{3.2}
\end{equation*}
$$

This results in an optimal trajectory $\mathbf{x}^{*}$ and an optimal control $\mathbf{u}^{*}$ where $\mathbf{u}^{*}$ is defined as

$$
\begin{equation*}
\mathbf{u}^{*}(t)=\mathbf{a}(\mathbf{x}(t), t) \tag{3.3}
\end{equation*}
$$

and $\mathbf{a}$ is called the optimal control law [55]. In equation (3.2), $L$ is the cost function associated with the trajectory and control usage costs, and $\phi$ is the cost function associated with the trajectory at time final, $t_{f}$.

In addition to the dynamic equality constraint equation (3.1), the system in equation (3.1) is subject to the following equality boundary and inequality path constraints:

$$
\begin{align*}
\psi\left(\mathbf{x}\left(t_{0}\right), t_{0}, \mathbf{x}\left(t_{f}\right)\right)=0 & \text { (equality boundary constraints) }  \tag{3.4}\\
\mathbf{S}(\mathbf{x}(t)) \leq 0 & \text { (inequality path constraints) } \tag{3.5}
\end{align*}
$$

These constraints, equations (3.1, 3.4, and 3.5), bound or constrain the range of possible collision avoidance trajectories, $\mathbf{x}(t)$. In essence, the constraints are the non-negotiable system requirements the collision avoidance trajectory must satisfy. The performance measure, on the other hand, is the design parameter the optimal control problem seeks to minimize while satisfying the constraint requirements. This tradeoff between satisfying the system constraints while minimizing the performance measure is the heart of the optimal control problem. For the SAA problem, there are many performance measures or cost functions that the control designer can choose to minimize such as control usage, deviation from planned course, time traveled, and others. Each performance measure translates to a different physical characteristic for the RPA's optimal avoidance trajectory. The following five equations from [55, 75] list common performance measures along with a brief description of their physical significance. This chapter will demonstrate the results of minimizing various performance measures and highlight the differences as they relate to the SAA problem.

1. Minimize the operational time

$$
\begin{equation*}
J=\left(t_{f}-t_{0}\right)=\int_{t_{0}}^{t_{f}} 1 d t \tag{3.6}
\end{equation*}
$$

2. Minimize the control effort

$$
\begin{equation*}
J=\frac{1}{2} \int_{t_{0}}^{t_{f}}\left(\mathbf{u}^{T} \mathbf{R} \mathbf{u}\right) d t, \mathbf{R}>0 \tag{3.7}
\end{equation*}
$$

3. Minimize state deviations from a time varying path $\mathbf{C}(t)$ with minimum control effort

$$
\begin{equation*}
J=\frac{1}{2} \int_{t_{0}}^{t_{f}}\left[(\mathbf{x}-\mathbf{C})^{T} \mathbf{Q}(\mathbf{x}-\mathbf{C})+\left(\mathbf{u}^{T} \mathbf{R u}\right)\right] d t, \quad \mathbf{Q} \geq 0 \quad \mathbf{R}>0 \tag{3.8}
\end{equation*}
$$

4. Minimize state deviations from the origin with minimum control effort

$$
\begin{equation*}
J=\frac{1}{2} \int_{t_{0}}^{t_{f}}\left[\mathbf{x}^{T} \mathbf{Q} \mathbf{x}+\mathbf{u}^{T} \mathbf{R} \mathbf{u}\right] d t, \quad \mathbf{Q} \geq 0, \quad \mathbf{R}>0 \tag{3.9}
\end{equation*}
$$

5. Minimize the control effort while the final state $\mathbf{x}_{f}$ reaches close to a constant $C$

$$
\begin{equation*}
J=\frac{1}{2}\left(\mathbf{x}_{f}-C\right)^{T} \mathbf{S}_{f}\left(\mathbf{x}_{f}-C\right)+\frac{1}{2} \int_{t_{0}}^{t_{f}}\left(\mathbf{u}^{T} \mathbf{R} \mathbf{u}\right) d t, \quad \mathbf{S}_{f} \geq 0, \quad \mathbf{R}>0 \tag{3.10}
\end{equation*}
$$

The work herein uses a direct orthogonal collocation method to numerically solve the SAA optimal control problem. This approach transforms the dynamic optimization problem into a static optimization problem and then solves the static optimization problem using a direct orthogonal collocation method. In this method, "the state and control are approximated using global polynomials and collocation of the differential-algebraic equations is performed at orthogonal collocation points (i.e., the collocation points are the roots of an orthogonal polynomial and/or a linear combination of an orthogonal polynomial and its derivatives)"[76]. In the transcription process, the first step is to change the time interval of the optimal control problem from $t \in\left[t_{0}, t_{f}\right]$ to $\tau \in[-1,1]$. This is done using the affine mapping [71]

$$
\begin{equation*}
\tau=\frac{2 t}{t_{f}-t_{0}}-\frac{\left(t_{f}+t_{0}\right)}{\left(t_{f}-t_{0}\right)} \tag{3.11}
\end{equation*}
$$

In general, this $\tau$ "mapping is used to replace the optimal control problem in equation (3.2) with the problem of minimizing" [71] the performance measure,

$$
\begin{equation*}
J=\phi\left(\mathbf{x}(1), t_{f}\right)+\frac{\left(t_{f}-t_{0}\right)}{2} \int_{-1}^{1} L(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau) d \tau \tag{3.12}
\end{equation*}
$$

subject to the dynamic constraints

$$
\begin{equation*}
\frac{2}{\left(t_{f}-t_{0}\right)} \cdot \frac{d \mathbf{x}}{d \tau}=\mathbf{f}(\mathbf{x}(\tau), \mathbf{u}(\tau), \tau) d \tau \tag{3.13}
\end{equation*}
$$

An advantage of a direct orthogonal collocation method, "that is, the combination of using global polynomials with orthogonally collocated points" is this method is "known to converge spectrally (i.e., converging to the solution faster than any power of $N^{-m}$ where $N$ is the number of collocation points and $m$ is any finite value [Fornberg 1994])" [76]. An
often-stated critique of gradient-based NLP search methods is they produce local optimal solutions, which may or may not be global solutions. Subsequent chapters in this document address this limitation.

The previous chapter described the 3D ownship and intruder models for the predominance of the work herein. However, to first demonstrate the utility of the direct orthogonal collocation approach for an airborne collision avoidance application, this chapter first applies a simpler two-dimensional (2D), three-state deterministic ownship and intruder model to introduce the methodology and generate the results in Section 3.4.

### 3.3 Deterministic 2D Optimal Control Problem

We obtained the 2D deterministic results in this section by using the function 'fmincon' in Matlab's ${ }^{\circledR}$ Optimization Toolbox with the Sequential Quadratic Programming (SQP) algorithm option selected. Applying a building block approach, this section begins with a single intruder aircraft and then progresses to multiple intruder aircraft scenarios. The simulation model in these scenarios assumes the ownship, which is the RPA, receives perfect measurement updates of the intruder aircraft current and future position(s). The next chapter removes this assumption and applies stochastic estimation techniques based on non-perfect sensor measurements. Like the 3 DOF model, in the 2D model the ownship maintains a constant velocity; however, the intruder aircraft can vary velocities. A 2D version of equation (2.3) for the ownship dynamics appear as the system dynamic constraints as shown in equation (3.14):

$$
\begin{array}{lll}
\dot{\mathrm{x}}=V \cos (\chi) & \text { where } & \mathrm{x}=\text { Ownship's } \mathrm{x} \text {-position (East) } \\
\dot{\mathrm{y}}=V \sin (\chi) & \text { where } & \mathrm{y}=\text { Ownship's } \mathrm{y} \text {-position (North) }  \tag{3.14}\\
\dot{\chi}=\mathbf{u} & \text { where } & \chi=\text { Ownship's heading (degrees) }
\end{array}
$$

and $V$ is the ownship's ground speed.

### 3.3.1 Minimize Time.

There are numerous ways to setup the optimal control problem and the first set of scenarios investigated was to minimize the performance measure of time as shown in equation (3.6) with collision avoidance imposed as a path constraint. Minimizing this
performance measure simulates an RPA flying from one waypoint to the next waypoint in minimum amount of time. Operationally, this scenario can result from a tactical requirement to meet a minimum time-over-target-window. Therefore, for these scenarios the performance measure is simply:

$$
\begin{equation*}
\min J=\left(t_{f}-t_{0}\right) \tag{3.15}
\end{equation*}
$$

The equality boundary constraints, equation (3.4), associated with the minimum time problem are initial time, initial positions for ownship and intruder aircraft, and the final position for the ownship. These boundary constraints appear as:

$$
\begin{align*}
t_{0} & =\text { Initial time in seconds }  \tag{3.16}\\
\left(x_{0}, y_{0}\right) & =\text { Initial position (East, North) in feet for Ownship }  \tag{3.17}\\
\left(x_{i_{0}}, y_{i_{0}}\right) & =\text { Initial position (East, North) in feet for } i^{t h} \text { Intruder }  \tag{3.18}\\
\left(x_{F}, y_{F}\right) & =\text { Final position (East, North) in feet for Ownship } \tag{3.19}
\end{align*}
$$

The inequality path constraint, equation (3.5), for the collision avoidance problem is the ownship must maintain a minimum of 1,500 feet separation distance at all time from the intruder aircraft while seeking to fly to its specified final waypoint $\left(x_{F}, y_{F}\right)$ in minimum time. Thus, the inequality constraint for this problem appears as:

$$
\begin{equation*}
\text { Minimum separation distance } \leq \sqrt{\left(\mathbf{x}-\mathbf{x}_{i}\right)^{2}+\left(\mathbf{y}-\mathbf{y}_{i}\right)^{2}} \quad \forall t \tag{3.20}
\end{equation*}
$$

For the Legendre-Gauss-Radau (LGR) direct orthogonal collocation method used, the collocation nodes include the interior points plus the initial point. The number of nodes are chosen to provide the desired solution fidelity. For this problem, we used Matlab ${ }^{\circledR}$ to generate both the $\tau$ points associated with the LGR collocation nodes and the differentiation matrix, D. In addition, we used the algorithms developed by Shen et al.[77] to calculate the differentiation matrix $\mathbf{D}$ as well as the quadrature weighting matrix $\mathbf{W}$ in equation (3.25). By adding the final " +1 " $\tau$ point to the user defined collocation nodes, the differentiation matrix (per design) is a non-square matrix. The advantage of using this form of the
differentiation matrix with the LGR method is this matrix allows the transcribed dynamic equations to conveniently propagate the aircraft state variables to their final value.

For the case where the performance measure is to "minimize time" to arrive at a fixed point while avoiding the intruder aircraft, the transcribed cost function appears as:

$$
\begin{equation*}
\text { Minimize: } J=\frac{\left(t_{f}-t_{0}\right)}{2} \int_{-1}^{1} d \tau=\left(t_{f}-t_{0}\right)=t_{f} \tag{3.21}
\end{equation*}
$$

Subject to the following transcribed dynamic constraints:

$$
\begin{align*}
& \dot{\mathbf{x}}: \mathbf{D} \cdot \mathbf{x} \cdot \frac{2}{\left(t_{f}-t_{0}\right)}=V \cos (\boldsymbol{\chi}) \text { where } \mathbf{x}=\text { Ownship's x-position (East) }  \tag{3.22}\\
& \dot{\mathbf{y}}: \mathbf{D} \cdot \mathbf{y} \cdot \frac{2}{\left(t_{f}-t_{0}\right)}=V \sin (\boldsymbol{\chi}) \text { where } \mathbf{y}=\text { Ownship's y-position (North) }  \tag{3.23}\\
& \dot{\boldsymbol{\chi}}: \mathbf{D} \cdot \boldsymbol{\chi} \cdot \frac{2}{\left(t_{f}-t_{0}\right)}=\mathbf{u} \quad \text { where } \boldsymbol{\chi}=\text { Ownship's heading (degrees) } \tag{3.24}
\end{align*}
$$

### 3.3.2 Minimize Path Deviation.

For RPAs operating in the NAS, a more appropriate cost function is to minimize path deviation from the Air Traffic Control (ATC) pre-coordinated (or sanitized) air route or path. Minimizing deviations from this planned flight path allow FAA controllers to direct and schedule other air traffic around the RPA's proposed route. Further, in an operational environment the reconnaissance mission can dictate minimizing deviation from the planned path in order to maximize the RPA's surveillance potential. Equation (3.8) describes the performance measure associated with minimizing path deviations. Mathematically, this equation provides the tradeoff between minimizing path deviation (selecting $\mathbf{Q}$ ) and minimizing control usage (selecting $\mathbf{R}$ ). The relative ratio between these two competing weighting matrices is what shapes the optimal aircraft avoidance trajectory. In the 2D example, we chose the $\mathbf{Q}$-to- $\mathbf{R}$ ratio to drive the RPA to quickly minimize path deviations but not so aggressively as to cause multiple path overshoots. Based on choosing diagonal matrices for $\mathbf{Q}$ and $\mathbf{R}$, the transcribed cost function to minimize path deviation appears as:

$$
\begin{equation*}
\text { Minimize: } J=\frac{\left(t_{f}-t_{0}\right)}{2} \cdot \mathbf{e}^{T} \cdot \mathbf{W} \cdot \mathbf{Q} \cdot \mathbf{e}+\frac{\left(t_{f}-t_{0}\right)}{2} \cdot \mathbf{u}^{T} \cdot \mathbf{W} \cdot \mathbf{R} \cdot \mathbf{u} \tag{3.25}
\end{equation*}
$$

where $\mathbf{e}$ is the path deviation error and $\mathbf{W}$ is the LGR quadrature weighting matrix.
An important point to note is that in order to use direct orthogonal collocation to solve the optimal SAA problem we transcribed the problem from the time domain to the $\tau$ domain using equation (3.11). This transformation requires us to map the cost $(J)$ and the constraints, including the intruder(s) position, from the time domain to the $\tau$ domain using an affine transformation. Once transcribed, well-developed algorithms then solve the NLP numerically.

### 3.4 2D Results

This section provides the 2D results of the Matlab ${ }^{\circledR}$ simulations for the various optimal avoidance trajectory scenarios. For each of the simulations the blue aircraft represents the ownship, the red aircraft represents the first intruder aircraft, and the green aircraft represents the second intruder aircraft. The gray-colored line in the time sequence plots represent the ownship's intended flight path. In all simulation runs the ownship maintains a constant velocity of $V=600$ feet/second (or 360 nautical miles/hour). Table 3.1 describes the various simulation scenarios. In this table the intruder aircraft velocities appear as a function of the ownship velocity in the east $(x)$ and north $(y)$ directions.

Table 3.1: Summary of Simulation Scenarios

| Scenario | Intruder Dynamics | Performance Measure | Summary |
| :--- | :--- | :--- | :--- |
| Case 1 | $v_{x_{1}}=V \cdot\left(-\frac{1}{2}\right)$ <br> $v_{y_{1}}=V \cdot 0$ | Minimize time to next <br> waypoint | Nose-to-nose geometry where the <br> Intruder flies a constant velocity of <br> 300 feet/second. |
| Case 2 | $v_{x_{1}}=V \cdot\left(-\frac{1}{3}\right)$ <br> $v_{y_{1}}=V \cdot\left(\frac{1}{3}\right)$ | Minimize time to next <br> waypoint | Crossing geometry where the In- <br> truder crosses the ownship intended <br> flight path at a constant velocity. |
| Case 3 | $v_{x_{1}}=V \cdot-\cos \left(2 \pi \frac{t}{18}\right)$ <br> $v_{y_{1}}=V \cdot\left(\frac{1}{2}\right)$ | Minimize time to next <br> waypoint | S-turn geometry where the intruder <br> S-turns across the ownship intended |
| flight path at a varying velocity. |  |  |  |$|$

### 3.4.1 Case 1: Single Intruder, "Nose-to-nose" Geometry, Minimize Time.

For this scenario, the ownship (blue) and intruder aircraft (red) started nose-to-nose at time initial ( $t_{0}=0$ seconds) separated by one nautical mile ( 6,000 feet). For the simulation, the intruder aircraft (red) flew at a constant velocity equaled to one-half the ownship's velocity along a straight line path towards the ownship's starting position. In this scenario the ownship's final waypoint position was located two nautical miles ( 12,000 feet) directly in front of the ownship's starting position on the same latitudinal axis (East line). The simulation results appear in Figure 3.1 on the following page.

Figure 3.1 on the next page shows the optimal avoidance trajectory for this scenario was for the ownship (blue) to maneuver north in order to satisfy the inequality constraint of avoiding the intruder aircraft (red) by the specified separation distance of 1,500 feet. Once the optimal trajectory sat-


Figure 3.2: Case 1, Separation


Figure 3.1: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding Intruder (Red) by 1, 500 Feet Separation Distance While Minimizing Total Time.
isfied the inequality path constraint, that is, the intruder aircraft (red) was no longer an active constraint, based on aircraft dynamics and boundary constraints the optimal path was then for the ownship (blue) to fly a straight-line path to the final waypoint in order to minimize time. Figure 3.2 on the preceding page shows the ownship and intruder aircraft separation distance as a function of time. The gray-colored dashed line in this figure indicates the 1,500 feet separation distance constraint. This figure confirms the optimal avoidance trajectory satisfied the inequality path constraint by maintaining at least 1,500 feet from the intruder aircraft.

### 3.4.2 Case 2: Single Intruder, "Crossing" Geometry, Minimize Time.

In this scenario, the simulation started with the ownship (blue) and intruder aircraft (red) separated by approximately one nautical mile and with the intruder aircraft's flight path at a crossing angle to the ownship's intended flight path. For this simulation the ownship's final waypoint was located approximately 10,300 feet on a $15^{\circ}$ angle from the ownship's starting position. By design, the ownship started the simulation with a heading angle of $30^{\circ}$ to simulate the RPA arriving at the current waypoint with a heading angle
not directly aligned to the next waypoint. The intruder aircraft (red) in this scenario flew a constant velocity flight path which intentionally intersected the ownship's intended flight path. The simulation results appear in Figure 3.3.


Figure 3.3: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding Intruder (Red) by 1,500 Feet Separation Distance While Minimizing Total Time.

Intuitively, the time sequence plots in Figure 3.3 show the optimization algorithm performed correctly in this scenario. In the simulation, the optimal avoidance trajectory was for the ownship (blue) to intentionally maneuver to the south to avoid the intruder aircraft's (red) flight path, which


Figure 3.4: Case 2, Separation crossed the ownship's intended flight path from southeast to northwest. As in Case 1, once the optimal trajectory satisfied the inequality path constraint, that is, the intruder aircraft (red) was no longer an active constraint the optimal trajectory was then for the ownship (blue) to fly a straight-line path to the final waypoint in order to minimize time. Figure 3.4 plots the aircraft separation distance as a function of time and confirms the optimal avoid-
ance trajectory satisfied the inequality path constraint by maintaining at least 1,500 feet from the intruder aircraft while minimizing the overall time to reach the final waypoint.

### 3.4.3 Case 3: Single Intruder, "S-Turn" Geometry, Minimize Time.



Figure 3.5: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding Intruder Aircraft (Red) by 1,500 Feet Separation Distance While Minimizing Total Time.

The initial setup for the ownship and intruder aircraft in this scenario was identical to that of Case 2. The difference in this scenario from Case 2 was the intruder aircraft (red) now flew a changing velocity S-Turn pattern that crossed the ownship's intended flight path. This scenario intentionally challenged the robustness of the optimization algorithm. The simulation results appear in Figure 3.5.

Even with the challenging dynamics of a constantly turning intruder aircraft, the route planner performed correctly. The optimal minimum time avoidance trajectory was for the ownship (blue) to initially maneuver south to avoid the intruder aircraft


Figure 3.6: Case 3, Separation Distance (red). Once the intruder aircraft's (red) trajectory S-turned and reversed directions, in
order to minimize time, the optimal path, as depicted in Figure 3.5 on the previous page, was for the ownship to maintain a position 1,500 feet behind the intruder aircraft enroute to the final waypoint. Figure 3.6 on the preceding page shows the separation distance as a function of time and confirms the optimal avoidance trajectory satisfied the inequality path constraint. Since there was no constraint on the final heading, the ownship arrived at the final waypoint with a heading angle not aligned with its initial flight path as shown in panel (h) of Figure 3.5 on the previous page; however, this arbitrary heading angle may be operationally undesirable. Therefore, to fix this problem we can either add a heading constraint at $t_{f}$ or a path deviation constraint as demonstrated in the next case.

### 3.4.4 Case 4: Single Intruder, "Nose-to-nose" Geometry, Minimize Path Deviation.

The initial setup for the ownship and intruder aircraft in this scenario was identical to that of Case 1. The difference in this scenario from Case 1 was the performance measure ( $J$ ) now minimized path deviation along the intended route of flight instead of time by using equation (3.25). The simulation results appear in Figure 3.7 on the following page. Like Case 1, the ownship (blue) and intruder aircraft (red) started nose-to-nose at time initial ( $t_{0}=0$ seconds) separated by one nautical mile ( 6,000 feet). The intruder aircraft (red) flew at a constant velocity equal to one-half the ownship's velocity along a straight line path towards the ownship's starting position. In this scenario the ownship's intended flight path was due east along on the same latitudinal axis (East line) as its starting position. The time sequence plots in Figure 3.7 on the next page align with intuition and show the optimization algorithm performed correctly in this scenario. Like Case 1, the optimal avoidance trajectory for this scenario was for the ownship (blue) to maneuver north in order to satisfy the inequality constraint of avoiding the intruder aircraft (red) by the specified separation distance of 1,500 feet. However, unlike Case 1, once the optimal trajectory satisfied the inequality path constraint, that is, the constraint associated with the intruder aircraft (red) was no longer active, based on the new performance measure of minimizing


Figure 3.7: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding Intruder Aircraft (Red) by 1,500 Feet Separation Distance While Minimizing Path Deviation.
path deviations, the optimal path was now for the ownship (blue) to turn south and correct back to the intended flight path in order to minimize overall path deviation.

Panel (f) in Figure 3.7 shows the ownship experienced a slight overshoot then corrected back to the intended flight path line. This overshoot resulted from the $\mathbf{Q}$-to- $\mathbf{R}$ ratio used to shape the optimal trajectory to quickly minimize path deviations but not so aggressively as to cause multiple path overshoots. When comparing this scenario to


Figure 3.8: Case 4, Separation Case 1 , the impact of the cost function on the optimal avoidance trajectory becomes very clear. In the minimum time scenario (Case 1), the optimal path was to fly a straight line
path to the final waypoint once the path constraint associated with intruder aircraft was no longer active. In this minimize path deviation scenario of Case 4 , the optimal trajectory was for the ownship to correct back to path once the constraint associated with the intruder aircraft was no longer active. Figure 3.8 on the previous page shows the separation distance as a function of time and confirms the optimal avoidance trajectory satisfied the inequality path constraint.

### 3.4.5 Case 5: Two Intruder, Accelerating "Nose-to-nose" and "Crossing" Geometry, Minimize Path Deviation.



Figure 3.9: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding Both Intruder Aircraft \#1 (Red) and Intruder Aircraft \#2 (Green) by 1,500 Feet Separation Distance While Minimizing Path Deviation.

This scenario involved two intruder aircraft. The first intruder aircraft (red) started nose-to-nose at one nautical mile from the ownship (blue) and then accelerated directly towards the ownship's starting point. The second intruder aircraft (green)
started in the northeast and then flew at a constant velocity in a southwesterly direction that crossed the ownship's intended flight path. The simulation results appear in Figure 3.9 on the preceding page. In this scenario, the optimal path was for the ownship (blue) to maneuver to the north to satisfy the active inequality path constraint associated with the first intruder aircraft (red) which accelerated towards the ownship's initial position. Unlike previous scenarios, due to the red intruder's slight acceleration, the separation distance from the ownship increased at an exponential rate.

On the other hand, like Case 4, once the optimal trajectory satisfied the inequality path constraint, that is, the constraint associated with the first intruder aircraft (red) was no longer active, based on the performance measure of minimizing path deviations, the optimal path was again for the ownship (blue) to turn south and correct


Figure 3.10: Case 5, Separation back to the intended flight path. However, at that time the second intruder (green) aircraft's flight path crossed the ownship's route of flight. Therefore, the optimal path was now for the ownship to turn momentarily to the north then resume back south in order to minimize the overall flight path deviation. Again, based on the $\mathbf{Q}$-to- $\mathbf{R}$ ratio, the ownship (blue) slightly overshot and then corrected back to the intended flight path line as shown in panel (g) of Figure 3.9 on the previous page. Figure 3.10 shows the separation distance for both intruder aircraft as a function of time and confirms the optimal avoidance trajectory satisfied both inequality path constraints.

### 3.5 Summary of Optimal Control Results

The previous sections demonstrated the robustness of the optimal controller in satisfying the constraints and minimizing the specified performance measure. In each scenario, the route planner correctly avoided the intruder aircraft by the specified separation distance of 1,500 feet while minimizing the appropriate performance measure. For these
scenarios, the model operated on perfect or deterministic knowledge of the intruder aircraft current and future position(s). In real-world applications perfect knowledge is rarely, if ever, the case. Therefore, for a real-time airborne application, the route planner requires estimates from sensors such as an airborne radar, electro-optical sensors, or a cooperative datalink to provide a measurement or estimate of the intruder aircraft position(s); however, these measurements are not perfect nor are they always available. Thus, the route planner requires a stochastic estimator to account for the uncertainties associated with the sensors and the uncertainties associated with propagating these measurements forward in time in order to produce a predicted intruder aircraft
 flight path. As depicted in Figure 3.11, the

Figure 3.11: Uncertainty Grows Over Time uncertainty associated with the intruder aircraft grows as a function of time. To account for these uncertainties and provide the route planner with the "best" estimate of the intruder aircrafts' current and future position, the next chapter evaluates the use of a particle filter for the optimal collision avoidance application. Using a stochastic rather than a deterministic approach (as in Section 3.3), the separation distance inequality constraint associated with the intruder aircrafts' position must "expand and contract" as a function of time and measurement updates. The route planner must now satisfy a time varying inequality constraint based on the covariance of the estimates of the intruder aircrafts' current and future position(s). A description of the particle filter algorithm follows in the next chapter as well as specifics of how to integrate the filter with the previously developed optimal route planner. The performance of the route planner using a stochastically driven model rather than a deterministic case will show the advantage of using estimation techniques in these scenarios.

## IV. Estimation Methodology

型 framework for incorporating stochastic estimation into the airborne sense and avoid optimal control problem. This chapter introduces and describes the specifics of how to integrate a particle filter with the previously developed optimal route planner using a 3D stochastic collision avoidance scenario. This chapter ${ }^{3}$ consists of five sections. Section 4.1 describes the 3D models and Section 4.2 describes the particle filter implementation. Section 4.3 discusses the propagation and observation models used in the scenario and Section 5.6 analyzes the results. Finally, Section 4.5 concludes by introducing the follow-on research for the next chapter.

### 4.1 3D Model Description

The 3 DOF ownship model for this chapter is described by equation (2.3) with the assumptions for this model described in Section 2.2.3.2. To represent the intruder dynamics in 3D $(x, y$, and $z)$, this chapter uses a nine-state Singer acceleration model [61] where the states are position, velocity and acceleration. As briefly described in Section 2.2.3.1, this model assumes the intruder's acceleration $a(t)$ to be a zero-mean first-order stationary Markov process with autocorrelation $R_{a}(\tau)=E[a(t+\tau) a(t)]=\sigma^{2} \exp ^{-\alpha|\tau|}$, or equivalently, power spectrum $\mathrm{S}(\omega)=2 \alpha \sigma^{2} /\left(\omega^{2}+\alpha^{2}\right)$ [59].

As shown in equation (2.1) and repeated here for convenience, the state-space representation of the continuous-time Singer model for one dimension is [59]

$$
\dot{x}(t)=\left[\begin{array}{ccc}
0 & 1 & 0  \tag{4.1}\\
0 & 0 & 1 \\
0 & 0 & -\alpha
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] w(t)
$$

[^2]where $\mathbf{x}(t)$ is a column vector of position, velocity, and acceleration. Likewise, the equivalent discrete-time model is [59]
\[

\mathbf{x}_{k+1}=\mathbf{F}_{\alpha} \mathbf{x}_{k}+\mathbf{w}_{k}=\left[$$
\begin{array}{ccc}
1 & T & \left(\alpha T-1+\exp ^{-\alpha T}\right) / \alpha^{2}  \tag{4.2}\\
0 & 1 & \left(1-\exp ^{-\alpha T}\right) / \alpha \\
0 & 0 & \exp ^{-\alpha T}
\end{array}
$$\right] \mathbf{x}_{k}+\mathbf{w}_{k}
\]

In this model, the parameter $\alpha=1 / \tau_{m}$ is the reciprocal of the maneuver time constant $\tau_{m}$. For an aircraft application, a $\tau_{m}$ of approximately 60 seconds represents a "lazy turn" and a $\tau_{m}$ between $10-20$ seconds represents a highly maneuvering target [59]. $T$ represents the sample rate of the trajectory. In the case where $\alpha T \ll 1 / 2$, the discrete time propagation model and noise strength, $\mathbf{Q}_{k}$, become [61]

$$
\begin{gather*}
\mathbf{F}=\left[\begin{array}{ccc}
T^{5} / 20 & T^{4} / 8 & T^{3} / 6 \\
T^{4} / 8 & T^{3} / 3 & T^{2} / 2 \\
T^{3} / 6 & T^{2} / 2 & T
\end{array}\right]  \tag{4.3}\\
\mathbf{Q}_{k}=2 \alpha \sigma_{m}^{2}\left[\begin{array}{ccc}
1 & T & T^{2} / 2 \\
0 & 1 & T \\
0 & 0 & 1
\end{array}\right] \tag{4.4}
\end{gather*}
$$

Li and Jilkov note "the Singer model relies on an accurate determination of the parameters $\alpha$ and $\sigma^{2}$." A benefit of the Singer model is that the formulation is extremely versatile in that: (1) as $\tau_{m}$ increases, the model reduces to the constant acceleration model and (2) as $\tau_{m}$ decreases, the model reduces to the constant velocity model [59]. Tirri et al. [50] used a Singer model with their particle filter to represent intruder dynamics in their SAA application.

### 4.2 Particle Filter Development

This research uses SIR for the particle filter implementation which is common in tracking applications of this type. This section describes the particle filter algorithm as defined in $[6,48]$. The inputs to the particle filter algorithm are: $\boldsymbol{\chi}_{k-1}^{(+)}, \mathbf{u}_{k}, \mathbf{z}_{k}$, where $\boldsymbol{\chi}_{k-1}^{(+)}$ represents the particles at time $k-1$ whose distribution defines the probability density
function (PDF) of the system state, $\mathbf{u}_{k}$ is the control input of the system on the interval up to time $k$, and $\mathbf{z}_{k}$ is the measurement at time $k$.

The algorithm first initializes the set of before-measurement particles, $\boldsymbol{\chi}_{k}^{(-)}$, and the set of after-measurement particles, $\boldsymbol{\chi}_{k}^{(+)}$, to matrices of all zeros [48].

$$
\boldsymbol{\chi}_{k}^{(-)}=\boldsymbol{\chi}_{k}^{(+)}=\mathbf{0}
$$

The filter uses the dynamic model which is a function of the particle's state information, the control input, and the process noise to propagate each of the $N$ particles forward in time from $k-1$ to $k$. Each particle also has an associated weight, $w_{k}^{i}$, describing the likelihood of the particle generating a measurement similar to the actual measurement. When normalized, the set of particle weights represent the PDF of the true state of the system. The weights are assigned as the likelihood of the particle given a measured value of the state at time $k$. The newly generated particles and weights are then added to the initial (zero) values of the particles, $\boldsymbol{\chi}_{k}^{(-)}$. These steps are described algorithmically as [48]

$$
\begin{aligned}
& \text { for } i=1 \text { to } N(\text { where } N=\text { number of particles) } \\
& \text { sample } \hat{\mathbf{x}}_{k}^{i} \sim p\left(\hat{\mathbf{x}}_{k} \mid \hat{\mathbf{x}}_{k-1}, \mathbf{u}_{k}\right) \\
& w_{k}^{i}=p\left(\hat{\mathbf{z}}_{k} \mid \hat{\mathbf{x}}_{k}^{i}\right) \\
& \boldsymbol{\chi}_{k}^{(-)}=\boldsymbol{\chi}_{k}^{(-)}+\left\langle\hat{\mathbf{x}}_{k}^{i}, w_{k}^{i}\right\rangle
\end{aligned}
$$

end

After the measurement, the particle weights are normalized by their sum, $W$, such that the weights now define the posterior PDF of the system, described algorithmically as [48]

$$
\begin{aligned}
& \text { calculate total weight } W=\sum_{i=1}^{N} w_{k}^{i} \\
& \text { for } i=1 \text { to } N \\
& \quad \text { normalize } w_{k}^{i}:=w_{k}^{i} / W \\
& \text { end }
\end{aligned}
$$

Given this new posterior distribution of particles, some particles may not represent the system state appropriately due to a very small weight. Therefore, the method in this chapter resamples all the particles from the posterior PDF. This method inherently emphasizes particles with higher value weights and reduces or removes particles with lower value weights. Finally, the algorithm adds the resampled particles to the set of "after measurement" particles, $\boldsymbol{\chi}_{k}^{(+)}$as follows [48]

$$
\begin{aligned}
& \text { for } i=1 \text { to } N \\
& \quad \text { draw } j \text { with probability } \propto w_{k}^{i} \\
& \quad \text { add } \hat{\mathbf{x}}_{k}^{j} \text { to } \boldsymbol{\chi}_{k}^{(+)}
\end{aligned}
$$

end return $\left(\boldsymbol{\chi}_{k}^{(+)}\right)$

The particle filter algorithm then iterates for the number of desired time samples as defined by the optimal control problem. Common estimation methods often include the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF). The advantages of the particle filter over the EKF and UKF are that the particle distribution and the measurement likelihood do not need to be Gaussian. The particles and their weights shape the PDF of the state whereas the EKF and UKF rely on solely propagating variants of a mean and standard deviation of the state. However, the disadvantage of the particle filter is the increased computational cost associated with propagating a large number of particles. Chapter VIII in this document analyzes the simulation results of the EKF, UKF, and particle filter and compares their performance for use in an airborne sense and avoid application with the NAS. The next section describes how the particle filter affects the 3D airborne collision avoidance scenario. Specifically, this section explains how the particle filter impacts the inequality path constraint volume or keep-out zone as well as the intruder's estimated trajectory.

### 4.3 3D Scenario Description and Implementation

Section 3.3 referenced a 2D model for ownship and intruder dynamics as well as the optimization parameters used in the 2D case; however, unlike the 2D model, a 3D model
more accurately represents a real-world collision avoidance encounter. Thus, to model real world aircraft performance as well as estimate intruder uncertainty, the 3D collision avoidance scenario requires a different dynamics model for the intruder than previously described in the 2D deterministic scenarios. As described in Section 4.1, the intruder model we used for this scenario is the Singer acceleration model. In addition to a new dynamics model, the optimization problem is slightly different than previously described since the algorithm now continuously calculates a solution over a finite time horizon.

### 4.3.1 Scenario Description.

The application for this collision avoidance algorithm is for NAS flight operations where aircraft usually do not perform aggressive maneuvers. Therefore, consistent with the Singer acceleration model described in Sections 2.2.3.1 and 4.1, in this scenario the algorithm uses a $\tau_{m}$ of 60 seconds for the intruder to model a "lazy turn" with a sample rate of 1 Hz ( $T=1$ second). Since $\alpha T$ is sufficiently small we can use the approximation values for the Singer model expressed in equations (4.3) - (5.18). In the stochastic 3D scenario, the optimization algorithm attempts to minimize the deviation from a 3D flightpath corridor using maximum control available (bounded in the constraint function only). This generates an optimal 3D path for the ownship to fly that satisfies the boundary, path, and dynamic constraints. The simulation flies the ownship and intruder along the optimized trajectory


### 4.3.2 State Propagation.

As described earlier, the optimization algorithm uses a fixed 30 second receding horizon trajectory. To meet this requirement, the particle filter generates 1,000 particles from an initial Gaussian distribution around a nominal nine-state vector representing position, velocity, and acceleration in 3D. For the collision avoidance scenario in this section the initial state mean and standard deviation values are given in Table 4.1.

Table 4.1: Initial Particle Value Distribution

| State | Mean (feet) | Standard Deviation (feet) |
| :---: | :---: | :---: |
| x | 9,000 | 0 |
| y | 453.7 | 0 |
| z | 7,150 | 0 |
| $v_{x}$ | 200 | 0 |
| $v_{y}$ | 20 | 0 |
| $v_{z}$ | 0 | 0 |
| $a_{x}$ | 0 | 0.81 |
| $a_{y}$ | 0 | 0.26 |
| $a_{z}$ | 0 | 0.06 |

After an initial draw from the distributions, the algorithm propagates each particle according to the dynamics of the Singer model for 30 seconds. The algorithm then arbitrarily selects one of the 1,000 particle trajectories as the "true intruder trajectory" in order to generate measurements and evaluate the model performance. The model calculates a mean and standard deviation of the particle distribution at each time step. The optimization then uses the mean value of the 3D position at each time step as the expected trajectory of the intruder and the standard deviation in each axis, $\sigma_{i}$, to define the minimum separation region or keep-out zone around that mean. This keep-out zone is an ellipsoid that varies as a function of the standard deviation of the position estimate in each axis. This ellipsoid becomes the inequality path constraint for the optimization. For this chapter, we adapt an ellipsoid with a minimum 1,000 feet radius in each dimension by adding one standard deviation of the position estimate in each axis. As a result, this ellipsoid both grows and contracts as a function of time and measurement update such that as the position estimate uncertainty increases the minimum separation region grows. Likewise, this region contracts after the measurement update as the position uncertainty decreases. We used $\mathbb{G P O P S} \mathbb{I I I}[78]$ as the optimization software for this section.

### 4.3.3 Observation Model.

The sensor measurements at time $k, \mathbf{z}_{k}$, of the intruder aircraft are nonlinear functions of the intruder's state, $\mathbf{h}\left(\mathbf{x}_{k}\right)$, modeled according to

$$
\begin{equation*}
\mathbf{z}_{k}=\mathbf{h}\left(\mathbf{x}_{k}\right)+\boldsymbol{\nu}_{k} \tag{4.5}
\end{equation*}
$$

where $\boldsymbol{\nu}$ is zero-mean, white, Gaussian noise with noise strength,

$$
\begin{equation*}
\mathbf{E}\left[\boldsymbol{\nu}_{j}^{T} \boldsymbol{\nu}_{k}\right]=\mathbf{R}_{m} \delta_{j k} \tag{4.6}
\end{equation*}
$$

where $\delta_{j k}$ is the Kronecker delta function. The noise autocorrelation, $\mathbf{R}_{m}$, indicates the uncertainty associated with the sensor. The noise strength associated with each measurement appears along the diagonal elements of the matrix $\mathbf{R}_{m}$. The simulation described in this chapter used the following noise autocorrelation matrix.

$$
\mathbf{R}_{m}=\left[\begin{array}{cccccc}
(0.01) z_{R} \mathrm{ft}^{2} & 0 & 0 & 0 & 0 & 0  \tag{4.7}\\
0 & 3 \mathrm{deg}^{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 3 \mathrm{deg}^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & (0.05) z_{v_{x}}(\mathrm{ft} / \mathrm{s})^{2} & 0 & 0 \\
0 & 0 & 0 & 0 & (0.1) z_{v_{y}}(\mathrm{ft} / \mathrm{s})^{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 1(\mathrm{ft} / \mathrm{s})^{2}
\end{array}\right]
$$

These noise values are notional; however, the nonlinear filter evaluation in Chapter VIII uses the actual noise values from the MIAA program. At each measurement time, the algorithm performs slant range $\left(z_{R}\right)$, azimuth $\left(z_{a z}\right)$, and elevation angle $\left(z_{e l}\right)$ measurements of the intruder by simulating a radar system onboard the ownship. In addition, the algorithm also performs a velocity measurement by simulating an ADS-B velocity input with a specified noise strength. The measurement equations appear as [2]:

$$
\mathbf{h}(\mathbf{x})=\left[\begin{array}{l}
z_{R}  \tag{4.8}\\
z_{a z} \\
z_{e l} \\
z_{v_{x}} \\
z_{v_{y}} \\
z_{v_{z}}
\end{array}\right]=\left[\begin{array}{l}
\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}} \\
\tan ^{-1} \frac{\Delta y}{\Delta x} \\
\sin ^{-1} \frac{\Delta z}{\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}} \\
v_{x} \\
v_{y} \\
v_{z}
\end{array}\right]
$$

We simulate an actual measurement by adding noise according to equation (4.5) using the truth trajectory. The particle filter algorithm uses equation (4.9) to update each particle
at the measurement time $k$.

$$
\begin{equation*}
\hat{\mathbf{z}}_{k}^{i}=\mathbf{h}\left(\mathbf{x}_{k}^{i}\right) \tag{4.9}
\end{equation*}
$$

The residual, $r$, in equation (4.10) then determines a new particle weight, $w$, from the likelihood function in equation (4.11),

$$
\begin{gather*}
\mathbf{r}_{k}^{i}=\mathbf{z}_{k}-\hat{\mathbf{z}}_{k}^{i}  \tag{4.10}\\
w_{k}^{i} \propto \exp \left(-\frac{1}{2} \mathbf{r}_{k}^{T} \mathbf{R}_{m}^{-1} \mathbf{r}_{k}\right) \tag{4.11}
\end{gather*}
$$

A large residual results in a smaller weight, likewise a small residual results in a larger weight. Particles with smaller weights have a lower probability of being resampled, whereas particles with higher weights have a higher probability of being resampled. The updated and resampled particle distribution now define a new intruder initial condition and uncertainty volume. The particle filter again propagates the new resampled particles using the Singer acceleration model for a new fixed 30 second time horizon beginning at time $k$. The optimal control algorithm then uses this new estimated intruder trajectory and position uncertainty to determine a new ownship optimal path.

### 4.4 3D Results

This section provides the 3 D results of the simulation scenario described in the previous section. In this scenario the optimization algorithm attempts to minimize the deviation from a 3D flightpath corridor using maximum control available (bounded in the constraint function only). This generates an optimal 3D path for the ownship to fly that satisfies the boundary, path, and dynamic constraints. For this simulation, the ownship starts the scenario at an altitude of 10,000 feet and flies at a constant velocity of 300 feet/second in an easterly direction (positive x -axis). The ownship attempts to intercept the 3D flightpath corridor located along the current flight path but laterally displaced by 3,000 feet to the south ( y -axis) and located 3, 000 feet below (z-axis) at an altitude of 7,000 feet. The intruder aircraft in this scenario starts at an altitude of 7,150 feet and flies in a westerly direction
(negative x-axis) towards the ownship's intended flight path. The intruder's initial velocity is 200 feet/second in the west direction (x-axis), 20 feet/second in the north direction (yaxis), and zero feet/second in altitude (z-axis). Essentially, in this scenario the intruder flies towards the ownship to force a conflict. The initial slant range distance between the two aircraft is approximately 9,500 feet.

For the simulation results presented, the blue aircraft represents the ownship and the red aircraft represents the intruder aircraft. The blue circles represent the calculated optimal avoidance trajectory at each time interval and the red circles represent the particle filter's 30 second estimate of the intruder's future 3D trajectory. The light red-colored ellipsoid on the plot represents the particle filter derived uncertainty volume associated with the intruder's position estimate at each time. The optimal control algorithm uses this uncertainty volume as an inequality path constraint to calculate an optimal avoidance trajectory. To assess system performance, the green line on the plot represents the "true" 3 D intruder trajectory. This true trajectory is arbitrarily chosen for this example as one of the 1,000 random trajectories generated by the particle filter at time zero. The gray-colored line represents the ownship's intended 3D flightpath corridor. The black dots on the plot represent the propagated particles estimate of the intruder's position at each measurement update ( 1 Hz ). To prevent cluttering the plot, the results display only $10 \%$ of the actual particles.

To establish a baseline for comparison and to demonstrate the feasibility of this approach, the results in Figure 4.1 on the following page graphically shows the algorithm's performance without any measurement update during the entire 30 second time interval. In this scenario, the particle filter received an initial measurement (or observation) at time zero and used this information to calculate a 30 second estimate of the intruder's position and uncertainty volume based on the standard deviations in the $\mathrm{x}, \mathrm{y}$, and z axis. As seen in Figure 4.1 on the next page, the algorithm appears to perform well in this scenario. The optimization algorithm successfully generated a collision avoidance trajectory that accounts for the particle filter's estimate of the intruder uncertainty. Further, this optimal trajectory


Figure 4.1: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding the Intruder Aircraft's (Red) Uncertainty Volume While Minimizing Path Deviation with No Measurement Updates.
intuitively aligns with logic and successfully keeps the ownship away from the nominal or estimated intruder trajectory by the required separation distance of 1,000 feet.

At time zero, the ownship begins a right bank descending turn to intercept the desired 3D flightpath corridor (gray-line). While still in a descent as shown in panel (b) of Figure 4.1, the ownship approaches the intruder's uncertainty volume from the northeast. The ownship then stops the descent and starts a slight climb while beginning a left bank turn in order to fly "behind" the intruder's uncertainty volume. As the the intruder's uncertainty volume passes the ownship the ownship aircraft then turns back to the right and continues the descent in order to intercept the 3D flightpath corridor as shown in panel (c) of Figure 4.1. The minimum 3D separation distance between the ownship and the intruder's nominal (estimated) trajectory is 1,042 feet and the minimum separation between ownship and the true intruder's trajectory is 990 feet. The desired minimum separation distance for this scenario was 1,000 feet.

Despite not having any measurement updates during the 30 second time horizon, the algorithm performed well. The optimal trajectory satisfied the inequality path constraints of avoiding the intruder's dynamically changing uncertainty volume while minimizing path deviations from the desired 3D flightpath corridor. However, in the absence of a measurement, the optimal trajectory was 10 feet less than desired from the true trajectory at the closest point. Nonetheless, to mitigate against extended periods such as this without a measurement update, the system designer can easily adapt this algorithm and adjust the rate of change for the uncertainty volume to increase the probability that the ownship remains outside of a defined region from the true intruder trajectory. Subsequently, as seen in Figure 4.1 on the preceding page, the particle filter's initial mean estimates of the intruder's 30 second flight path (red circles) does not necessarily match the intruder's true 30 second trajectory (green line). Receiving regular measurement updates should improve the filter's estimate of the intruder's trajectory (that is, cause the red circles to more closely overlay the green line) and reduce the uncertainty volume surrounding the intruder.


Figure 4.2: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding the Intruder Aircraft's (Red) Uncertainty Volume While Minimizing Path Deviation, Showing the Effect of Measurement Updates at Time 18 and 30 Seconds for the Receding Horizon.

Incorporating measurement updates, the results in Figure 4.2 on the previous page visually depict the reduction in uncertainty and subsequent performance gain, that is, the ability for the ownship to get closer to the intruder's nominal trajectory while maintaining the required separation, and thus, minimize the deviation from the intended flightpath corridor. The scenario for these results are identical to the previous scenario for both the ownship and intruder aircraft. The only exception is that now the algorithm includes regular measurement updates at a 1 Hz rate using the measurement model described earlier in this section. Figure 4.2 on the preceding page helps visualize the performance benefits of measurement updates by first showing the particle filter's initial estimate of the intruder's uncertainty ellipsoid at the 18 and 30 second point on the trajectory based on the initial measurement update at time zero. The simulation then incorporates regular measurement updates at a 1 Hz rate. Following the measurement updates at 6,12 , and 18 seconds, separate time sequence panels in Figure 4.2 on the previous page display the intruder and ownship position immediately after the measurement update and depicts how the original uncertainty volumes associated with the 18 and 30 second ellipsoids shrink from the initial filter estimate generated at time zero. This comparison visually shows how the trajectory uncertainty ellipsoids contract with increased number of measurement updates.

Likewise, as discussed earlier, in panel (a) of Figure 4.2 on the preceding page, the initial particle filter's estimated trajectory (red circles) does not necessarily match the intruder's true 30 second trajectory (green line). However, in this scenario, as seen in panels (c) and (d) of Figure 4.2, after several measurement updates the particle filter estimate appears to more closely match the intruder's true 30 second trajectory. Table 4.2 lists the minimum 3D separation distance between the ownship and the intruder's nominal (estimated) trajectory and the minimum separation between ownship and the intruder's true trajectory for each measurement time in Figure 4.2. Again, the desired minimum separation distance is 1,000 feet.

Table 4.2: Minimum Intruder 3D Separation Distance

| Time (seconds) | Nominal Intruder (feet) | True Intruder (feet) |
| :--- | :--- | :--- |
| 0 | 1,042 | 990 |
| 6 | 1,017 | 1,037 |
| 12 | 1,015 | 1,003 |
| 18 | 1,001 | 1,001 |

The first column in Table 4.2 shows the amount of elapsed time from the start of the 30 second trajectory, and based on the 1 Hz update rate, this column also represents the total number of measurements since the start of the trajectory. Thus, in Table 4.2 the minimum separation distance for the true intruder's trajectory starting at time zero with no measurement updates was 10 feet less than the desired minimum distance of 1,000 feet. However, this value represents only a single evaluation of a stochastic process, and therefore, is not conclusive. Yet, as previously discussed, system designers can characterize the estimation error and adapt this algorithm to increase the confidence that the true intruder's trajectory remains within the estimated uncertainty volume. As seen in Table 4.2, for this particular simulation run the minimum separation distance from the true intruder's trajectory at 6,12 , and 18 seconds were all greater than the desired minimum distance of 1,000 feet. Again, the separation distances at these particular times were only single realizations of a stochastic process; an accurate characterization of system performance will require Monte Carlo analysis. In general, as additional measurements became available the particle filter was able to replicate the expected nature of the intruder. Thus, with proper error characterization, system designers can set the appropriate tolerance to ensure the last column in Table 4.2 approaches the desired minimum separation distance.

The simulation results demonstrated that the direct orthogonal collocation formulation method using a particle filter and a fixed finite time horizon can be used to estimate an intruder's position and dynamically calculate an uncertainty ellipsoid or keep-out region for the optimization algorithm to use as a path inequality constraint while minimizing deviation to a defined 3D path. In this limited simulation, the optimization algorithm and particle filter performed well. For instance, in Figure 4.2 on page 58, the particle envelope
(black dots) consistently surrounded the green line which demonstrates that the particles are modeling the true PDF of the intruder. Furthermore, the optimization algorithm successfully stayed outside of the defined keep-out region for the estimated intruder. An area for future research is to validate the implementation of the Singer model as applied in this research by comparing the random intruder trajectory used in this simulation against real aircraft performance data from the NAS environment. In addition, the Singer acceleration model assumes that the aircraft's $x, y$, and $z$ positions operate independently, which is usually not the case for an aircraft. Thus, Blackman and Popoli [58] present other models such as the Coordinated Turn Model which accounts for the natural correlation between the aircraft's position states that occur during a coordinated turn maneuver, which may improve the estimation performance when modeling real-world aircraft data.

### 4.5 Conclusion

The collision avoidance scenarios in the results sections of the current and previous chapter showed a general framework for posing the collision avoidance problem for RPAs as an optimal control problem using stochastic inputs for the intruder. The next step is to extend the estimation problem to provide 'uncertainty corridors' that can be used as 'no-fly' regions for use as constraints.

## V. Uncertainty Corridors for 3D Collision Avoidance

THIS CHAPTER presents a new method and algorithmic procedure for formulating uncertainty corridors in 3 D for inclusion as time-varying inequality path constraints for the nonlinear optimal control problem. The proposed general approach is applicable to any underlying distribution, Gaussian or otherwise, and efficiently captures the intruder's predicted future locations as ellipsoids using a convex optimization problem based on Khachiyan's algorithm [79]. These ellipsoids are then smoothly interpolated to accurately identify a collision avoidance corridor for the airborne sense-and-avoid optimal control problem. This approach is successfully demonstrated on a representative SAA scenario.

This chapter ${ }^{4}$ contains eight sections. Section 5.1 describes the various dynamic, observation and estimation models used in this chapter and Section 5.2 demonstrates a simple 2D S-Turn scenario. Section 5.3 describes the algorithms used to efficiently model an intruder's posterior distribution to accurately identify a time-varying collision avoidance corridor for use as a path constraint in the nonlinear optimal control problem and Section 5.4 develops the necessary interpolation algorithm. Section 5.5 describes the optimal control problem formulation for an airborne collision avoidance application and then provides an overview of the stochastic 3D scenario used in this chapter. Sections 5.6 and 5.7 describe and then analyze the 3 D simulation results. Finally, Section 6.14 highlights the planned follow-on research and summarizes the results for this chapter.

### 5.1 Model Development

This section describes the various dynamic, observation and estimation models used in this chapter. The intruder model consists of a 5 -state coordinated turn model for the horizontal filter [58] and a decoupled 3-state Singer acceleration model [61] for the vertical filter. As noted in [58], this technique of using a second decoupled filter to model motion in the vertical $z$ direction is common for a 3D aircraft application. The observation model

[^3]consists of relative measurements between the intruder and ownship that are nonlinear combinations of the state estimates. The ownship model is a 5 -state, 3 DOF nonlinear point mass model described in Section 2.2.3.2.

### 5.1.1 Intruder Model Development.

A fundamental necessity in solving the airborne collision avoidance problem is the need to estimate the current and future position of the intruder along with the need to accurately model how the probability regions associated with this position estimate change as a function of time. The previous chapter utilized a linear intruder model which did not take into account the natural correlation in $x$ and $y$ positions for a turning aircraft, and this model assumed a Gaussian distribution for the uncertainty probability regions associated with the predicted trajectory. An additional shortfall with this, and any linear model, is the inability to accurately estimate the future position of a turning aircraft. Therefore, in this current work we adapt and utilize a slightly modified version of the coordinated turn model as presented in [58]. The coordinated turn model takes into account the natural correlation of $x$ and $y$ positions in the 2D horizontal plane for a turning aircraft and has the added benefit of estimating an intruder's turn-rate ( $\omega$ ), and thus, the model has the ability to estimate the future position of a turning aircraft. Clearly, for a predictive collision avoidance application the ability to estimate the future position for a turning aircraft is necessary. Another advantage of estimating turn-rate with a particle filter implementation is that the system designer for an airborne collision avoidance application may potentially be able to utilize a single model instead of relying on an interactive multiple model (IMM) approach [81] that utilizes a turn model $(\omega \neq 0)$ and a linear model $(\omega=0)$ to estimate the dynamic performance of aircraft in the NAS.

### 5.1.1.1 Coordinated Turn Model for Horizontal Plane.

The following derivation of the coordinated turn model is adapted from [58, 82]. In the horizontal plane, the five states for the coordinated turn model are $x, y, v_{x}, v_{y}$, and $\omega$. The state equations for the coordinated turn model appears below. This derivation assumes
a constant turn rate $(\omega)$ and constant speed $(s)$.

$$
\begin{align*}
x(k+1) & =x(k)+\int_{t_{k}}^{t_{k+1}} v_{x}\left(\tau \mid t_{k}\right) d \tau  \tag{5.1}\\
& =x(k)+s \int_{0}^{T} \cos (\chi+\omega \tau) d \tau  \tag{5.2}\\
& =x(k)+s T[S W \cos \chi-C W \sin \chi]  \tag{5.3}\\
& =x(k)+T\left[S W v_{x}(k)-C W v_{y}(k)\right]  \tag{5.4}\\
y(k+1) & =y(k)+s T[S W \sin \chi+C W \cos \chi]  \tag{5.5}\\
& =y(k)+T\left[C W v_{x}(k)+S W v_{y}(k)\right] \tag{5.6}
\end{align*}
$$

where, the terms $S W$ and $C W$ define the coefficients in equations (5.3) - (5.6)

$$
\begin{equation*}
S W \triangleq \frac{\sin (\omega T)}{\omega T}, \quad C W \triangleq \frac{1-\cos (\omega T)}{\omega T} \tag{5.7}
\end{equation*}
$$

and the horizontal velocity values are defined as

$$
\begin{equation*}
v_{x}=s \cos \chi, \quad v_{y}=s \sin \chi \tag{5.8}
\end{equation*}
$$

where $\chi$ is the intruder's heading angle and $\omega=\dot{\chi}=$ intruder's turn rate. Likewise, the velocity state equations appear as

$$
\begin{align*}
& v_{x}(k+1)=s \cos (\chi+\omega T)=v_{x}(k) \cos \omega T-v_{y}(k) \sin \omega T  \tag{5.9}\\
& v_{y}(k+1)=s \sin (\chi+\omega T)=v_{x}(k) \sin \omega T+v_{y}(k) \cos \omega T \tag{5.10}
\end{align*}
$$

Equations (5.4) - (5.10) represent the dynamic model for an aircraft flying a circular turn in the horizontal plane [58].

For the coordinated turn model in the work herein, the turn-rate state is modeled as a first-order Gauss-Markov (FOGM) random process rather than a constant. As such, this state changes due to both an additive white Gaussian noise and a maneuver time constant parameter. This maneuver time constant is analogous to the maneuver time constant development in the Singer acceleration model [61]. The idea is that since the collision avoidance algorithm in this application requires predicting an intruder's trajectory
for up to 30 seconds into the future, the maneuver time constant allows the estimated turn rate to appropriately transition back to a zero-mean value over time to account for greater uncertainty during extended trajectory propagation periods. The derivation of the model in [58] assumes a random walk for the propagation of $\omega$; however, in our problem formulation we provide the optimal control problem a 30 -second predicted trajectory, which is equivalent to the filter producing a position estimate for 30 seconds without a measurement update. Subsequently, a random walk implementation does not necessarily represent the true future trajectory of the aircraft. Therefore, the following equations show the derivation for this first-order Gauss-Markov process used to modify the coordinated turn model, which also appears in [83].

In continuous time, the state equation for the FOGM process turn-rate state ( $\omega$ ) appears as

$$
\begin{equation*}
\dot{\omega}=-(1 / \tau) \omega(t)+\mathrm{w}(t) \tag{5.11}
\end{equation*}
$$

where $\tau$ is the maneuver time constant associated with the turn rate state and w is zero mean white additive Gaussian noise with

$$
\begin{equation*}
E[\mathrm{w}(t) \mathrm{w}(t+\tau)]=Q \delta(\tau) \quad \text { where } \quad Q=\frac{2 \sigma_{\omega}^{2}}{\tau} \tag{5.12}
\end{equation*}
$$

and $\sigma_{\omega}^{2}$ is the variance associated with the turn rate state $(\omega)$. The discrete time state transition matrix for $\omega$ appears as

$$
\begin{equation*}
\Phi_{\mathrm{FOGM}}(\Delta t)=e^{-\Delta t / \tau} \tag{5.13}
\end{equation*}
$$

Likewise, the discrete-time noise $Q_{k_{\omega}}$ appears as:

$$
\begin{align*}
Q_{k_{\omega}} & =\sigma_{\omega}^{2} \int_{t_{i-1}}^{t_{i}} \Phi^{2}\left(t_{i}, \tau\right) d \tau \\
& =\sigma_{\omega}^{2} \int_{t_{i-1}}^{t_{i}} e^{-\frac{2}{\tau}\left(t_{i}-\tau\right)} d \tau  \tag{5.14}\\
& =\sigma_{\omega}^{2}\left(1-e^{-\frac{2 \Delta t}{\tau}}\right)
\end{align*}
$$

Therefore, the discrete-time five-state coordinated turn model appears as [82]:

$$
\mathbf{x}_{k+1}=\mathbf{F}_{x_{k}} \mathbf{x}_{k}+\mathbf{w}_{k}=\left[\begin{array}{ccccc}
1 & 0 & \frac{\sin \left(\omega_{k} \Delta t\right)}{\omega_{k}} & \frac{\cos \left(\omega_{k} \Delta t\right)-1}{\omega_{k}} & 0  \tag{5.15}\\
0 & 1 & \frac{1-\cos \left(\omega_{k} \Delta t\right)}{\omega_{k}} & \frac{\sin \left(\omega_{k} \Delta t\right)}{\omega_{k}} & 0 \\
0 & 0 & \cos \left(\omega_{k} \Delta t\right) & -\sin \left(\omega_{k} \Delta t\right) & 0 \\
0 & 0 & \sin \left(\omega_{k} \Delta t\right) & \cos \left(\omega_{k} \Delta t\right) & 0 \\
0 & 0 & 0 & 0 & \Phi_{\mathrm{FOGM}}
\end{array}\right] \mathbf{x}_{k}+\mathbf{w}_{k}
$$

In equation (5.15), $\mathbf{w}_{k}$ is the additive discrete time noise process with a noise strength of $\mathbf{Q}_{k}$. With the exception of the derivation of $Q_{k_{\omega}}$ shown in equation (5.14), the derivation of $\mathbf{Q}_{k}$, appears in [81] as:

$$
\mathbf{Q}_{k}=q_{k}\left[\begin{array}{ccccc}
\frac{\Delta t^{4}}{4} & 0 & \frac{\Delta t^{3}}{2} & 0 & 0  \tag{5.16}\\
0 & \frac{\Delta t^{4}}{4} & 0 & \frac{\Delta t^{3}}{2} & 0 \\
\frac{\Delta t^{3}}{2} & 0 & \Delta t^{2} & 0 & 0 \\
0 & \frac{\Delta t^{3}}{2} & 0 & \Delta t^{2} & 0 \\
0 & 0 & 0 & 0 & \frac{Q_{k_{\omega}}}{q_{k}}
\end{array}\right]
$$

For aircraft flying in the NAS, a standard rate turn is $3 \mathrm{deg} / \mathrm{sec}$; however, due to performance limitations some larger aircraft use half-standard rate turns of $1.5 \mathrm{deg} / \mathrm{sec}$. In this chapter we selected the value of $\sigma_{\omega}^{2}$ equal to be $1 \mathrm{deg}^{2} / \mathrm{sec}^{2}$ based on the work by [84] who analyzed the turn rate of 193 million recorded radar samples for aircraft flying in the NAS. This data included aircraft flying straight and aircraft turning. Based on this recorded radar data, a turn-rate of $6 \mathrm{deg} / \mathrm{sec}$ approximates six-sigma of this data. Finally, the value $q_{k}$ in equation (5.16) is used as a tuning parameter and represents the random acceleration variance.

### 5.1.1.2 Singer Acceleration Model for Vertical Motion.

The derivation of the Singer acceleration model appears in [61]. In the vertical direction, the three states for this model are position $(z)$, velocity $\left(v_{z}\right)$ and acceleration $\left(a_{z}\right)$. This model assumes the intruder's acceleration $a(t)$ to be a zero-mean first-order stationary Markov process with autocorrelation $R_{a}(\tau)=E[a(t) a(t+\tau)]=\sigma_{z}^{2} e^{-\alpha|\tau|}$, or equivalently, power spectrum $\mathrm{S}(\omega)=2 \alpha \sigma_{z}^{2} /\left(\omega^{2}+\alpha^{2}\right)$ [59].

For the Singer acceleration model, the discrete-time propagation model appears as [61]

$$
\mathbf{z}_{k+1}=\mathbf{F}_{z_{k}} \mathbf{z}_{k}+\mathbf{w}_{k}=\left[\begin{array}{ccc}
1 & \Delta t & \frac{\left(\alpha \Delta t-1+e^{-\alpha \Delta t}\right)}{\alpha^{2}}  \tag{5.17}\\
0 & 1 & \frac{\left(1-e^{-\alpha \Delta t}\right)}{\alpha} \\
0 & 0 & e^{-\alpha \Delta t}
\end{array}\right] \mathbf{z}_{k}+\mathbf{w}_{k}
$$

In this model, $\Delta t$ represents the sample rate and the parameter $\alpha=1 / \tau_{m}$ is the reciprocal of the maneuver time constant $\tau_{m}$. For an aircraft application, a $\tau_{m}$ of approximately 60 seconds represents a "lazy turn" and a $\tau_{m}$ between $10-20$ seconds represents a highly maneuvering target [59]. In this chapter, we selected $\tau_{m}$ equal to 60 seconds. The discretetime noise strength matrix, $\mathbf{Q}_{k}$, appears as [61]

$$
\mathbf{Q}_{k}=2 \alpha \sigma_{m}^{2}\left[\begin{array}{lll}
q_{11} & q_{12} & q_{13}  \tag{5.18}\\
q_{12} & q_{22} & q_{23} \\
q_{13} & q_{23} & q_{33}
\end{array}\right]
$$

where

$$
\begin{align*}
& q_{11}=\frac{1}{2 \alpha^{5}}\left[1-e^{(-2 \alpha \Delta t)}+2 \alpha \Delta t+\frac{2 \alpha^{3} \Delta t^{3}}{3}-2 \alpha^{2} \Delta t^{2}-4 \alpha \Delta t e^{(-\alpha \Delta t)}\right] \\
& q_{12}=\frac{1}{2 \alpha^{4}}\left[e^{(-2 \alpha \Delta t)}+1-2 e^{(-\alpha \Delta t)}+2 \alpha \Delta t e^{(-\alpha \Delta t)}-2 \alpha \Delta t+\alpha^{2} \Delta t^{2}\right] \\
& q_{13}=\frac{1}{2 \alpha^{3}}\left[1-e^{(-2 \alpha \Delta t)}-2 \alpha \Delta t e^{(-\alpha \Delta t)}\right]  \tag{5.19}\\
& q_{22}=\frac{1}{2 \alpha^{3}}\left[4 e^{(-\alpha \Delta t)}-3-e^{(-2 \alpha \Delta t)}+2 \alpha \Delta t\right] \\
& q_{23}=\frac{1}{2 \alpha^{2}}\left[e^{(-2 \alpha \Delta t)}+1-2 e^{(-\alpha \Delta t)}\right] \\
& q_{33}=\frac{1}{2 \alpha}\left[1-e^{(-2 \alpha \Delta t)}\right]
\end{align*}
$$

In this chapter we selected the value of $\sigma_{z}^{2}$ based on the intruder's estimated vertical velocity.

### 5.1.2 Observation Model.

The sensor measurements, $\mathbf{z}_{k}$, in this chapter are relative measurements between the ownship and the intruder that occur at time $k$. In this simulation the sensor is a radar system located onboard the ownship aircraft. At each measurement time $k$, the algorithm performs relative slant range $\left(z_{R}\right)$, radial range rate $\left(z_{v_{R}}\right)$, azimuth $\left(z_{a z}\right)$, and elevation
angle $\left(z_{e l}\right)$ measurements of the intruder with respect to the ownship. The measurement equations appear as [2]

$$
\mathbf{h}(\mathbf{x})=\left[\begin{array}{c}
z_{R}  \tag{5.20}\\
z_{v_{R}} \\
z_{a z} \\
z_{e l}
\end{array}\right]=\left[\begin{array}{c}
\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}} \\
\frac{\Delta x \Delta v_{x}+\Delta y \Delta v_{y}+\Delta z \Delta v_{z}}{\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}} \\
\tan ^{-1} \frac{\Delta y}{\Delta x} \\
\sin ^{-1} \frac{\Delta z}{\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}}
\end{array}\right]
$$

where $\Delta$ represents the relative difference in position or velocity between the ownship and the intruder. These measurements of the intruder are nonlinear functions of the intruder's state, $\mathbf{h}\left(\mathbf{x}_{k}\right)$, and subject to noise, thus are modeled according to

$$
\begin{equation*}
\mathbf{z}_{k}=\mathbf{h}\left(\mathbf{x}_{k}\right)+\boldsymbol{\nu}_{k} \tag{5.21}
\end{equation*}
$$

where $\boldsymbol{\nu}$ is zero-mean white Gaussian noise with noise strength,

$$
\begin{equation*}
\mathbf{E}\left[\boldsymbol{\nu}_{j}^{T} \boldsymbol{\nu}_{k}\right]=\mathbf{R}_{m} \delta_{j k} \tag{5.22}
\end{equation*}
$$

where $\delta_{j k}$ is the Kronecker delta function. The noise autocorrelation, $\mathbf{R}_{m}$, indicates the uncertainty associated with the sensor. The noise strength associated with each measurement appears along the diagonal elements of the matrix $\mathbf{R}_{m}$. The simulation described in this chapter uses the following noise autocorrelation matrix, which are representative of radar performance as described in [9].

$$
\mathbf{R}_{m}=\left[\begin{array}{cccc}
(30 \mathrm{ft})^{2} & 0 & 0 & 0  \tag{5.23}\\
0 & (10 \mathrm{ft} / \mathrm{sec})^{2} & 0 & 0 \\
0 & 0 & (0.5 \mathrm{deg})^{2} & 0 \\
0 & 0 & 0 & (0.5 \mathrm{deg})^{2}
\end{array}\right]
$$

### 5.2 2D Coordinated S-Turn Scenario

This section demonstrates the performance of the particle filter as described in Section 4.2 using the modified coordinated turn model shown in equations (5.15) and (5.16)
along with the observation model in equations (5.20) and (5.21) to produce estimates of an intruder's position. The purpose of this 2D scenario is twofold: First, demonstrate that the particle filter using the modified coordinated turn model can estimate the performance of a turning and straight flying aircraft in the NAS. Second, demonstrate the distribution of the point cloud following extended periods without a measurement update in order to gain insight into how best to model these probability regions as inequality path constraints or collision avoidance corridors for the optimal control problem. The 2D scenario had a fixed altitude and did not include the Singer acceleration model for the vertical channel. We include the vertical channel later in Section 5.5 for the optimal control problem formulation.

In this scenario, the intruder flies at a constant speed of $250 \mathrm{ft} / \mathrm{sec}$ and travels from east to west (or right to left on the page). The ownship flies straight at a constant speed from west to east towards the intruder while the intruder performs an S-Turn pattern about the ownship's projected flight path alternating between 30-second straight legs and 30second turning legs. The turn legs use a standard rate turn of $3 \mathrm{deg} / \mathrm{sec}$ and alternate turn direction from right to left. The length of the straight legs are 7,500 feet and the radius for the turning legs is approximately 6,600 feet. Although aircraft do not typically fly S-Turn patterns in the NAS, this scenario is intentionally setup to challenge the robustness of the model.

In this scenario, we set the maneuver time constant described by equation (5.11) equal to 30 seconds. Although the filter propagates 50,000 particles every second, in this scenario the filter only receives a measurement update once every 10 seconds. This extended period without a measurement purposely mirrors the constraint formulation for the optimal control problem where the "keep-out corridor" or "no-fly zone" which is the inequality path constraint based on the intruder's position estimate propagated for 30 seconds without a measurement update.

In 2D, Figure 5.1 is a time-sequenced quad chart showing the position estimates at 70 , 140, and 220 seconds. For clarity, the ownship is intentionally not displayed in this figure. The dark blue trajectory lines in this figure indicate the truth trajectory for the straight legs


Figure 5.1: 2D S-Turn Trajectory
and the light-blue or cyan color indicate the truth trajectory for the turning legs. The black point clouds are the propagated position estimates from the particle filter that define the intruder's probability regions. Although the filter propagates 50,000 particles every second, to avoid cluttering the plot we only display the point cloud estimates from the filter every 10 seconds (just prior to the measurement update). Nevertheless, to facilitate insight into the filter's performance between measurement updates, we display the position estimate from two arbitrarily selected particles, one in green and one in magenta, every second. To better help see these details, in Panel (d) of Figure 5.1 we zoom in and show a close-up of the red-highlighted area in panel (c).

The two main takeaways from this demonstration are: (1) the shape of the point cloud estimates depend on geometry and model dynamics and are not necessarily Gaussian, and (2) the modified coordinated turn model successfully follows the S-Turn trajectory, that is, the point cloud estimate throughout the simulation intersects with the blue- and
cyan-colored truth trajectories. Thus, if we can efficiently model these probability regions produced by the filter we can use this model as the inequality path constraints for the optimal control problem to effectively identify collision avoidance corridors.

### 5.3 Collision Avoidance Constraint Modeling

### 5.3.1 Algorithm Considerations and Development.

The first step needed in order to use the point cloud distributions to set collision avoidance corridors for the optimal control problem is to identify an algorithm that can efficiently capture and model these time-varying distributions. The desired attributes are that this algorithm be mathematically efficient, tractable, and able to quickly compute at any instant in time if a given trajectory falls inside or outside of the corridor. With these considerations in mind, when viewing the point cloud distributions in Figure 5.1 one can conclude that a minimum volume enclosing ellipse algorithm would make an ideal choice to efficiently capture the time-varying point cloud distribution at each time step. Although a sphere is another shape that could also capture the point cloud distribution, a sphere is far too conservative since in most applications, like the SAA problem, the probability region tends to have different distributions in each direction. Nevertheless, in the rare case where the distributions along each axes are equal, the resulting sphere is just a special case of an ellipsoid where the radii of the principal axes are all equal.

Since the direct orthogonal collocation method that solves the optimal control problem discretizes the trajectory at non-equal time intervals that are independent of the measurement updates, in addition to merely capturing this probability region we also require a method to smoothly interpolate from one region to the next. From the results in Figure 5.1, a reasonable assumption in determining this interpolation method is that the point cloud distributions are continuous and transition smoothly between measurement updates. As a result, we selected a 'spherical linear interpolation' or Slerp as first introduced by Shoemake [85]. The Slerp algorithm performs the interpolation by referencing a unit sphere and uses the shortest arc length as the path for the interpolation; consequently, this path results in a constant angular velocity [85]. Based on this interpolation scheme,
for any arbitrary time between $t_{i}$ to $t_{f}$ the optimal control problem can now determine an intermediate ellipsoid that accurately characterizes the probability region associated with the intruder's position at that time. In formulating the inequality constraints for the optimal control problem, the algorithm takes advantage of the eigenstructure of the minimum volume enclosing ellipsoid to define the keep-out corridor and uses the quaternions of the ellipsoids to perform the interpolation. We refer to the combination of both the interpolation and enclosing ellipsoid algorithms as SLIMVEE for spherical linear interpolation of minimum volume enclosing ellipsoid. The following section provides an overview of the SLIMVEE algorithm as it relates to the airborne SAA nonlinear optimal control problem.

### 5.3.2 Algorithm Overview.

This section provides an overview of the use of eigenstructures and quaternions to interpolate an ellipsoid, as a function of time, that bounds a 3D probability region associated with an intruder's trajectory from some time initial $\left(t_{i}\right)$ to some time final $\left(t_{f}\right)$ for use as an inequality path constraint in a nonlinear optimal control problem. In general, the SLIMVEE algorithm consists of four steps. The flowchart in Figure 5.2 graphically details this process.

The first step is to capture the probability region at $\left(t_{i}\right)$ and $\left(t_{f}\right)$ using an optimization algorithm. This optimization algorithm computes the minimum volume enclosing ellipsoid (MVEE) for a 3D probability region associated with the intruder's position represented as point cloud distributions generated from a sequential Monte Carlo process based on the dynamics model and measurement updates. This minimum volume enclosing ellipsoid algorithm is based on Khachiyan's algorithm as described by [79]. For computational efficiency, as part of this step we first employ a convex hull algorithm that eliminates repeated and interior points leaving only unique boundary points defining the point cloud distribution.

We next use a singular value decomposition (SVD) to decompose each MVEE into singular vectors and singular values. The vectors define the orthogonal rotation matrix that maps each ellipsoid's local reference frame to the inertial or global reference frame.

The singular values associated with each matrix identifies the radius of the three principal axes of each ellipsoid. The third step is to represent the orientation of the initial and final ellipsoids as quaternions and evaluate the inner product in order to determine the orientation that results in the minimum rotation angle when interpolating from the initial to final ellipsoid. (This step eliminates the $180^{\circ}$ ambiguity on the orientation of the ellipsoid about each axis.)

The final step is to interpolate the distribution using a Slerp algorithm. Based on this interpolation, for any arbitrary time between $t_{i}$ to $t_{f}$ the optimal control problem can now determine an intermediate ellipsoid that accurately characterizes the probability region associated with the intruder's position at that time. We then store the results of these interpolated ellipsoids as new matrices in quadratic form (shown in Section 5.3.4) for use as inequality path constraints in the nonlinear optimal control problem. The flowchart in Figure 5.2 graphically details this process.


Figure 5.2: SLIMVEE Flowchart

### 5.3.3 Generating the Distribution.

The following example shows how to generate and capture 3D point cloud distributions based on the combined 8 -state coordinated turn and the Singer acceleration models, equations (5.15) - (5.17), for an aircraft in a level, standard-rate (3 deg/sec) left-turn. Similar to the results in Section 5.1-5.2, applying a 1 Hz propagation rate and 10,000 particles per second to the combined 8 -state model produces 3D point clouds representing the distribution of the intruder's position as a function of time. Replicating the inequality
constraint formulation for the optimal control problem, the filter generates a 30 -second predicted trajectory by propagating the intruder's position based on the estimated states, model dynamics, and process noise. In this example, the filter initializes with the intruder performing a standard rate left turn, $\omega=3 \mathrm{deg} / \mathrm{sec}$. The filter then propagates the intruder's position for the next 30 seconds using a maneuver time constant of 30 seconds. In Figure 5.3, the distribution for the intruder's position appears as red dots at 8 seconds $\left(t_{i}\right)$ and as black dots at 11 seconds $\left(t_{f}\right)$ into the 30 -second propagation.

## 3D Point Cloud Generation



Figure 5.3: Point Cloud at 8 \& 11 Seconds

### 5.3.4 Capture Probability via Minimum Volume Enclosing Ellipsoid.

The previous section described the process for generating the 3D point cloud distributions associated with a maneuvering aircraft. This section describes the process for capturing these distributions at $\left(t_{i}\right)$ and $\left(t_{f}\right)$ using a minimum volume enclosing ellipsoid (MVEE) optimization algorithm as described in [79, 86]. To reduce computation time prior to computing the MVEE, we first employ a convex hull algorithm [87] that identifies the minimum unique convex points that define the point cloud boundaries. Using the results of
this convex hull algorithm, we then apply the MVEE optimization algorithm. By definition, an ellipsoid in quadratic form appears as [86],

$$
\begin{equation*}
\mathcal{E}=\left\{\mathbf{x} \in \mathbb{R}^{n \mathbf{x} 1} \mid(\mathbf{x}-\mathbf{c})^{T} \mathbf{A}(\mathbf{x}-\mathbf{c}) \leq 1\right\} \tag{5.24}
\end{equation*}
$$

where $\mathbf{c} \in \mathbb{R}^{n \times 1}$ is the center of the ellipsoid $\mathcal{E}$ and $\mathbf{A} \in \mathbb{R}^{n \times n}$ and is a real symmetric matrix. Through the use of SVD, it is well-know that this matrix A can be represented by a rotation matrix ( $\mathbf{R}$ ) and diagonal matrix of eigenvalues $(\boldsymbol{\sigma})$, where the eigenvalues contain the magnitude of the ellipsoid's principal axes such that,

$$
\begin{equation*}
\mathbf{A}=\mathbf{R}[\boldsymbol{\sigma}] \mathbf{R}^{T} \tag{5.25}
\end{equation*}
$$

The volume of $\mathcal{E}$ is defined as [86]

$$
\begin{equation*}
\operatorname{Vol}(\mathcal{E})=\frac{v_{0}}{\sqrt{\operatorname{det}(\mathbf{A})}}=v_{0} \operatorname{det}\left(\mathbf{A}^{-1}\right)^{\frac{1}{2}} \tag{5.26}
\end{equation*}
$$

"where $v_{0}$ is the volume of the unit hypersphere in dimension $n$ " [86]. As a result, a "natural formulation" of the minimum volume enclosing ellipsoid (MVEE) appears as [86],

$$
\begin{align*}
& \text { minimize: } \operatorname{det}\left(\mathbf{A}^{-1}\right)  \tag{5.27}\\
& \text { subject to: } \quad\left(\mathbf{x}_{i}-\mathbf{c}\right)^{T} \mathbf{A}\left(\mathbf{x}_{i}-\mathbf{c}\right) \leq 1 \quad \text { where } \quad i=1,2,3 \tag{5.28}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{A}>0 \tag{5.29}
\end{equation*}
$$

However, this formulation is not a convex optimization problem [79, 86]. By applying a change of variables to equations (5.27) - (5.29) we can change this optimization problem into a convex optimization problem and solve this problem for the MVEE. Details of the derivation and formulation of this algorithm are in [79, 86].

Given two point cloud distributions at $\left(t_{i}\right)$ and $\left(t_{f}\right)$ this optimization algorithm returns two new matrices, $\mathbf{A}_{\mathbf{i}}$ at $\left(t_{i}\right)$ and $\mathbf{A}_{\mathbf{f}}$ at $\left(t_{f}\right)$, and two vectors, $\mathbf{c}_{i}$ and $\mathbf{c}_{f}$, which represent the MVEE in quadratic form along with the centroid for each ellipsoid at time initial and time final, respectively. Figure 5.4 on the following page shows the results of applying this MVEE optimization algorithm on the point cloud distributions in Figure 5.3. The blue, green, and red lines in Figure 5.4 originate at the centroid of the ellipsoid identifying the principal axes
as well as highlighting the orientation of each ellipsoid. Figure 5.4 shows that the MVEE optimization algorithm can clearly define specific 3D keep-out regions for the optimal control problem at discrete values of $t$; however, we need a 3D keep-out corridor defined for all possible values of time. This requires a smooth ellipsoid interpolation algorithm.

## 3D Point Cloud Capture



Figure 5.4: Point Cloud Capture at 8 \& 11 Seconds

### 5.3.5 Ensuring Correct Ellipsoid Orientation.

A nuance which needs to be addressed is the orientation of the final MVEE when interpolating between two ellipsoids. Based on symmetry, a 180-deg rotation about any principal axis will not change the apparent position or volume of an ellipsoid. For example, in Figure 5.4 the MVEE at $t_{i}$ (enclosing red dots) is orientated such that the longest principal axis (in blue) is pointing left and towards the reader, the middle principal axis (in green) is pointing right and towards the reader, and the smallest principal axis (in red) is pointing down. However, the MVEE at $t_{f}$ (enclosing black dots) is orientated such that the longest principal axis (in blue) is still pointing left and towards the reader but the middle principal axis (in green) is pointing left and away from the reader, while the smallest principal axis
(in red) is pointing up. Because a $180-\mathrm{deg}$ rotation about any principal axis does not alter the position or volume of an ellipsoid, the algorithm in this chapter evaluates the inner product of the quaternions to determine the proper orientation of the final ellipsoid that minimizes the quaternion error, which in turn finds the minimum angle between ellipsoids for use when interpolating from $t_{i}$ to $t_{f}$. Figure 5.5 shows the results of applying this inner product evaluation to the final ellipsoid in Figure 5.4. Figure 5.6 on the following page shows the results of applying the MVEE optimization algorithm with the inner product evaluation to the entire 30 -second trajectory described in Section 5.3 .3 . Again, this $30-$ second trajectory is based on a $3 \mathrm{deg} / \mathrm{sec}$ left turn with a maneuver time constant of 30 seconds as described in equation (5.12). To account for additional uncertainty such as the physical dimensions of an aircraft, we set the minimum radius to 500 feet for all ellipsoid axes. The results in Figure 5.6 clearly defines a 3D keep-out corridor for the optimal control problem; however, since the corridor is only defined for discrete values of $t$, we now must interpolate to define the keep-out corridor for all possible values of time.

## Check of 3D Point Cloud Orientation



Figure 5.5: Determining Correct Ellipsoid Orientation for Interpolation

## 3D Point Cloud Capture of Trajectory



Figure 5.6: MVEE's for 30-Second Left Turning Intruder Trajectory

### 5.4 Interpolation Algorithm

After defining the MVEE for two point cloud distributions we can now apply an interpolation algorithm to define the probability region between these distributions. In order to accomplish this interpolation we first use the rotation matrix to represent each ellipsoid's orientation via quaternions. The quaternion, $\mathbf{q}$, is an orthonormal vector in $\mathbb{R}^{4}$ that consists of a scalar portion, $q_{0}$, and a vector portion such that $[88,89]$

$$
\begin{align*}
& \mathbf{q}=q_{0}+q_{1} \mathbf{i}+q_{2} \mathbf{j}+q_{3} \mathbf{k}=\left[\begin{array}{l}
q_{0} \\
\vec{q}
\end{array}\right]  \tag{5.30}\\
& q_{0}=\cos \left(\frac{\theta}{2}\right)  \tag{5.31}\\
& \vec{q}=\vec{e} \cdot \sin \left(\frac{\theta}{2}\right) \tag{5.32}
\end{align*}
$$

where $\vec{e}$ is the unit eigenaxis vector and $\theta$ is the rotation angle about this vector [89]. To interpolate between $\mathbf{q}_{1}$, the quaternion at $t_{i}$, to $\mathbf{q}_{2}$, the quaternion at $t_{f}$ we use the Slerp algorithm. This algorithm performs the interpolation by referencing a unit sphere and takes
the shortest arc length as the path for the interpolation such that [85]

$$
\begin{equation*}
\operatorname{Slerp}\left(\mathbf{q}_{1}, \mathbf{q}_{2} ; u\right)=\frac{\sin (1-u) \theta}{\sin (\theta)} \mathbf{q}_{1}+\frac{\sin u \theta}{\sin (\theta)} \mathbf{q}_{2} \tag{5.33}
\end{equation*}
$$

where $u$ is the interpolation time and $\mathbf{q}_{1} \cdot \mathbf{q}_{2}=\cos \theta$. Thus, the algorithm to interpolate between two ellipsoids in order to identify the probability region for the optimal control problem requires three inputs: (1) the matrices $\mathbf{A}_{i}$ and $\mathbf{A}_{f}$, which represents the MVEE in quadratic form at time initial and time final, respectively (2) the centroid (c) for each ellipsoid at these times, and (3) the interpolation time, $u$. The first step of this algorithm is to decompose the matrices $\mathbf{A}_{i}$ and $\mathbf{A}_{f}$ into their respective rotation matrices $\left(\mathbf{R}_{k}\right)$ and diagonal matrices of eigenvalues $(\boldsymbol{\sigma})$. A check on the second (or 'final') rotation matrix by successively rotating each axis by 180 degrees is performed to minimize the quaternion error to ensure a minimum rotation angle. Next, the quaternions from the rotation matrices $\left(\mathbf{R}_{k}\right)$ and the lengths of the ellipsoids' radii from the diagonal matrices of eigenvalues are used as the initial and final conditions for the Slerp algorithm. These steps are described algorithmically by:
for $k=1$ to 2 (initial and final time)

$$
\begin{aligned}
& \mathbf{A}_{k}=\mathbf{R}_{k}\left[\boldsymbol{\sigma}_{k}\right] \mathbf{R}_{k}^{T} \\
& \quad \text { if } k=2
\end{aligned}
$$

then perform rotation check on $\mathbf{R}_{2}$
end
$\mathbf{R}_{k} \rightarrow\left[\theta_{k}, \vec{e}\right]$
$\mathbf{q}_{k}=\left[\cos \left(\frac{\theta_{k}}{2}\right), \vec{e}_{1} \cdot \sin \left(\frac{\theta_{k}}{2}\right), \vec{e}_{2} \cdot \sin \left(\frac{\theta_{k}}{2}\right), \vec{e}_{3} \cdot \sin \left(\frac{\theta_{k}}{2}\right)\right]^{T}$
$\mathbf{r}_{k}=\frac{1}{\sqrt{\text { diag } \boldsymbol{\sigma}_{k}}}$, where $\mathbf{r}_{k}$ is principal axes radii
end
Before interpolating we perform the following check on $\mathbf{q}_{2}$ to ensure the orientation is aligned within $\pm 90$ degrees of $\mathbf{q}_{1}$.
if $\mathbf{q}_{1} \cdot \mathbf{q}_{2}<0$
then $\mathbf{q}_{2}=-\mathbf{q}_{2}$
end

Knowing the initial and final orientations, we can now calculate an ellipsoid at any intermediate time $u$ that results in the minimum rotation angle using the Slerp algorithm, which appears as,

$$
\begin{aligned}
& \theta_{u}=\cos ^{-1}\left(\mathbf{q}_{1} \cdot \mathbf{q}_{2}\right) \\
& \mathbf{q}_{u}=\frac{\sin (1-u) \theta_{u}}{\sin \left(\theta_{u}\right)} \mathbf{q}_{1}+\frac{\sin u \theta_{u}}{\sin \left(\theta_{u}\right)} \mathbf{q}_{2} \\
& \mathbf{r}_{u}=\frac{\sin (1-u) \theta_{u}}{\sin \left(\theta_{u}\right)} \mathbf{r}_{1}+\frac{\sin u \theta_{u}}{\sin \left(\theta_{u}\right)} \mathbf{r}_{2} \\
& \mathbf{c}_{u}=\frac{\sin (1-u) \theta_{u}}{\sin \left(\theta_{u}\right)} \mathbf{c}_{1}+\frac{\sin u \theta_{u}}{\sin \left(\theta_{u}\right)} \mathbf{c}_{2} \\
& \text { return }\left[\mathbf{q}_{u}, \mathbf{r}_{u}, \mathbf{c}_{u}\right]
\end{aligned}
$$

Continuing the example shown in Figure 5.4, we now apply this Slerp interpolation algorithm to identify the ellipsoid at time $=9.5$ seconds. These results appear in Figure 5.7.

## 3D Point Cloud Interpolation



Figure 5.7: Slerp Interpolation at 9.5 Seconds

From this figure, we see that the algorithm can efficiently identify at any arbitrary time an ellipsoid representing the distribution for an intruder's position, and hence, can efficiently model a keep-out corridor for the optimal control problem. Further, since this keep-out corridor is generated from a sequential Monte Carlo process based on the best nonlinear estimate of the intruder's states, including turn-rate, this corridor should most accurately represent the inequality path constraint that is the most likely trajectory for the nonlinear airborne SAA optimal control problem. Thus, the SLIMVEE algorithm allows the optimal control problem to efficiently specify at any arbitrary time the boundaries of the keep-out corridor and provides an efficient check if trajectories violate the corridor.

### 5.5 Optimal Control Problem

### 5.5.1 Problem Formulation.

The formulation of the optimal control problem was described in Section 3.2. The performance measure we use in this chapter is to minimize state deviations from a timevarying path $\mathbf{C}(t)$ with minimum control effort as shown in equation (3.8) and repeated here for convenience:

$$
\begin{equation*}
J=\frac{1}{2} \int_{t_{0}}^{t_{f}}\left[(\mathbf{x}-\mathbf{C})^{T} \mathbf{Q}(\mathbf{x}-\mathbf{C})+\left(\mathbf{u}^{T} \mathbf{R}_{o} \mathbf{u}\right)\right] d t, \quad \mathbf{Q} \geq 0 \quad \mathbf{R}_{o}>0 \tag{5.34}
\end{equation*}
$$

In this formulation our inequality path constraints, equation (3.5), are the interpolated ellipsoids representing the intruder's possible location at the specified optimization time step such that,

$$
\begin{equation*}
1-\left[\left(\mathbf{x}_{i}-\mathbf{c}\right)^{T} \mathbf{A}\left(\mathbf{x}_{i}-\mathbf{c}\right)\right] \leq 0 \quad \text { where } \quad i=1,2,3 \tag{5.35}
\end{equation*}
$$

where $\mathbf{A}$ is the matrix containing the interpolated ellipsoid's magnitude and rotation angle and $\mathbf{c}$ is the center of the interpolated ellipsoid.

In this chapter, the ownship attempts to minimize the deviation distance ( $d$ ) from its planned trajectory between waypoints. In Figure 5.8 adapted from [5], $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ identify the start and end waypoints, $\mathrm{x}_{0}$ the current ownship position, and (d) the


Figure 5.8: Point Line Distance from [5]. deviation distance such that [5]

$$
\begin{equation*}
d=\frac{\left|\left(\mathbf{x}_{0}-\mathbf{x}_{1}\right) \times\left(\mathbf{x}_{0}-\mathbf{x}_{2}\right)\right|}{\left|\mathbf{x}_{2}-\mathbf{x}_{1}\right|} \tag{5.36}
\end{equation*}
$$

This chapter uses the commercial software package $\mathbb{G P O P S} \mathbb{I I I}[78]$ to transcribe and solve the nonlinear optimal control problem.

### 5.5.2 Stochastic 3D Scenario Description.

The application for this collision avoidance algorithm is for NAS flight operations where aircraft usually do not perform aggressive maneuvers. The 8 -state model described by equations (5.15) - (5.17) supports this type of flight operations and is the intruder model used in this stochastic 3D scenario. In this scenario the intruder flies at a constant speed of $290 \mathrm{ft} / \mathrm{sec}$ in standard-rate $3 \mathrm{deg} / \mathrm{sec}$ left turn while maintaining a shallow 1 deg flightpath angle $(\gamma)$ climb. Equation (2.3) from Chapter II describes the ownship dynamics. In this scenario the ownship flies at a constant speed of $400 \mathrm{ft} / \mathrm{sec}$ and maneuvers with a maximum bank angle $(\mu)$ of $\pm 45 \mathrm{deg}$ and a normal acceleration $\left(N_{z}\right)$ of 0.59 to 1.41 g . Prior to the start of the simulation, we generate the intruder "truth trajectory" using the ownship dynamic equations. We do this for two reasons: First, these equations adequately model a deterministic 3D aircraft flight trajectory, and second, these equations allow us to better validate the performance of the estimation algorithm since we are using a different dynamics model to generate the "truth" than the model used by the estimation algorithm.

In this scenario, the optimization algorithm seeks to avoid the intruder while minimizing the deviation from a 3D flightpath corridor as described by equation (5.34), which generates an optimal 3D path for the ownship to fly that satisfies the boundary, path, and dynamic constraints. The simulation flies the ownship and intruder along the optimized trajectory
and the truth trajectory, respectively, until the next user-defined measurement time ( 1 Hz ). As described earlier, the optimization algorithm uses a fixed 30-second receding horizon trajectory.

The estimation algorithm initializes by drawing 10,000 particles from a Gaussian distribution about a given a mean for each of the 8 -states of the intruder model. The estimation algorithm then propagates all 10,000 particles every second for 30 seconds to produce an estimate of the intruder's 8 -state position, velocity, vertical acceleration, and turn-rate vector. The algorithm then calculates the MVEE at each 1 Hz propagation step and interpolates this result using the approach described in Section 5.3. This allows the algorithm to efficiently use the intruder's time-varying probability region to specify the boundaries of the keep-out corridor for the inequality path constraint in equation (5.35) at each optimization evaluation time. Again, to account for additional uncertainty such as the physical dimensions of the intruder aircraft, we set the minimum keep-out corridor radius to 500 feet. Based on a RHC approach, the algorithm then performs a measurement update every 1 Hz and calculates a new 30 -second receding horizon trajectory based on this update. As a result, the intruder's probability region and associated keep-out corridor contracts and grows as a function of measurement update rate and time. Finally, to generate the optimal collision avoidance solution, we specify 30 fixed collocation nodes per receding horizon trajectory in the optimization software. We used 30 fixed collocation nodes for speed of solution; however, the method in this chapter is suitable for adaptive mesh schemes as available in $\mathbb{G P O P S} \mathbb{I I}$.

### 5.6 3D Stochastic Simulation Results

This section provides the 3D results of the simulation scenario described in the previous section. For this simulation, the ownship starts at an altitude of 6,000 feet and flies at a constant speed of $400 \mathrm{ft} / \mathrm{sec}$ in an easterly direction (positive x-axis). The ownship attempts to intercept the 3D flightpath corridor located co-altitude at 6,000 feet and parallel to the current flightpath but displaced laterally 5,000 feet to the north (y-axis). The intruder starts the simulation 10,000 feet east of the ownship and co-altitude at 6,000 feet heading
west (negative x-axis) with the 3D flightpath corridor displaced laterally 2,000 feet to the south (y-axis). The intruder then flies at a constant speed of $290 \mathrm{ft} / \mathrm{sec}$ in a standard-rate $3 \mathrm{deg} / \mathrm{sec}$ left turn while maintaining a shallow 1 deg flightpath angle $(\gamma)$ climb. The initial separation distance between the two aircraft is approximately 12,200 feet.

For the simulation results presented, the blue aircraft represents the ownship and the red aircraft represents the intruder aircraft. The blue circles represent the calculated optimal avoidance trajectory at each time interval. The light-colored ellipsoid represents the keepout corridor based on the interpolated point cloud distribution of the intruder's position estimate. The optimal control problem uses this keep-out corridor as an inequality path constraint in calculating an optimal avoidance trajectory. To assess system performance, the green line on the plot represents the "true" 3D intruder trajectory and the gray-colored line represents the ownship's intended 3D flightpath corridor. The black dots on the plot are the propagated particles estimate of the intruder's position at each measurement update $(1 \mathrm{~Hz})$. To prevent cluttering the plot, the results display only $1 \%$ of the actual particles.

To establish a baseline for comparison and to demonstrate the feasibility of this approach, Figure 5.9 on the following page shows a time-sequenced quad chart of the algorithm's performance without any measurement updates throughout the entire 30-second time interval. In this scenario, the particle filter propagated the initial measurement distribution and calculated a 30 -second 3D probability region estimate of the intruder. The optimization algorithm then generated a trajectory that avoided the keep-out corridor and minimized the deviation from the intended 3D flightpath (gray-colored line) as seen in Figure 5.9. In this scenario, at time zero, shown in panel (a) of Figure 5.9, the ownship began a level left bank turn to intercept the desired 3D flightpath corridor (gray-line). At approximately 13.8 seconds as seen in panel (b) of Figure 5.9, the ownship reversed the turn to smoothly intercept the 3D flightpath corridor (gray-line); however, as shown in panel (c) of Figure 5.9, at approximately 18.5 seconds the ownship reached the intruder's probability region and had to descend to avoid this keep-out corridor. Once the intruder's probability

(d) Time 30 seconds

Figure 5.9: Time Series for Ownship (Blue) Avoiding the Intruder's (Red) Probability Region with No Measurement Updates.
region passed and was no longer an active constraint, the ownship began a shallow climb and continued to intercept the 3D flightpath corridor as shown in panel (d) of Figure 5.9.

For this baseline scenario without a measurement update, Figure 5.10 shows the separation distance between the ownship and the true intruder's position. In this figure, the gray-colored line at 500 feet represents the minimum radius of the keep-out corridor. The minimum separation distance between the ownship and the true intruder trajectory (green) was 942.7 feet and this occurred at 19 seconds in this scenario. Despite not having any measurement updates during the 30 -second time horizon, the algorithm performed well. The optimal trajectory satisfied the inequality path constraints of avoiding the intruder's dynamically changing probability region while minimizing path deviations from the desired 3D flightpath corridor. However, in the absence of measurements, over time the filter's estimate of the intruder degrades. Receiving regular measurement updates improves the filter's estimate and reduces the size of the keep-out corridor.

Figure 5.11 on the next page shows the results of incorporating measurement updates. In general, the measurement updates reduce the intruder's probability region, and hence, the keep-out corridor, which subsequently causes the ownship to not deviate as far from the intended flightpath corridor in order to avoid the intruder. The scenario for these new results are iden-


Figure 5.10: No Measurement Updates tical to the previous scenario depicted in Figure 5.9 on the preceding page for both the ownship and intruder aircraft. The only exception is that now the algorithm includes regular measurement updates at a 1 Hz rate using the measurement model described earlier in Section 5.1. Figure 5.11 helps visualize the performance benefits of measurement updates by first showing the particle filter's initial estimate of the ellipsoids associated with the
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(c) Time 13 seconds
(d) Time 19 seconds

Figure 5.11: Time Series for Ownship (Blue) Avoiding the Intruder's (Red) Probability Region with Measurement Updates.
intruder's probability region at the 19 and 30 -second point on the trajectory based on the initial measurement update at time zero. The simulation then incorporates regular measurement updates at a 1 Hz rate. Immediately following the measurement updates at 7, 13, and 19 seconds, separate time-sequence panels in Figure 5.11 display the true intruder and ownship position and show how the original probability regions associated with the 19 and 30 -second ellipsoids shrink from the initial filter estimate generated at time zero. This comparison visually shows how the keep-out corridor decreases with increased number of measurement updates. To facilitate a better comparison of the change in ellipsoid size, Figure 5.11 is at a different view angle than Figure 5.9.

Panel (a) of Figure 5.11 visually shows the turn-rate FOGM model, equation (5.13), operated correctly. In this panel, the point cloud distribution initially closely followed the green truth trajectory based on the initial $3 \mathrm{deg} / \mathrm{sec}$ estimate of the turn-rate state; however, due to the 30 -second maneuver time constant, the FOGM model correctly caused the turnrate estimate, and subsequently the point cloud distribution, to transition back towards a zero-mean value over time due to the decreased probability in the validity of this initial estimate caused by the absence of regular measurement updates. Panels (b), (c) and (d) of Figure 5.11, visually highlight the benefits of measurements updates. The keep-out corridor boundaries associated with the 19 and 30 -second probability region are noticeably smaller with increased measurement updates. In this scenario the closest point of approach (CPA) occurred at 19 seconds. As seen in panel (d) of Figure 5.11, the boundaries of the keep-out corridor at the CPA was at the minimum radius of 500 feet.

Figure 5.12 shows the separation distance between the ownship and the true intruder's position for each measurement time comparison shown in Figure 5.11. For additional insight, Figure 5.12 also shows the separation distance at two additional measurement start times of 17 and 20 seconds, which occur shortly prior and immediately after the CPA, respectively. In Figure 5.12, the blue line represents the separation distance for the initial trajectory without a


Figure 5.12: Separation Distance with Measurement Updates measurement update; this is the same plot as Figure 5.10. The red line in Figure 5.12 is the separation distance starting at time 7 seconds and the green line is the separation distance starting at 13 seconds. The light-blue or cyan-colored, the black, and the magenta lines are the separation distances starting at 17,19 , and 20 seconds, respectively. Again, the gray-colored line at 500 feet in Figure 5.12 represents the minimum radius of the keepout corridor. Based on the regular measurement updates, the minimum separation distance between the ownship and the true intruder trajectory decreased to 661.7 feet at the CPA, which is nearly 300 feet closer than the no measurement update scenario.

### 5.7 Analysis of Results

The previous section demonstrated the validity of the stochastic intruder model and the approach of formulating the keep-out corridor as a dynamic inequality constraint for the nonlinear optimal control problem based on the intruder's estimated time-varying probability region. The algorithm correctly estimated the intruder's trajectory and defined at each evaluation time the boundaries of the intruder's probability region. The algorithm also correctly determined the optimal trajectory that minimized path deviations to the desired 3D flightpath corridor while avoiding the intruder. Using the modified turn rate model, the filter accurately estimated the intruder's turn rate and the FOGM model
correctly caused the turn-rate estimate to tend to a zero-mean estimate at the appropriate rate in the absence of measurements.

To further assess the performance of the optimization algorithm we repeated the simulation in the previous section with the identical initial conditions but removed the intruder from the scenario. As suspected, in this no-intruder simulation the ownship performed an immediate level left turn using maximum available controls and then performed a level right turn with maximum


Figure 5.13: Optimal Path Comparison available controls to quickly intercept the desired 3D flightpath. We then introduced the intruder back into the scenario and visually looked at how these trajectories compared as a function of measurement updates with the no-intruder optimal trajectory. Figure 5.13 shows these results. In this figure the no-intruder trajectory is highlighted in red and intruder avoidance trajectories are in different colors based on the measurement start time. Also in this figure the true intruder trajectory is highlighted in green and the gray-colored line shows the desired 3D flightpath. The axes in this figure are intentionally unequal since the majority of the deviation from the nominal path occur in the vertical direction making these deviation difficult to see with equal axes. Prior to reaching the intruder's probability region, each path follows the red baseline trajectory. Once this inequality constraint becomes active, that is the ownship reaches the intruder's probability region, the algorithm then deviates from the nominal no-intruder path and climbs or descends as indicated on Figure 5.13. This figure is only intended to show that in general, the presence of the intruder caused the optimization algorithm to deviate from the nominal optimal path. Further, continued measurement updates allowed the particle filter to get a better estimate of the intruder and reduce the probability region surrounding the intruder. As a result, the optimization
algorithm then could make smaller deviations away from the nominal no-intruder trajectory, and hence, minimize the overall deviation from the desired 3D flightpath.

Although not a focus of this research, another area worthy of mention is algorithm execution time. An often-stated critique of global path planning methods such as an optimal control problem formulation solved using pseudospectral or direct orthogonal collocation is processing speed [4]. The work in this chapter was not intended to demonstrate realtime operations of an airborne collision avoidance system, the focus was to show the methodology and considerations for modeling and incorporating constraints for the optimal control problem in a stochastic environment; nevertheless, researchers have demonstrated direct orthogonal collocation methods in flight test with an unmanned aircraft for path following applications [38].

We ran the simulations in this chapter using Matlab ${ }^{\circledR}$ version 2012b on a laptop computer operating with OS X version 10.9 operating system and a 2.3 GHz Intel Core $i 5$ processor with 16 GB 1333 MHz DDR3 memory. In this chapter the simulation algorithms were not necessarily optimized for speed but were coded for robust post-processing analysis. Using parallel processing or a compiled language such as C++ would greatly reduce processing time. Nonetheless, as a initial gauge of performance speeds, the optimization algorithm in this chapter took approximately 6 to 8 seconds to calculate an optimal 30second trajectory and the SLIMVEE algorithm took approximately 2.5 seconds per 30second time trajectory. The largest amount of time was spent on the particle filter algorithm. This was largely due to propagating 10,000 particles every second for 30 seconds to estimate each of the 8 intruder states. (Chapter VIII analyzes filter performance and efficiency for different number of particles.) In general, the particle filter algorithm took approximately 18 seconds to perform the measurement update, resample, and then generate a new 30 second estimated trajectory; again, this algorithm was not optimized for speed. Due to the uncorrelated nature of the particles, for real-time implementation the processing time of the particle propagation could be reduced greatly through parallelization by software or application specific integrated circuits. Another key consideration, as noted [44], for
any particle filter implementation is to employ a "Rao-Blackwellization marginalization", if possible, to allow the particle filter to operate with a much lower dimensionality to help increase efficiency. Processing time reduction through this marginalization is a potential area for future research.

Another significant area of concern for a real-time collision avoidance implementation using a direct method is the failure of the NLP solver to find a feasible solution. Lai and Whidborne [90] applied a direct collocation method to solve the optimal control problem for an unmanned obstacle avoidance application. In their formulation, they included an "an onboard backup trajectory... to handle the possible not-converged situations" [90]. In an optimal airborne collision avoidance application, a failure to converge is a critical area that requires additional study to better understand root causes for potential infeasible solutions, and how best to mitigate against these contingencies in a real-time implementation.

Finally, an important consideration in any optimal control problem formulation is on how to define the performance measure or cost function. In this scenario, the cost function was simply a balance between minimizing path deviation and control usage. However, in a real-world NAS application the cost function should probably be more complex. For example, in the scenario in this chapter the optimization algorithm correctly calculated the optimal avoidance trajectory that minimized the path deviation; however, at the CPA the ownship, although offset slightly in altitude, nearly crossed directly in front of the intruder's intended flightpath as seen in Figure 5.14.

Note in this figure the diameter of the sphere surrounding the intruder aircraft (red) is 1,000 feet but the ownship (blue) and intruder are shown larger than scale. Although the trajectory in Figure 5.14 produced the lowest cost and was optimal as defined by the performance measure, this


Figure 5.14: Closest Point of Approach path may have violated standard rules of aviation by turning directly in front of an
approaching aircraft. Therefore, a further area of research to explore is defining appropriate cost functions for the optimal control problem for operations in the NAS which incorporate Federal Aviation Regulations 'rules of the road.'

### 5.8 Conclusion

This chapter showed a general framework for stochastic intruder modeling and constraint formulation when posing the airborne SAA as a nonlinear optimal control problem. The approach in this chapter did not rely on a Gaussian distribution, but instead used a 3D particle filter to estimate an intruder's probability regions as ellipsoids and then smoothly interpolated these ellipsoids to accurately identify a time-varying collision avoidance corridor used as a path constraint for the nonlinear optimal control problem. This approach was applied on a representative scenario and gave favorable results. As described earlier, there are many advantages for using an optimal control approach; however, the potential limitations of this approach are having sufficient onboard processing to implement in real-time and handling situations when the NLP solver fails to find a feasible solution. Future steps in this research effort include validating the robustness of the model, comparing the performance of the particle filter against other nonlinear filters such as the EKF and UKF, and determining performance advantages of different stochastic estimation techniques as well as investigating alternative formulations of the cost function for "realworld" scenarios. The next step is to look at formulating conditional constraints which are imposed when examining the real-world problem such as obeying rules-of-the-road and FAA regulations.

## VI. Implementing Conditional Inequality Constraints for Optimal Collision Avoidance

Current Federal Aviation Administration regulations require that passing aircraft must either meet a specified horizontal or vertical separation distance. However, solving for optimal avoidance trajectories with conditional inequality path constraints is problematic for gradient-based numerical nonlinear programming solvers since conditional constraints typically possess non-differentiable points. Further, the literature is silent on robust treatment of approximation methods to implement conditional inequality path constraints for gradient-based numerical nonlinear programming solvers. This chapter ${ }^{5}$ proposes two efficient methods to enforce conditional inequality path constraints in the optimal control problem formulation and compares and contrasts these approaches on representative airborne avoidance scenarios. The first approach is based on a minimum area enclosing superellipse function and the second is based on use of sigmoid functions. These proposed methods are not only robust, but also conservative, that is, their construction is such that the approximate feasible region is a subset of the true feasible region. Further, these methods admit analytically derived bounds for the over-estimation of the infeasible region with a demonstrated maximum error of no greater than $0.3 \%$ using the superellipse method, which is less than the resolution of typical sensors used to calculate aircraft position or altitude. However, the superellipse method is not practical in all cases to enforce conditional inequality path constraints that may arise in the nonlinear airborne collision avoidance problem. Therefore, this chapter also highlights by example when the use of sigmoid functions are more appropriate.

### 6.1 Introduction

Under the Federal Aviation Administration (FAA) Modernization and Reform Act of 2012, the United States Congress tasked the FAA to "provide for the safe integration of

[^4]civil unmanned aircraft systems into the national airspace system as soon as practicable, but not later than September 30, 2015" [13]. A means to meet this integration mandate is through the use of algorithms that autonomously generate optimal collision avoidance trajectories to satisfy current FAA regulations that mandate passing aircraft meet either a minimum horizontal or vertical separation distance. A number of works have looked at trajectory planning and optimization for air vehicles using optimal control problem formulations [35-37] and some, such as [38], have even demonstrated this method in flight on a small-size unmanned vehicle. However, a potential limitation of this method is enforcing conditional inequality constraints such as maintaining either a minimum horizontal or vertical separation distance from an approaching aircraft or complying with FAA right of way (ROW) rules. For example, according to FAR 91.113 if two aircraft are approaching nearly head on, then "each aircraft shall alter course to the right." Optimal control problems are often solved using gradient-based numerical nonlinear programming (NLP) solvers which require smooth differentiable constraints; however, conditional constraints are not always differentiable, and thus can cause gradient-based numerical solvers to fail. This chapter proposes and analyzes two different methods to address the issue of non-differentiable conditional inequality path constraints. The first approach is based on a minimum area enclosing superellipse (MAES) function and the second is based on the use of sigmoid functions. Both of these approaches are differentiable, allowing the NLP solver to calculate gradients and find an optimal solution.

Standard methods for implementing conditional inequality constraints can be classified as indicator methods [92], including $\operatorname{Big} \mathrm{M}[93,94]$ and active set [95] methods, and mixed-norm methods [92, 96]; however, these methods are not everywhere-differentiable, and therefore, they often cause gradient-based NLP solvers to fail to generate an optimal solution [92]. For instance, Big M methods implement "either-or constraints" [94] using a binary indicator variable along with a sufficiently large constraint variable (M); thus, constraints become non-differentiable with respect to the binary indicator variable [92]. Similarly, active set methods use the conditional constraints to define sub-sets of feasible
solutions and then optimize over each sub-set when it is indicated as the active set [92]. However, these methods are not well suited for dynamic conditional constraints such as the time varying airborne collision avoidance problem since the continuous-time constraints implicitly define an uncountable number of feasible sub-sets, while discretizing the constraints introduces an implicit or explicit binary indicator variable equivalent to those in Big M methods [95]. In addition, mixed-norm methods typically formulate a set of conditional constraints as a single constraint involving the maximum of a set of norms from each conditional constraint [92, 96]; thus, the constraint's derivative at a point is a function of the derivative of the norm that obtains the maximum value at that point [92]. Therefore, if the mixed set of norms do not have identical derivatives at points where the maximum norm changes from one norm to another in the set, the mixed-norm formulation will not be everywhere-differentiable [92]. In the context of collision avoidance, [35] devised a novel approach for enforcing a conditional inequality constraint of maintaining either a minimum horizontal or vertical separation distance from an approaching aircraft; however, their approach did not address situations with more than two conditional constraints and required the introduction of an additional control variable appended to the objective function. An approach that is similar to the methods in this chapter is known as artificial potential fields or functions, or APF. While APF methods are differentiable [28, 97], they do not truly enforce conditional inequality constraints [92]. Instead, APF methods treat path constraints as "soft" obstacles and incorporate them as weighted penalties in the cost function which may result in generating infeasible trajectories [92, 97]. However, the methods proposed in this chapter provide conservative and differentiable approximations for indicator methods as well as mixed-norm methods [92], thus ensuring differentiability for the gradient-based NLP solver while maintaining feasibility for the optimal control problem.

The overview of this chapter is as follows: Section 6.2 introduces and develops the MAES and sigmoid conditional constraint approximation methods. Sections 6.5-6.12 describe and then analyze the simulation results from the two example problems in this chapter and Section 6.14 summarizes the results.

### 6.2 Conditional Inequality Constraint Approximation Methods

This section begins by introducing the first of the two example problems in this chapter to properly motivate the development of the conditional constraint formulation methods presented herein. In the first example problem, the objective is for the ownship to minimize deviations from a 3D flight path corridor while maintaining either a horizontal separation distance ( $\Delta x y$ ) of at least 2460 ft or a vertical separation distance $(\Delta z)$ of at least 820 ft from an intruder aircraft where: ${ }^{6}$

$$
\begin{align*}
\Delta x y & =\sqrt{\left(x_{\text {intruder }}-x_{\text {ownship }}\right)^{2}+\left(y_{\text {intruder }}-y_{\text {ownship }}\right)^{2}}  \tag{6.1}\\
\Delta z & =\left|z_{\text {intruder }}-z_{\text {ownship }}\right| \tag{6.2}
\end{align*}
$$

Using logic 'if statements', this inequality constraint formulation appears algorithmically as:

$$
\text { for each collocation node } i=1 \text { to } n
$$

$$
\begin{aligned}
& \text { if } \Delta x y(i)>2460 \\
& \quad h_{\text {sep }}(i)=1 \\
& \text { end } \\
& \text { if } \Delta z(i)>820 \\
& \quad v_{\text {sep }}(i)=1
\end{aligned}
$$

end
end

$$
\begin{equation*}
1-\left[h_{\text {sep }}+v_{\text {sep }}\right] \leq 0 \text { inequality path constraint, } \in \mathbb{R}^{n} \tag{6.3}
\end{equation*}
$$

This definition for the conditional inequality path constraint in equation (6.3) was evaluated using two different gradient-based NLP solvers, IPOPT and SNOPT; however, as expected, due to the non-differentiable conditional constraint caused by the logic 'if statements', both solvers failed to converge to a solution since they could not determine a gradient direction to search in order to find an extremal point. Therefore, an alternate approach is needed to enforce a conditional constraint without the use of logic 'if statements'. The two approaches

[^5]analyzed in this chapter are (1) MAES and (2) sigmoid functions to approximate inequality path constraints for the optimal control problem. The next sections describe these two approaches.

### 6.3 Minimum Area Enclosing Superellipse (MAES)

The equation for a superellipse appears as:

$$
\begin{equation*}
\left(\frac{x}{a}\right)^{N}+\left(\frac{y}{b}\right)^{N}=1 \tag{6.4}
\end{equation*}
$$

where $a$ and $b$ represent the semi-major and semi-minor axes of the superellipse while $N \geq 2$ is an even number [98]. The equation for the area of a superellipse [99] appears as:

$$
\begin{equation*}
\text { Area }=4 a b C(N) \tag{6.5}
\end{equation*}
$$

where $C(N)$ is a ratio of gamma functions of $N$ defined as [99]:

$$
\begin{equation*}
C(N)=\frac{\left(\Gamma\left(1+\frac{1}{N}\right)\right)^{2}}{\Gamma\left(1+\frac{2}{N}\right)} \tag{6.6}
\end{equation*}
$$

Additionally, a superellipse that encloses a rectangle with length (2h) and width (2v) centered at the origin must intersect each of the 4 corners of the rectangle. That is, the minimum area enclosing superellipse must satisfy,

$$
\begin{align*}
& \left(\frac{+h}{a}\right)^{N}+\left(\frac{+v}{b}\right)^{N}=1 \\
& \left(\frac{-h}{a}\right)^{N}+\left(\frac{+v}{b}\right)^{N}=1 \\
& \left(\frac{+h}{a}\right)^{N}+\left(\frac{-v}{b}\right)^{N}=1  \tag{6.7}\\
& \left(\frac{-h}{a}\right)^{N}+\left(\frac{-v}{b}\right)^{N}=1
\end{align*}
$$

Since $N$ must always be an even number, all 4 constraint expressions in equation (6.7) are equivalent. Furthermore, since $4 C(N)$ in equation (6.5) is not a function of $a$ or $b$, the optimization problem to determine the semi-major and semi-minor axes values, $a^{*}$ and $b^{*}$ respectively, that minimize the area of an enclosing superellipse for any even $N \geq 2$ reduces to:
minimize $a b$
such that $\left(\frac{h}{a}\right)^{N}+\left(\frac{v}{b}\right)^{N}=1$, where $a, b \geq 0$
It is easy to verify that the values $a^{*}=2^{1 / N} h$ and $b^{*}=2^{1 / N} v$ satisfy the first-order KKT and second-order sufficiency conditions for optimality. Therefore, the equation of the minimum area superellipse that encloses the minimum separation rectangle appears as:

$$
\begin{equation*}
\left(\frac{x}{h}\right)^{N}+\left(\frac{y}{v}\right)^{N}=2 \tag{6.8}
\end{equation*}
$$

where $h$ and $v$ represent the minimum horizontal and vertical separation distance constraint, respectively.

Raising the exponential term, $N$, in equation (6.8) to higher-order even powers causes the superellipse to appear increasingly rectangular. Figure 6.1 graphically shows the results of increasing the exponential terms in equation (6.8). In this figure, the $x$-axis represents the horizontal separation constraint $(\Delta x y)$ and the $y$-axis the vertical separation constraint $(\Delta z)$. The red dashed lines depict the minimum separation distance of $\pm 2460 \mathrm{ft}$ and $\pm 820$ ft in the horizontal $(h)$ and vertical $(v)$, respectively. From Figure 6.1, in the limit as $N \rightarrow \infty$ the superellipse approaches the rectangular conditional constraints. Substituting $x$ and $y$ in equation (6.8) with $\Delta x y$ and $\Delta z$, respectively, gives the superellipse equation as:

$$
\begin{equation*}
\left(\frac{\Delta x y}{h}\right)^{N}+\left(\frac{\Delta z}{v}\right)^{N}=2 \tag{6.9}
\end{equation*}
$$

Note: Equations 6.10-6.19 and the associated text are unique contributions by Maj Arendt that do not appear in [92] and only appear below.

Note that,

$$
\begin{equation*}
\left(\frac{\Delta x y}{h}\right)^{N}+\left(\frac{\Delta z}{v}\right)^{N}=2 \Longleftrightarrow \lim _{N \rightarrow \infty}\left(\left(\frac{\Delta x y}{h}\right)^{N}+\left(\frac{\Delta z}{v}\right)^{N}\right)^{\frac{1}{N}}=\lim _{N \rightarrow \infty} 2^{\frac{1}{N}} \tag{6.10}
\end{equation*}
$$

Furthermore [100],

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(\left(\frac{\Delta x y}{h}\right)^{N}+\left(\frac{\Delta z}{v}\right)^{N}\right)^{\frac{1}{N}} \triangleq \max \left\{\frac{\Delta x y}{h}, \frac{\Delta z}{v}\right\} \tag{6.11}
\end{equation*}
$$

Therefore, if the mixed-norm is defined as [96]:

$$
\begin{equation*}
\left\|\left(\frac{\Delta x y}{h}, \frac{\Delta z}{v}\right)\right\|_{\text {mixed }} \triangleq \max \left\{\frac{\Delta x y}{h}, \frac{\Delta z}{v}\right\} \tag{6.12}
\end{equation*}
$$



Figure 6.1: Approximating Conditional Inequality Path Constraints
then in the limit as $N \rightarrow \infty$ the superellipse equation (6.9) is equivalent to the dashed-red rectangle in Figure 6.1 given by the mixed-norm equation:

$$
\begin{equation*}
\left\|\left(\frac{\Delta x y}{h}, \frac{\Delta z}{v}\right)\right\|_{\text {mixed }}=1 \tag{6.13}
\end{equation*}
$$

since,

$$
\begin{equation*}
\max \left\{\frac{\Delta x y}{h}, \frac{\Delta z}{v}\right\}=1 \Longleftrightarrow \lim _{N \rightarrow \infty}\left(\left(\frac{\Delta x y}{h}\right)^{N}+\left(\frac{\Delta z}{v}\right)^{N}\right)^{\frac{1}{N}}=\lim _{N \rightarrow \infty} 2^{\frac{1}{N}}=1 \tag{6.14}
\end{equation*}
$$

An advantage of using a MAES to approximate the conditional inequality constraint is that since the semi-major and semi-minor axes are defined as $a^{*}=2^{\frac{1}{N}} h$ and $b^{*}=2^{\frac{1}{N}} v$, respectively, the overestimation errors ( $\delta_{h}$ and $\delta_{v}$ ) for infeasible values of $\Delta x y$ and $\Delta z$ are bounded such that:

$$
\begin{align*}
& 0 \leq \delta_{h} \leq\left(2^{1 / N}-1\right) h  \tag{6.15}\\
& 0 \leq \delta_{v} \leq\left(2^{1 / N}-1\right) v
\end{align*}
$$

From equation (6.15), for given $h$ and $v$ the MAES overestimation error is strictly a function of $N$. For the example in this chapter, the MAES method used a value of $N=200$, resulting
in a maximum overestimation error of $0.3 \%$, which is less than the typical resolution of an aircraft's onboard sensors used to calculate position or altitude. Therefore, system designers should select the appropriate value of $N$ based on sensor resolution. The minimum value of $N$ necessary to guarantee the overestimation error is less than the sensor tolerance, $\Delta_{s}$, is given by the smallest even number that satisfies the following relationships:

$$
\begin{align*}
& N \geq \frac{\ln 2}{\ln \left(\frac{\Delta_{s}}{h}+1\right)} \\
& N \geq \frac{\ln 2}{\ln \left(\frac{\Delta_{s}}{v}+1\right)} \tag{6.16}
\end{align*}
$$

For example, if $\Delta_{s}=12$ feet while $h=2460$ feet and $v=820$ feet, then:

$$
\begin{align*}
& N \geq \frac{\ln 2}{\ln \left(\frac{12}{2460}+1\right)}=142.44  \tag{6.17}\\
& N \geq \frac{\ln 2}{\ln \left(\frac{12}{820}+1\right)}=47.71
\end{align*}
$$

Therefore, $N$ would be set to 144 .
However, for large values of $N$, constraints involving the equation of the superellipse become computationally difficult to evaluate. This issue of constraint scaling is addressed by applying the natural $\log$ on equation (6.8) to generate the equivalent equation of the minimizing enclosing superellipse. The adapted equation appear as:

$$
\begin{equation*}
\ln \left(\left(\frac{\Delta x y}{2460}\right)^{N}+\left(\frac{\Delta z}{820}\right)^{N}\right)=\ln 2 \tag{6.18}
\end{equation*}
$$

Therefore, the standard form of the inequality path constraint for the optimal control problem appears as:

$$
\begin{equation*}
\ln 2-\ln \left(\left(\frac{\Delta x y}{2460}\right)^{N}+\left(\frac{\Delta z}{820}\right)^{N}\right) \leq 0 \tag{6.19}
\end{equation*}
$$

Equation (6.19) is the form of the MAES method used with equations (6.1) and (6.2) at each collocation node to solve the first example problem in this chapter. However, it may be impractical to apply the MAES method to optimal control problems with multiple, compound (or nested) conditional inequality constraints, represented by the second example problem. To address this limitation, the next section develops differentiable approximations of indicator methods using a sigmoid function form of the conditional inequality path constraint.

### 6.4 Sigmoid Function

Another approach to incorporate a conditional constraint is to use a sigmoid function approximation of a conditional indicator function [92]. The earlier section described the problem that gradient-based NLP solvers have with non-differentiable conditional constraints. Like the MAES, sigmoid functions avoid this problem since they too are continuous and differentiable. Framing the development in the context of the first example problem, two unique sigmoid functions are defined to approximate the horizontal and vertical inequality path constraint indicator functions separately. The equations for the horizontal and vertical sigmoid functions, $S_{h}$ and $S_{v}$, that approximate the inequality path constraint indicator functions appear as [92]:

$$
\begin{align*}
S_{h}\left(\Delta x y, s_{h}\right) & =\left[1+e^{s_{h}\left(1-\frac{\Delta x y}{2460}\right)}\right]^{-1}  \tag{6.20}\\
S_{v}\left(\Delta z, s_{v}\right) & =\left[1+e^{s_{v}\left(1-\frac{\Delta z}{820}\right)}\right]^{-1} \tag{6.21}
\end{align*}
$$

where $s_{h}$ and $s_{v}$ are user-defined positive stiffness factors for the smoothness and orientation of their respective sigmoid. Figure 6.2 shows the results of plotting equations (6.20)


Figure 6.2: Horizontal and Vertical Separation Sigmoid Functions
and (6.21) for varying values of positive $s_{h}$ and $s_{v}$. Negative values of $s_{h}$ and $s_{v}$ merely reflect the image of the sigmoid function about the critical values (2460 and 820). From

Figure 6.2, when $\Delta x y=2460$ or $\Delta z=820$ the value of the respective sigmoid equals 0.5 . When $\Delta x y<2460$ or $\Delta z<820$ then the value of the respective sigmoid approaches zero. Likewise, when $\Delta x y>2460$ or $\Delta z>820$, the value of the respective sigmoid approaches unity. Therefore, the sigmoid functions define the inequality constraint indicator function approximations which appear as [92]:

$$
\begin{gather*}
S_{h}\left(\Delta x y, s_{h}>0\right) \approx\left\{\begin{array} { l c } 
{ 1 , } & { \Delta x y \geq 2 4 6 0 } \\
{ 0 , } & { \text { otherwise } }
\end{array} \quad S _ { h } ( \Delta x y , s _ { h } < 0 ) \approx \left\{\begin{array}{lc}
0, & \Delta x y \geq 2460 \\
1, & \text { otherwise }
\end{array}\right.\right.  \tag{6.22}\\
S_{v}\left(\Delta z, s_{v}>0\right) \approx\left\{\begin{array} { l l } 
{ 1 , } & { \Delta z \geq 8 2 0 } \\
{ 0 , } & { \text { otherwise } }
\end{array} \quad S _ { v } ( \Delta z , s _ { v } < 0 ) \approx \left\{\begin{array}{ll}
0, & \Delta z \geq 820 \\
1, & \text { otherwise }
\end{array}\right.\right. \tag{6.23}
\end{gather*}
$$

This chapter proposes and evaluates two different methods of using these sigmoid functions (a sum and then a product method) to approximate the conditional inequality path constraint. The first method involves summing the horizontal and vertical sigmoid values and the second involves taking the product of these two sigmoids. The following sections detail both methods where for convenience of notation, the exponential terms in equations (6.20) and (6.21) are defined as:

$$
\begin{align*}
& \epsilon_{h}=1-\frac{\Delta x y}{2460}  \tag{6.24}\\
& \epsilon_{v}=1-\frac{\Delta z}{820} \tag{6.25}
\end{align*}
$$

### 6.4.1 Sigmoid Sum Method.

The sigmoid sum method is the more conservative of the two sigmoid methods. Given the conditional inequality path constraint of satisfying either a horizontal ( $h$ ) or vertical ( $v$ ) separation distance constraint, the sigmoid sum approximation of the conditional inequality path constraint appears as:

$$
\begin{equation*}
1-\left[S_{h}\left(\Delta x y, s_{h}\right)+S_{v}\left(\Delta z, s_{v}\right)\right] \leq 0 \tag{6.26}
\end{equation*}
$$

where $s_{h}$ and $s_{v}$ are always positive. Therefore, if $\Delta x y<2460$ and $\Delta z<820$, then equation (6.26) is greater than zero. Thus, the sigmoid sum approximation method does
not admit solutions that violate the true conditional inequality path constraint. However, if $\Delta x y>2460$ while $\Delta z<820$ or $\Delta x y<2460$ while $\Delta z>820$ then equation (6.26) may still be greater than zero, and thus, this method could fail to admit viable solutions that satisfy the true conditional inequality path constraint. The tolerance for when viable solutions are not admitted is a function of the user defined stiffness factor $s$. The relationships that determines if the sigmoid sum method will admit a viable solution are given by equations (6.27) - (6.29).

Note: Equations (6.27) - (6.44) and the associated text are unique contributions by Maj Arendt that do not appear in [92] and only appear below.

If $\Delta x y \geq 2460$ and $\Delta z \geq 820$ then,

$$
\begin{align*}
& \epsilon_{h} \leq 0  \tag{6.27}\\
& \epsilon_{v} \leq 0
\end{align*}
$$

which implies that $S_{h}\left(\Delta x y, s_{h}\right) \geq 0.5$ and $S_{v}\left(\Delta z, s_{v}\right) \geq 0.5$ so equation (6.26) is correctly satisfied.

If $\Delta x y \geq 2460$ and $\Delta z<820$ then,

$$
\begin{align*}
& \epsilon_{h} \leq 0  \tag{6.28}\\
& \epsilon_{v}>0
\end{align*}
$$

which implies that $S_{h}\left(\Delta x y, s_{h}\right) \geq 0.5$ and $S_{v}\left(\Delta z, s_{v}\right)<0.5$ so equation (6.26) is correctly satisfied if and only if $\epsilon_{v} \leq\left|\epsilon_{h}\right| \frac{s_{h}}{s_{v}}$.

If $\Delta x y<2460$ and $\Delta z \geq 820$ then,

$$
\begin{align*}
& \epsilon_{h}>0  \tag{6.29}\\
& \epsilon_{v} \leq 0
\end{align*}
$$

which implies that $S_{h}\left(\Delta x y, s_{h}\right)<0.5$ and $S_{v}\left(\Delta z, s_{v}\right) \geq 0.5$ so equation (6.26) is correctly satisfied if and only if $\epsilon_{h} \leq\left|\epsilon_{v}\right| \frac{s_{v}}{s_{h}}$.

Equations (6.27) - (6.29) guarantee that the sigmoid sum method will only reject feasible solutions if one constraint is violated by more than the slack of the satisfied constraint times the ratio of the two stiffness factors [92]. Furthermore, in the worst-case
when $\Delta z=0$ then $\epsilon_{v}=1$, so the minimum value of $\Delta x y$ that will satisfy the sigmoid sum approximation of the conditional inequality constraint is given by the following relation:

$$
\begin{align*}
& \text { if } \Delta z=0 \text {, then } \\
& 1-\left[S_{h}\left(\Delta x y, s_{h}\right)+S_{v}\left(\Delta z, s_{v}\right)\right] \leq 0  \tag{6.30}\\
& \quad \Longleftrightarrow \Delta x y \geq\left(1+\frac{s_{v}}{s_{h}}\right) h
\end{align*}
$$

Similarly, in the worst-case when $\Delta x y=0$ then $\epsilon_{h}=1$, so the minimum value of $\Delta z$ that will satisfy the sigmoid sum approximation of the conditional inequality constraint is given by the following relation:

$$
\text { if } \Delta x y=0 \text {, then }
$$

$$
\begin{align*}
& 1-\left[S_{h}\left(\Delta x y, s_{h}\right)+S_{v}\left(\Delta z, s_{v}\right)\right] \leq 0  \tag{6.31}\\
& \Longleftrightarrow \Delta z \geq\left(1+\frac{s_{h}}{s_{v}}\right) v
\end{align*}
$$

Equations (6.30) - (6.31) indicate that the worst-case overestimation error can be very large. Additionally, the complexity of the sigmoid sum approximation surface indicates that NLP solvers could have difficulty estimating the gradient of the constraint (see Figure 6.3). Therefore, a second sigmoid function method which reduces much of the overestimation error and improves differentiability is described next.

### 6.4.2 Sigmoid Product Method.

Compared to the sigmoid sum method, the sigmoid product method allows greater precision in approximating conditional inequality constraints by reducing the maximum overestimation error that occurs when only one constraint is satisfied. Given the conditional inequality path constraint of satisfying a minimum horizontal $(h)$ or vertical $(v)$ separation distance constraint, the sigmoid product approximation of the conditional inequality path constraint appears as [92]:

$$
\begin{equation*}
\left[S_{h}\left(\Delta x y, s_{h}\right) S_{v}\left(\Delta z, s_{v}\right)\right]-0.25 \leq 0 \tag{6.32}
\end{equation*}
$$

where $s_{h}$ and $s_{v}$ are now both negative. The relationships given by equations (6.27) - (6.29) in the sigmoid sum method also determine if the sigmoid product method will admit a
viable solution. However, for the sigmoid product method, if the horizontal constraint is satisfied but the vertical is not, that is, $\Delta x y \geq 2460$ and $\Delta z<820$ then equation (6.32) is correctly satisfied if:

$$
\begin{equation*}
\epsilon_{h} \leq \frac{1}{s_{h}} \ln \left(\frac{3-e^{s_{v} \epsilon_{v}}}{1+e^{s_{v} \epsilon_{v}}}\right) \tag{6.33}
\end{equation*}
$$

Similarly, if $\Delta x y<2460$ and $\Delta z \geq 820$, then equation (6.32) is correctly satisfied if:

$$
\begin{equation*}
\epsilon_{v} \leq \frac{1}{s_{v}} \ln \left(\frac{3-e^{s_{h} \epsilon_{h}}}{1+e^{s_{h} \epsilon_{h}}}\right) \tag{6.34}
\end{equation*}
$$

In the worst-case when $\Delta z=0$, then the minimum value of $\Delta x y$ that will satisfy equation (6.32) is given by the following relationship:

$$
\begin{equation*}
\Delta x y \geq\left(1+\frac{1}{\left|s_{h}\right|} \ln \left(\frac{3-e^{s_{v}}}{1+e^{s_{v}}}\right)\right) h \tag{6.35}
\end{equation*}
$$

However, $e^{s_{v}} \rightarrow 0$ as $s_{v} \rightarrow-\infty$, so equation (6.35) can be approximated conservatively as:

$$
\begin{equation*}
\Delta x y \geq\left(1+\frac{1}{\left|s_{h}\right|} \ln (3)\right) h \tag{6.36}
\end{equation*}
$$

Likewise, when $\Delta x y=0$, then the minimum value of $\Delta z$ that will satisfy equation (6.32) is given by the following relationship:

$$
\begin{equation*}
\Delta z \geq\left(1+\frac{1}{\left|s_{v}\right|} \ln \left(\frac{3-e^{s_{h}}}{1+e^{s_{h}}}\right)\right) v \tag{6.37}
\end{equation*}
$$

which can also be approximated conservatively as:

$$
\begin{equation*}
\Delta z \geq\left(1+\frac{1}{\left|s_{v}\right|} \ln (3)\right) v \tag{6.38}
\end{equation*}
$$

Therefore, the sigmoid product method bounds the overestimation errors ( $\delta_{h}$ and $\delta_{v}$ ) for infeasible values of $\Delta x y$ and $\Delta z$ such that:

$$
\begin{align*}
& 0 \leq \delta_{h} \leq \frac{h}{\left|s_{h}\right|} \ln (3) \\
& 0 \leq \delta_{v} \leq \frac{v}{\left|s_{v}\right|} \ln (3) \tag{6.39}
\end{align*}
$$

From equation (6.39), the maximum overestimation error is strictly a function of $\left|s_{h}\right|$ and $\left|s_{v}\right|$. Due to the computational difficulty resulting from large exponential powers, with 40
fixed collocation nodes the largest absolute values for the sigmoid product parameters that were achieved were $\left|s_{h}\right|=240$ and $\left|s_{v}\right|=80$. With these values the maximum overestimation error was $0.5 \%$ in the horizontal and $1.4 \%$ in the vertical. These values are much lower than the sigmoid sum method while comparable to the maximum overestimation error obtained in the MAES method. As with the MAES method, system designers can select the appropriate value of $s_{h}$ and $s_{v}$ based on sensor resolution. The minimum values of $\left|s_{h}\right|$ and $\left|s_{v}\right|$ necessary to guarantee that the overestimation error is less than the sensor tolerance, $\Delta_{s}$, are given by the following relationships:

$$
\begin{align*}
& \left|s_{h}\right| \geq \frac{h}{\Delta_{s}} \ln (3)  \tag{6.40}\\
& \left|s_{v}\right| \geq \frac{v}{\Delta_{s}} \ln (3)
\end{align*}
$$

Since $h=2460$ and $v=820$ in the example problem, the minimum value of $\left|s_{h}\right|$ needed to achieve a given tolerance will be $3 \times$ greater than the minimum value of $\left|s_{v}\right|$ needed to achieve the same tolerance.

Additionally, Figure 6.3 shows the normalized 3D constraint contour plots for the sigmoid sum and product methods for stiffness values of $s=4$ and 64 where $s=s_{h}=s_{v}$. The blue-colored area in the figure represents the feasible region where at least one constraint is satisfied and the red-colored area represents the infeasible region where neither constraint is satisfied. The thin black line on the constraint surface represents the true feasibility threshold and the thicker dashed line represents the conservative approximation to the feasibility threshold. For the sigmoid sum method the inequality constraint values, equation (6.26), range between $\pm 1$ where negative values indicate at least one constraint is satisfied and values above 0.5 indicate neither constraint is satisfied. In the sigmoid product method the inequality constraint values, equation (6.32), range between -0.25 and 0.75 where negative values indicate at least one constraint is satisfied and values above 0.25 indicate neither constraint is satisfied. Therefore, to compare the two sigmoid methods the constraint contours ( $\mathbf{g}^{*}$ ) in Figure 6.3 are normalized using:

$$
\begin{equation*}
\mathbf{g}^{*}=\frac{\mathrm{g}-\mathbf{g}_{\min }}{\mathrm{g}_{\max }-\mathbf{g}_{\min }} \tag{6.41}
\end{equation*}
$$

such that the constraint contour plots for both methods range between 0 and 1 where 0 indicates at least one constraint is satisfied and 1 indicates neither constraint is satisfied.


Figure 6.3: 3D Constraint Contour Comparison of Sigmoid Sum and Product Methods

During the optimization, the gradients of these constraint surfaces need to be calculated. Clearly, the sigmoid sum gradient is more complex due to the "stair-steps" and "sharp valleys" in the contour plots and thus is more difficult for the optimizer to establish the correct search direction. Subsequently, as shown in the analysis and confirmed by the results, the sigmoid product method is more efficient and allows higher stiffness values compared to the sigmoid sum method. Thus, the sigmoid product method was selected for use in the general case to resolve optimal control problems with multiple, compound (or nested) conditional inequality constraints. For problems of this type, it is necessary to use
the generalized form of the sigmoid product constraint formulation given by [92]:

$$
\begin{equation*}
\left(\prod_{k=1}^{K}\left[1+e^{s_{k}\left(\frac{h_{k}-g_{k}}{\max \left\{g_{k}\right\}-h_{k}}\right)}\right]^{-1}\right)-2^{-K} \leq 0 \tag{6.42}
\end{equation*}
$$

where $K$ is the total number of conditional constraints being evaluated, $g_{k} \leq \max \left\{g_{k}\right\}$ is a bounded constraint function such that $h_{k}-g_{k} \leq 0$ if and only if condition $k$ is satisfied and $h_{k}-g_{k}>0$ if and only if the condition is not satisfied, and $s_{k}<0$ is the stiffness factor [92]. The overestimation error for each constraint in the generalized sigmoid product method is bounded similarly to the two-sigmoid case such that [92]:

$$
\begin{equation*}
0 \leq \delta_{k} \leq\left(\frac{\max \left\{g_{k}\right\}-h_{k}}{\left|s_{k}\right|}\right) \ln \left(2^{K}-1\right) \tag{6.43}
\end{equation*}
$$

where $\delta_{k}$ is the overestimation error for values that violate conditional constraint $k$. Equation (6.43) also indicates system designers can select the appropriate value of $s_{k}$ based on desired precision. The minimum value of $\left|s_{k}\right|$ necessary to guarantee that the overestimation error is less than the precision tolerance, $\Delta_{k}$, is given by the following relationships [92]:

$$
\begin{equation*}
\left|s_{k}\right| \geq\left(\frac{\max \left\{g_{k}\right\}-h_{k}}{\Delta_{k}}\right) \ln \left(2^{K}-1\right) \tag{6.44}
\end{equation*}
$$

Thus, equations (6.39) and (6.40) were used to determine the sigmoid product method parameters for the first example problem, while equations (6.43) and (6.44) were used to determine the sigmoid product method parameters for the second example problem.

### 6.5 Description of Example Problems

The following section describes the example problems in this chapter. The objective of the first example problem, as described earlier, is for the ownship to minimize deviations from a 3D flight path corridor while maintaining either a horizontal separation distance ( $\Delta x y$ ) of at least 2460 ft or a vertical separation distance $(\Delta z)$ of at least 820 ft from an intruder. The objective of the second example problem is identical to the first but requires the ownship to also adhere to FAA right of way (ROW) rules in addition to maintaining the intruder separation distances above. In this problem, the turn direction is conditioned on time and range from the intruder. The setup conditions for both example problems
are identical. For both example problems, the collocation is performed at Legendre-GaussRadau quadrature points [101].

### 6.6 Constraints

Equation (2.3) from Section 2.2.3.2 represents the dynamic constraints for the ownship that the optimization algorithm must satisfy when generating the optimal collision avoidance trajectory. The intruder aircraft maintains a constant speed of $300 \mathrm{ft} / \mathrm{sec}$, a constant heading of $180^{\circ}$ and a constant altitude of 6,000 feet. Although the optimal control problem formulation can easily accommodate multiple intruders and more complex and even stochastic models [80], in this example problem we intentionally limited the problem to a single intruder and kept the intruder dynamic constraints simple in order to focus on the methodology for enforcing the conditional inequality path constraints. Thus, the intruder dynamic constraints appear as:

$$
\dot{\mathbf{x}}_{\text {int }}=\mathbf{f}\left(\mathbf{x}_{\text {int }}(t), t\right)=\left[\begin{array}{c}
\dot{x}_{\text {int }}(t)  \tag{6.45}\\
\dot{y}_{\text {int }}(t) \\
\dot{z}_{\text {int }}(t)
\end{array}\right]=\left[\begin{array}{c}
300 \cos \left(180^{\circ}\right) \\
300 \sin \left(180^{\circ}\right) \\
0
\end{array}\right]=\left[\begin{array}{c}
-300 \\
0 \\
0
\end{array}\right]
$$

The equality boundary constraints are time initial $\left(t_{0}\right)$, time final $\left(t_{f}\right)$, ownship initial position $\left(x_{0}, y_{0}, z_{0}\right)$, and intruder initial position $\left(x_{0_{\text {int }}}, y_{0_{\text {int }}}, z_{0_{\text {int }}}\right)$. These boundary constraints appear as:

$$
\begin{align*}
t_{0} & =0 \mathrm{sec} \\
t_{f} & =60 \mathrm{sec}  \tag{6.46}\\
\left(x_{0}, y_{0}, z_{0}\right) & =[0,0,6000]^{\prime} \mathrm{ft} \\
\left(x_{0_{\text {int }}}, y_{0_{\text {int }}}, z_{0_{\text {int }}}\right) & =[20000,2000,6000]^{\prime} \mathrm{ft}
\end{align*}
$$

The inequality path constraint for the collision avoidance problem is the ownship must maintain at least 2460 feet separation distance horizontally or 820 feet vertically at all time from the intruder. To approximate this conditionally inequality constraint, the MAES, sigmoid sum, and sigmoid product methods are evaluated as described by equations (6.19), (6.26), and (6.32), respectively. In addition, the inequality control constraints, $\mathbf{u}(\mathbf{t})$, appear
as:

$$
\begin{gather*}
-45^{\circ} \leq \mu(t) \leq 45^{\circ}  \tag{6.47}\\
0.59 \leq N_{z}(t) \leq 1.41
\end{gather*}
$$

The symmetric control bounds on $N_{z}(t)$ are reasonable maneuver limits for commercial transport or large remotely piloted aircraft. In addition, the upper bound on $N_{z}(t)$ corresponds to the upper bound on $\mu(t)$ such that when both controls are at their maximum value the aircraft performs a level turn.

### 6.7 Performance Measure

The performance measure for this problem is to minimize overall deviation distance ( $d$ ) from the specified 3D flight path corridor centerline. In Figure 5.8, $x_{1}$ and $x_{2}$ identify two consecutive waypoints, $x(t)$ the current ownship position, and $(d)$ the deviation distance such that:

$$
\begin{equation*}
J=\int_{t_{0}}^{t_{f}} d(t) d t \tag{6.48}
\end{equation*}
$$

where the deviation distance, $d$, is defined by equation (5.36). In this problem, $x_{1}$ and $x_{2}$ are defined in feet as:

$$
\begin{align*}
& x_{1}=[0,2000,6000]^{\prime}  \tag{6.49}\\
& x_{2}=[25000,2000,6000]^{\prime}
\end{align*}
$$

Note that the ownship is trying to fly along the line through $x_{1}$ and $x_{2}$, but there is no time specified with either point.

### 6.8 Example Problem 1

In this section we first analyze the results of using the MAES to approximate the inequality path constraint and then examine the results of using the sigmoid methods for the first example problem. For comparison, in each case we used a global polynomial with 40 fixed collocation nodes and used IPOPT as the NLP solver. Simulations in this chapter used Matlab ${ }^{\circledR}$ version 2012b on a laptop computer operating with OS X version 10.9 operating system and a 2.3 GHz Intel Core $i 5$ processor with 16 GB 1333 MHz DDR3 memory. The performance measure for this scenario was to minimize path deviation, as
in equation (6.48). Since the minimum horizontal separation distance was $3 \times$ greater than the minimum vertical separation distance, intuitively the minimum deviation trajectory was for the ownship to intercept the 3D flight path corridor and change altitude only when required to meet the conditional separation constraint. The simulation results confirmed this intuition. The primary differences in these two approaches was the accuracy of the approximation and the time required for the optimizer to achieve a solution.

To standardize the results we provided the NLP solver with the same conservative initial guess for each simulation run which consisted of the ownship flying level at the initial condition heading of 0 degrees. The minimum path deviation trajectory for all three methods appeared similar. Although Figure 6.4 is a time-series quad chart of only the MAES simulation results, the minimum path deviation trajectories from the sigmoid methods appeared the same as the results in this figure. In this figure, the ownship is depicted in blue, the intruder in red, and the desired 3D flight path corridor in black. Both aircraft started the scenario at the same altitude of 6,000 feet MSL with the ownship 2, 000 feet south (positive $y$-axis) of the 3D corridor while the intruder started and remained on the corridor.

As seen in panel (a) of Figure 6.4, at the start of the scenario the ownship began an immediate left turn to intercept the 3D flight path corridor and then continued on the corridor at the specified corridor altitude of 6,000 feet as shown in panel (b). In panel (c), the ownship then deviated from the corridor altitude by climbing only when required to meet the conditional separation inequality constraint. After satisfying this conditional constraint, the ownship then descended and maintained the desired 3D flight path corridor for the duration of the time horizon shown in panel (d).

### 6.9 MAES Simulation Results

Table 6.1 summarizes the effects of increasing the exponential terms in equation (6.19) on the normalized cost $(J)$, number of NLP inequality constraint evaluations, CPU time in NLP evaluations, and the vertical and horizontal separation distances from the intruder at the closest point of approach (CPA).


Figure 6.4: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding the Intruder Aircraft (Red) While Minimizing Path Deviation (MAES, Sigmoid Results Similar).

Table 6.1: Results for MAES Approximation of Conditional Inequality Constraint

| MAES <br> Order $(N)$ | Normalized <br> Cost $(J)$ | \# of Inequal- <br> ity Constraint <br> Evaluations | CPU time in <br> NLP Evalua- <br> tions (sec) | Separation at CPA <br>  <br> Vertical |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 1.666 | 130 | 26.41 | 1129 | Horizontal <br> $(\mathrm{ft})$ |
| 4 | 1.46 | 59 | 23.32 | 974 | 775 |
| 100 | 1.344 | 64 | 22.8 | 875 | 772 |
| 200 | 1.341 | 69 | 27.26 | 872 | 761 |

The normalized cost $(J)$ in Table 6.1 represents the ratio of the cost of intercepting the 3D corridor with an avoidance maneuver normalized by the cost of intercepting the 3D corridor without an avoidance maneuver. Note that these results are for 40 collocation nodes. While the number of nodes will affect the results, increasing the number of nodes will not necessarily cause the generated trajectory at the CPA to achieve the minimum feasible
separation distances. In fact, due to the interaction between the aircraft dynamics and cost function, equations (2.3) and (6.48), the minimum vertical and horizontal separation distances at the CPA may overshoot the minimum feasible separation distances of the active constraint for any number of collocation nodes. Figure 6.5 graphically displays the


Figure 6.5: Results Using $N=200$ for MAES Approximation of Inequality Path Constraint
results for $N=200$. The blue asterisks in the plots show the horizontal $(\Delta x y)$ and vertical ( $\Delta z$ ) separation distances between the ownship and the intruder aircraft respectively at each collocation node for the 60 second time-horizon. The red-line in each plot depicts the minimum horizontal $(2460 \mathrm{ft})$ or vertical $(820 \mathrm{ft})$ separation distance. Figure 6.5 shows that at approximately 12 seconds, the ownship began a climb so that as the horizontal separation decreased to below 2460 ft , at approximately 26 seconds, the ownship achieved the required vertical separation of at least 820 ft . In this plot, the ownship climbed above the minimum altitude of 820 ft and peaked at an altitude of approximately 870 ft . Although it appears the separation distance was slightly violated past 30 seconds, this is because the solution is satisfied at the collocation nodes only. The results for both sigmoid methods appeared similar to the results in Figure 6.5.

### 6.10 Sigmoid Simulation Results

### 6.10.1 Sigmoid Sum Results.

Table 6.2 summarizes the results of increasing the stiffness factors ( $s_{h}$ and $s_{v}$ ) in equation (6.26) on the cost $(J)$, number of inequality constraint evaluations, CPU time in NLP evaluations, maximum vertical separation distance from the intruder, and the minimum horizontal separation distance from the intruder.

Table 6.2: Results for Sigmoid Sum Approximation of Conditional Inequality Constraint

| Stiffness <br> factor <br> $\left(s_{h}, s_{v}\right)$ | Normalized <br> Cost $(J)$ | \# of Inequal- <br> ity Constraint <br> Evaluations | CPU time in <br> NLP Evalua- <br> tions (sec) | Separation at CPA <br> Vertical <br> $(\mathrm{ft})$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(50,50)$ | 1.656 | 583 | 228.70 | 1122 | Horizontal <br> $(\mathrm{ft})$ |
| $(100,100)$ | 1.458 | 1174 | 365.56 | 971 | 776 |
| $(125,125)$ | 1.423 | 1189 | 400.82 | 941 | 777 |

### 6.10.2 Sigmoid Product Results.

Table 6.3 summarizes the results for the sigmoid product method of increasing the stiffness factors ( $s_{h}$ and $s_{v}$ ) in equation (6.32) on the cost $(J)$, number of inequality constraint evaluations, CPU time in NLP evaluations, maximum vertical separation distance from the intruder, and the minimum horizontal separation distance from the intruder.

Table 6.3: Results for Sigmoid Product Approximation of Conditional Inequality Constraint

| Stiffness <br> factor <br> $\left(s_{h}, s_{v}\right)$ | Normalized <br> Cost $(J)$ | \# of Inequal- <br> ity Constraint <br> Evaluations | CPU time in <br> NLP Evalua- <br> tions (sec) | Separation at CPA <br>  <br> $(\mathrm{ft})$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $(180,60)$ | 1.443 | 121 | 50.81 | 825 | 989 |
| $(210,70)$ | 1.422 | 128 | 52.9 | 824 | 968 |
| $(240,80)$ | 1.403 | 80 | 38.69 | 824 | 915 |

### 6.11 Sensor Tolerance Evaluation Results

The sigmoid sum method had the largest computational time and was the most conservative of the three methods. Therefore, the following sensor tolerance evaluation focuses on the performance of the MAES and sigmoid product methods with parameters chosen to guarantee maximum overestimation errors less than a given sensor tolerance. For simplicity, this evaluation assumes the horizontal and vertical sensor tolerances are equal. From the previous example, for a sensor tolerance of $\pm 12$ feet, the minimum value of $N$ for
the MAES method to guarantee the maximum overestimation error is less than the sensor tolerance is $N=144$. Similarly, from equation (6.40) for the sigmoid product method the minimum values of $\left|s_{h}\right|$ and $\left|s_{v}\right|$ required to guarantee the maximum overestimation error is less than the sensor tolerance is $\left|s_{h}\right|=226$ and $\left|s_{v}\right|=76$. Table 6.4 shows the results for the MAES and sigmoid product methods with parameter values that guarantee the maximum overestimation error is less than sensor tolerances of 12,25 and 50 feet.

The previous results in Sections 6.9 and 6.10 used only 40 collocation nodes and these nodes spanned the entire trajectory as a single "global" interpolating polynomial. However, to increase the fidelity of the solution especially near the constraint activation boundaries, the results in Table 6.4 divided the trajectory into 20 equal-spaced segments with 10 collocation nodes per segment [63]. Although not reflected in the table, an alternate formulation applied an adaptive mesh refinement strategy [101] which adaptively increased the number and placement of collocation nodes to achieve a user-defined level of accuracy. However, since the execution times for the adaptive node placement strategy varied significantly based on the number of mesh refinements, for standardization and comparison of results, a fixed number of collocation nodes was preferred for this analysis. Furthermore, due to the longer execution times of an adaptive node placement strategy, any eventual implementation of a real-time airborne collision avoidance algorithm would likely use fixed collocation nodes.

Table 6.4: Comparison of Methods for Achieving Error Less Than Sensor Tolerance

| Sensor <br> Tolerance <br> (ft) | Method | Normalized Cost ( $J$ ) | Constraint Activation times (sec) | $\begin{aligned} & \hline \hline \text { CPU time } \\ & \text { in NLP } \\ & \text { (sec) } \end{aligned}$ | Separation at CPA |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | Vertical <br> (ft) | Horizontal <br> (ft) |
| 12 | $\begin{aligned} & \text { MAES } \\ & N=144 \end{aligned}$ | 1.399 | $\begin{aligned} & t_{1}=25.69 \\ & t_{2}=32.73 \end{aligned}$ | 254.88 | 919 | 116 |
|  | Sigmoid <br> Product $\begin{aligned} & s_{h}=-226 \\ & s_{v}=-76 \end{aligned}$ | 1.394 | $\begin{aligned} & t_{1}=25.81 \\ & t_{2}=32.86 \end{aligned}$ | 346.13 | 929 | 102 |
| 25 | $\begin{aligned} & \text { MAES } \\ & N=70 \end{aligned}$ | 1.406 | $\begin{aligned} & t_{1}=25.81 \\ & t_{2}=32.86 \end{aligned}$ | 236.54 | 918 | 110 |
|  | Sigmoid <br> Product $\begin{aligned} & s_{h}=-109 \\ & s_{v}=-37 \end{aligned}$ | 1.396 | $\begin{aligned} & t_{1}=25.81 \\ & t_{2}=32.85 \end{aligned}$ | 285.51 | 931 | 102 |
| 50 | $\begin{aligned} & \text { MAES } \\ & N=36 \end{aligned}$ | 1.401 | $\begin{aligned} & t_{1}=25.80 \\ & t_{2}=32.85 \\ & \hline \end{aligned}$ | 147.1 | 936 | 107 |
|  | Sigmoid <br> Product $\begin{aligned} & s_{h}=-55 \\ & s_{v}=-19 \end{aligned}$ | 1.399 | $\begin{aligned} & t_{1}=25.81 \\ & t_{2}=32.86 \end{aligned}$ | 162.75 | 934 | 107 |

To better gauge the changes in the ownship trajectory as a function of the change in the sensor tolerance, the results in Table 6.4 replaced the column showing the number of inequality constraints evaluations in Tables $6.1-6.3$ with a new column that showed the constraint activation times. As seen in Figure 6.5, the intersection of the red-dashed line and blue-asterisk indicate the constraint activation times. For the sensor tolerance evaluation, changes in the constraint activation times can provide additional insight into the sensitivity of the aircraft dynamics to the sensor tolerance. For instance, the performance measure $(J)$ in this problem should force the optimal trajectory towards the "corner" of the constraint boundary where the horizontal and vertical constraints are active since in both MAES and sigmoid methods, these constraint corners are where the overestimation error is zero. This fact is particularly evident in Figure 6.1 where the formulation of the MAES optimization problem in equation (6.7) minimized the overestimation error at the corners of the rectangular constraint area.

In general the normalized cost $(J)$ in Table 6.4 increased slightly as the predicted overestimation error increased. However, the constraint activation times remained consistent with the constant ground speed assumption, and the minimum separation distances at the CPA did not noticeably change as the sensor tolerance increased. These results indicate that the aircraft dynamics and trajectory optimization process were not sensitive to the range of sensor tolerances in the table. Since the overestimation error achieved its minimum value at the constraint corner, the optimizer forced the trajectory to intersect this corner as seen by the consistent constraint activation times. Even at a sensor tolerance of 50 feet, the ownship dynamic constraints were still what drove the optimal trajectory to start a climb away from the desired flight path in order to intersect the constraint corner; that is, the ownship climbed to reach an altitude of 820 feet above the intruder at the exact moment the horizontal separation distance decreased to less than 2460 feet. Likewise, after the two aircraft passed, the ownship then descended below 820 feet above the intruder at the exact moment when the horizontal separation distance again increased to greater than 2460. Thus, the trajectory was insensitive to sensor tolerances up to 50 feet. This was because the ownship's dynamics forced the aircraft to climb to intersect the constraint corner rather than to avoid the worst-case overestimation region corresponding to sensor tolerances up to 50 feet. As a result, based on the intercept geometry of this example problem, the optimal trajectory should not change significantly until the sensor tolerance is significantly greater than the aircraft's dynamic constraints required to intersect the constraint corner. For example, the earlier MAES results with $N=2$ correspond to sensor tolerances of greater than 330 feet which was reflected in the fact that at the CPA the altitude separation was approximately 360 feet greater than the minimum required separation distance. Therefore, based on the intercept geometry the aircraft dynamics may be more important in determining the precision of the approximation rather than the sensor tolerance since the optimal trajectory may remain unchanged for varying values of realistic sensor tolerances and scaling may not be required.

Nonetheless, Table 6.4 confirmed the methods presented in the chapter and provides users a means to implement conditional inequality path constraints with a gradient-based numerical solver to the desired level of precision. Additionally, the results confirm that if the problem involves only two simple constraints, then the MAES method is the superior approximation method.

### 6.12 Example Problem 2

Unlike the previous example problem of satisfying a minimum horizontal or vertical separation distance where the MAES method performed well, an optimal control problem formulation may include multiple, compound (or nested) conditional constraints that do not lend themselves practically to the MAES formulation. An example of this type of complication is adhering to FAA right of way (ROW) rules, which state that if two aircraft are approaching nearly head on, then "each aircraft shall alter course to the right." Since air traffic control procedures prefer horizontal over vertical maneuvers to maintain safe separation, in addition to implementing this conditional ROW constraint, this example problem also uses a new weighted cost function that separately penalizes ownship horizontal and vertical deviations from a desired 3D flight path corridor. This new cost function appears as,

$$
\begin{equation*}
J=\int_{t_{0}}^{t_{f}}\left[\left(\frac{d_{x y}(t)}{3038}\right)^{2}+\left(\frac{d_{z}(t)}{300}\right)^{2}\right] d t \tag{6.50}
\end{equation*}
$$

where $d_{x y}(t)$ is the horizontal deviation from the 3 D corridor centerline and $d_{z}(t)$ is the vertical deviation. The quadratic penalty in equation (6.50) is based on an assumed 3D corridor defined as $\pm 3038$ feet (half a nautical mile) horizontally and $\pm 300$ feet vertically from centerline. Because this new cost function will likely cause the ownship to maneuver horizontally instead of vertically to maintain safe separation, the ownship will need to comply with the horizontal ROW constraint and alter course to the right since their approach will be nearly head-on in this example problem.

### 6.13 Right of Way Formulation

In formulating the conditional ROW constraint, the sigmoid product method is used to implement a set of conditional logic 'if statements.' The feasibility region for the conditional ROW constraint is described by the following set of compounded logic $O R$ conditions: If the separation distance between the ownship and intruder is greater than or equal to $2 \times$ the horizontal keep out radius of 2460 feet $O R$ the time to CPA ( $T_{\mathrm{CPA}}$ ) is greater than or equal to 30 seconds $O R$ time from CPA is less than or equal to -5 seconds $O R$ the relative azimuth angle $(\theta)$ between the ownship and the intruder is greater than or equal to zero (so the ownship will pass to the right of the intruder) then the solution is feasible; otherwise, the trajectory is not feasible. This inequality constraint formulation appears algorithmically as:

$$
\begin{aligned}
& \text { if }\left(\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}} \geq 2 \times 2460 \text { feet }\right) \\
& \text { feasible } \\
& \text { else if }\left(T_{\mathrm{CPA}} \leq-5 \text { seconds }\right) \\
& \text { feasible } \\
& \text { else if }\left(T_{\mathrm{CPA}} \geq 30 \text { seconds }\right) \\
& \text { feasible } \\
& \text { else if }(\theta \geq 0) \\
& \text { feasible } \\
& \text { else } \\
& \quad \text { infeasible } \\
& \text { end }
\end{aligned}
$$

Each of the four conditional constraints in the ROW formulation are approximated using unique sigmoid functions. The range separation indicator function approximation at each point appears as:

$$
\begin{equation*}
S_{r}\left(\Delta x, \Delta y, \Delta z, s_{r}\right)=\left[1+e^{-s_{r}\left(1-\frac{\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}}{2 \times 2460}\right)}\right]^{-1} \tag{6.51}
\end{equation*}
$$

Thus, when $\left(\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}<2 \times 2460\right)$, the range indicator function approximation is active. By assuming a constant velocity and solving for the time that minimizes the instantaneous separation distance, the time to CPA $\left(T_{\mathrm{CPA}}\right)$ appears as:

$$
\begin{equation*}
T_{\mathrm{CPA}}=-\frac{[\Delta x \Delta y \Delta z]\left[\Delta v_{x} \Delta v_{y} \Delta v_{z}\right]^{T}}{\left[\Delta v_{x}^{2}+\Delta v_{y}^{2}+\Delta v_{z}^{2}\right]} \tag{6.52}
\end{equation*}
$$

where negative values indicate the two aircraft have passed or their velocity vectors are on non-convergent paths. Thus, the $T_{\mathrm{CPA}}$ indicator function approximations appear as:

$$
\begin{align*}
& S_{t_{\text {entry }}}\left(T_{\mathrm{CPA}}, s_{t}\right)=\left[1+e^{s_{t}\left(\frac{T_{\text {cpa }}-T_{\text {ligh }}}{T_{\text {high }}-T_{\text {low }}}\right)}\right]^{-1} \\
& S_{t_{\text {exit }}}\left(T_{\mathrm{CPA}},-s_{t}\right)=\left[1+e^{s_{t}\left(\frac{T_{\text {cpa }}-T_{\text {low }}}{T_{\text {high }}-T_{\text {low }}}\right)}\right]^{-1} \tag{6.53}
\end{align*}
$$

where $T_{\text {low }}=-5$ seconds and $T_{\text {high }}=30$ seconds, and when $\left(T_{\mathrm{CPA}}>-5\right) O R\left(T_{\mathrm{CPA}}<30\right)$ the $T_{\mathrm{CPA}}$ indicator function approximation is active. Finally, the turn direction constraint $\left(S_{\theta}\right)$ is formulated based on relative azimuth angle $(\theta)$ where,

$$
\begin{equation*}
\theta=\tan ^{-1}\left[\frac{\Delta y}{\Delta x}\right] \tag{6.54}
\end{equation*}
$$

and is approximated at each instance in time using the following sigmoid function,

$$
\begin{equation*}
S_{\theta}\left(\theta, s_{\theta}\right)=\left[1+e^{s_{\theta}\left(1-\frac{\bar{\theta}}{\pi}\right)}\right]^{-1} \tag{6.55}
\end{equation*}
$$

where $\tilde{\theta}=\theta+\pi$. Thus, when $(\theta>0)$ the "right turn" constraint approximated by equation (6.55) is satisfied. Therefore, based on equation (6.42) with $K=4$, the approximation of the ROW conditional inequality path constraint appears as [92]:

$$
\begin{equation*}
\left[S_{r}\left(\Delta x, \Delta y, \Delta z, s_{r}\right) S_{t_{\text {entry }}}\left(T_{\mathrm{CPA}}, s_{t}\right) S_{t_{\text {exit }}}\left(T_{\mathrm{CPA}},-s_{t}\right) S_{\theta}\left(\theta, s_{\theta}\right)\right]-0.0625 \leq 0 \tag{6.56}
\end{equation*}
$$

where $S_{r}\left(\Delta x, \Delta y, \Delta z, s_{r}\right), S_{t_{\text {entry }}}\left(T_{\mathrm{CPA}}, s_{t}\right), S_{t_{\text {exit }}}\left(T_{\mathrm{CPA}}, s_{t}\right)$ and $S_{\theta}\left(\theta, s_{\theta}\right)$ are defined in equations (6.51), (6.53), and (6.55), respectively.

### 6.13.1 Simulation Results and Analysis.

As described in Section 6.5, the setup for this second example problem is identical to the first problem; however, the cost function in equation (6.48) is now replaced by the weighted cost function in equation (6.50).


Figure 6.6: Time Series of Optimal Trajectory for Ownship (Blue) Avoiding the Intruder Aircraft (Red) by Adhering to Right of Way While Minimizing Path Deviation.

In addition, the ownship must now not only satisfy the conditional inequality path constraint in equation (6.19) formulated using the MAES method ( $N=200$ ), but also satisfy the conditional inequality ROW constraint in equation (6.56) formulated using the sigmoid product method $\left(s_{t}=s_{r}=s_{\theta}=200\right)$. Like the sensor tolerance evaluation in the first example problem, this example divided the trajectory into 20 equal-spaced segments with 10 collocation nodes per segment. Figure 6.6 shows the simulation results. As in the first example problem, at the start of the scenario the ownship immediately maneuvered
north (positive $y$ axis) to minimize the path deviation from the 3D flight path corridor. However, due to the weighted cost function the ownship now maneuvered horizontally instead of vertically to keep out of the minimum separation distance from the intruder and correctly altered course to the right to comply with the conditional horizontal ROW constraint.

This example problem demonstrated that the sigmoid product method can effectively resolve multiple conditional constraints, to include constraints that are not naturally bounded (such as conditions that involve time or variables that are unrestricted in sign), and offers a robust alternative for problems where the MAES method is not suitable. Further, even with four conditional constraints as in this example problem, the error bounds for the sigmoid product method are valid. For example, based on equation (6.43) with $s_{t}=s_{r}=200$, the maximum overestimation error for the time and range conditional constraints was only $2.7 \%$. Nevertheless, the use of this approach requires an understanding of the potential limitations. For instance, a well-known and often-stated limitation of gradient-based NLP search methods is they produce local optimal solutions, which may or may not be global solutions. The formulation and testing of the ROW formulation highlighted the potential applicability of this limitation in the context of airborne collision avoidance. For instance, given identical initial conditions, to enforce a "left turn" constraint required an initial trajectory guess to the left in order for the optimizer to locate the global vice the local optimal solution. A follow-on research effort explores potential methods such as those listed in [35] for appropriately choosing "smart" initial guesses for complex compounded conditional constraints. Another important consideration is the number of collocation nodes and stiffness of the sigmoid function. For instance, if the nodes are too sparse then the sigmoid appears as a binary switching function causing the NLP to fail since the conditional constraint approximation is no longer differentiable. Thereby, the number and location of collocation nodes along with the sigmoid stiffness plays an important role in determining differentiability of the conditional constraint. Besides increasing collocation nodes and/or decreasing the sigmoid stiffness factor, an additional remedy to this situation
is to use an adaptive mesh refinement strategy [101] as previously discussed which adaptively increases the number and placement of collocation nodes to help maintain differentiability of the conditional constraints approximated by the sigmoid functions. A final consideration when using this method is the potential for long convergence times. With 200 collocation nodes the NLP took 184.5 seconds to converge to a solution; however, in this chapter the simulation algorithms were not necessarily optimized for speed but were coded for robust post-processing analysis. For real-time implementation these convergence times will need to be improved using techniques such as parallel processing or a more efficient programing language.

### 6.14 Conclusion

This chapter motivated the application of conditional inequality path constraints in the nonlinear airborne collision avoidance optimal control problem. This chapter then developed and demonstrated two different methods to enforce conditional inequality path constraints using numerical gradient-based solvers by approximating the mixed-norm and indicator function classes of constraint formulations. In addition, this chapter analytically derived the maximum overestimation error bounds associated with these different approximation methods and also provided designers a means to determine the minimum computational complexity needed to achieve desired results based on sensor performance. Using realistic collision avoidance scenarios, this chapter demonstrated the performance of these methods and confirmed the validity of the error bounds. Furthermore, both the minimum area enclosing superellipse (MAES) and sigmoid product methods yielded good results; however, due to the geometric intuition and faster computation times the MAES method may be more advantageous for normalized and non-complex constraints. However, the MAES method is not well-suited if the conditional constraints are not continuous or if the constraints are compounded. In these cases, the sigmoid product method provides a robust means to satisfy conditional constraints and has good error bounds. Having developed all the necessary 'pieces', the next step is to compare the optimal control approach developed
herein to the existing Jointly Optimal Collision Avoidance (JOCA) algorithm used in the Multiple Intruder Autonomous Avoidance (MIAA) program.

## VII. Comparison of Trajectory Optimization Methods

四 Avoidance (JOCA) algorithm used in the Multiple Intruder Autonomous Avoidance (MIAA) program [2] and the optimal control algorithm developed through the work herein. The motivation for this comparison is to address the question "How do the trajectories of an optimal control approach compare to the JOCA algorithm results when generating an airborne collision avoidance solution?" In order to focus on the differences of the algorithms, the scope of this comparison is intentionally limited to non-stochastic inputs. Thus, both algorithms will use the same deterministic inputs for the intruder.

The ownship-intruder setup geometries for this evaluation are common collision avoidance test geometries for the MIAA program and similar to the scenarios flown during the airborne flight test program where the JOCA algorithm was flown onboard a manned surrogate platform acting as the RPA. The objective or cost functional for these scenarios is to minimize deviation from a 3D flightpath (corridor centerline) over a finite time interval $t_{f}-t_{0}$, normalized to the corridor size where the corridor is defined as $\pm 3038$ feet (or half a nautical mile) of centerline in the horizontal ( $\Delta h$ ) direction and $\pm 600$ feet of centerline in the vertical $(\Delta v)$ direction. This cost functional appears as,

$$
\begin{equation*}
J=\int_{t_{0}}^{t_{f}}\left[\left(\frac{\Delta h(t)}{3038}\right)^{2}+\left(\frac{\Delta v(t)}{600}\right)^{2}\right] d t \tag{7.1}
\end{equation*}
$$

The measurements in these simulations consist of simulated 1 Hz ADS-B position and velocity measurements for each intruder. These measurements are assumed not noise corrupted and represent the intruders' true position and velocity. In these scenarios the intruders are non-maneuvering. The inequality path constraint as defined in Section 6.2 is that the ownship must maintain at least 2460 feet separation distance horizontally or 820 feet vertically from all intruders. To approximate this conditional inequality constraint, the optimal control algorithm developed in the work herein applies the MAES method from

Chapter VI as described by equation (6.19) and repeated here for convenience appears as,

$$
\begin{equation*}
\ln 2-\ln \left(\left(\frac{\Delta x y}{2460}\right)^{N}+\left(\frac{\Delta z}{820}\right)^{N}\right) \leq 0 \tag{7.2}
\end{equation*}
$$

where $N$ is an even natural number larger than two.

### 7.1 Model Parameters

In order to objectively compare the trajectories between the two algorithms, the ownship dynamics model must match the JOCA model so it must now account for actuator dynamics as well as rate limits. The ownship dynamic constraints [2] from Section 2.2.3.2, which are repeated here for convenience in equation (7.3), now need to be appended with the actuator dynamics in equation (7.4).

$$
\dot{x}=\mathbf{f}(x(t), \mathbf{u}(t), t)=\left[\begin{array}{c}
\dot{x}(t)  \tag{7.3}\\
\dot{y}(t) \\
\dot{z}(t) \\
\dot{\gamma}(t) \\
\dot{\chi}(t)
\end{array}\right]=\left[\begin{array}{c}
V \cos \gamma(t) \cos \chi(t) \\
V \cos \gamma(t) \sin \chi(t) \\
V \sin \gamma(t) \\
\frac{N_{z} g \cos \mu(t)-g \cos \gamma(t)}{V} \\
\frac{N_{z} g \sin \mu(t)}{V \cos \gamma(t)}
\end{array}\right]
$$

Based on this dynamics model, the optimization algorithm calculates the desired optimal control time histories, where $N_{z_{c}}$ and $\mu_{c}$ commands are then sent to the flight control system where the inner-loop controller moves the appropriate flight control surface(s) to achieve the desired $N_{z}$ and $\mu$. As a result of the system dynamics the aircraft does not achieve the commanded normal acceleration and bank angle instantaneously. These system delays are both approximated using second-order dynamic models with the following transfer functions [2]:

$$
\begin{align*}
& \frac{N_{z}}{N_{z_{c}}}=\frac{\omega_{n_{z}}^{2}}{s^{2}+2 \zeta_{z} \omega_{n_{z}} s+\omega_{n_{z}}^{2}} \\
& \frac{\mu}{\mu_{c}}=\frac{\omega_{n_{\mu}}^{2}}{s^{2}+2 \zeta_{\mu} \omega_{n_{\mu}} s+\omega_{n_{\mu}}^{2}} \tag{7.4}
\end{align*}
$$

where $\omega_{n_{z}}$ and $\omega_{n_{\mu}}$ are the natural frequency and $\zeta_{z}$ and $\zeta_{\mu}$ the damping ratio for $N_{z}$ and $\mu$, respectively. The values for these coefficients in equation (7.4) are supplied by the research sponsor and are based on the notional performance of a Group 5 UAS and are the
same values used in the JOCA algorithm during this comparison evaluation. Combining equations (7.3) and (7.4), the ownship dynamics constraint equation now appears as,

$$
\dot{x}=\mathbf{f}(x(t), \mathbf{u}(t), t)=\left[\begin{array}{c}
\dot{x}(t)  \tag{7.5}\\
\dot{y}(t) \\
\dot{z}(t) \\
\dot{\gamma}(t) \\
\dot{\chi}(t) \\
\dot{N}_{z}(t) \\
\dot{N}_{z 2}(t) \\
\dot{\mu}(t) \\
\dot{\mu}_{2}(t)
\end{array}\right]=\left[\begin{array}{c}
V \cos \gamma(t) \cos \chi(t) \\
V \cos \gamma(t) \sin \chi(t) \\
V \sin \gamma(t) \\
\frac{N_{z} g \cos \mu(t)-g \cos \gamma(t)}{V} \\
\frac{N_{z} g \sin \mu(t)}{V \cos \gamma(t)} \\
N_{z 2} \\
-2 \zeta_{z} \omega_{n_{z}} N_{z 2}-\omega_{n_{z}}^{2}\left(N_{z}-N_{z_{c}}\right) \\
\mu_{2} \\
-2 \zeta_{\mu} \omega_{n_{\mu}} \mu_{2}-\omega_{n_{\mu}}^{2}\left(\mu-\mu_{c}\right)
\end{array}\right]
$$

where $N_{z}$ and $\mu$ are now included as dynamic constraints with $N_{z 2}$ and $\mu_{2}$ appended as additional states to complete the model of the second-order dynamics in equation (7.4). Further, based on the performance characteristic of the notional Group 5 UAS, the upper and lower control bounds appear as:

$$
\begin{align*}
& 0.75 \leq N_{z_{c}}(t)  \tag{7.6}\\
&-15^{\circ} \leq 1.25 \\
&-\mu_{c}(t) \leq 15^{\circ}
\end{align*}
$$

In addition, the rate-limit for the bank angle ( $\mu$ ) command is specified explicitly in the JOCA model as $\pm 8 \mathrm{deg} / \mathrm{sec}$ for the notional Group 5 UAS platform; however, the ratelimit for the normal acceleration $\left(N_{z}\right)$ command is not explicitly specified. Therefore, the optimal control algorithm developed for the work herein applied a rate-limit of $\pm 0.25$ $g / \mathrm{sec}$; nevertheless, based on the coefficients in equation (7.4) this imposed rate-limit is inconsequential since the $N_{z}$ rate response is much lower than this limit and is consistent with the magnitude of the $N_{z}$ rate response in the corresponding JOCA solutions. The control rate-limits appear as:

$$
\begin{align*}
-0.25 \mathrm{~g} / \mathrm{sec} \leq \quad \dot{N}_{z_{c}}(t) & \leq 0.25 \mathrm{~g} / \mathrm{sec}  \tag{7.7}\\
-8 \mathrm{deg} / \mathrm{sec} \leq \quad \dot{\mu}_{c}(t) & \leq 8 \mathrm{deg} / \mathrm{sec}
\end{align*}
$$

In order to enforce the control rate-limits in equation (7.7), the optimal control algorithm applies the rate-limit bounds on the state derivatives, $N_{z 2}$ and $\mu_{2}$, of $N_{z}$ and $\mu$ in equation (7.5). Since the "filtered" states $N_{z 2}$ and $\mu_{2}$ are not directly the commanded control rate states, to ensure the commanded control rate limits are not violated this research applies a conservative bound on $N_{z 2}$ and $\mu_{2}$ of $90 \%$ of the appropriate control rate-limit in equation (7.7). Applying this conservative bound on the filtered control-rate states eliminates the need to add any additional states to the dynamics model to capture this behavior. Thus, the bounds on the filtered control rate states appear as,

$$
\begin{align*}
& -0.225 \mathrm{~g} / \mathrm{sec} \leq \quad \dot{N}_{z 2}(t) \leq 0.225 \mathrm{~g} / \mathrm{sec}  \tag{7.8}\\
& -7.2 \mathrm{deg} / \mathrm{sec} \leq \quad \dot{\mu}_{2}(t) \leq 7.2 \mathrm{deg} / \mathrm{sec}
\end{align*}
$$

With these conservative bounds in equation (7.8), the optimal control solution did not exceed the commanded control limits in equation (7.7) for the evaluations in this chapter. Finally, since the bounds of the flightpath angle $(\gamma)$ are not explicitly specified in the JOCA model, based on the performance characteristics of the notional Group 5 UAS the optimal control algorithm applies a conservative bound of $\pm 11^{\circ}$ for the flightpath angle, $\gamma$.

### 7.2 Algorithm Description

For this comparison both the JOCA algorithm and the optimal control algorithm developed for this research use a receding horizon implementation with a fixed time horizon of 30 seconds along with a 1 Hz update rate. A longer time horizon or faster update rate would improve collision avoidance performance, yet at a cost of increased computational processing. In light of typical flight operations in the National Airspace System (NAS), the 1 Hz rate is used which is consistent with and mirrors the current TCAS 1 Hz update rate [2].

### 7.2.1 JOCA Description.

The JOCA algorithm generates a predetermined set of 30 -second candidate avoidance trajectories based on the RPA's mission waypoints [2]. To allow for greater diversity of candidate avoidance maneuvers these 30 -second trajectories are "stitched" together by two

15 -second trajectories. The candidate avoidance trajectories in each 15 -second trajectory are generated using fixed increments of $N_{z}$ and $\mu$ commands [2]. For this evaluation the JOCA algorithm uses 10 distinct combinations of $N_{z}$ and $\mu$ commands per 15-second stitch. This combination of 2 stitches and 10 distance maneuver commands per 15 -second stitch results in a total of 100 candidate trajectories per 30 -second time horizon [2].

### 7.2.2 Optimal Control Description.

The optimal control algorithm plans and calculates the optimal set of control inputs over a fixed 30 -second time interval, flies the first time step while planning and calculating again the next 30 -second interval. This pattern is repeated which effectively transforms the optimization algorithm "from a static planner into a dynamic planner" [73]. In the optimal control approach, the previous control solution is the initial guess for the subsequent planning horizon. The optimization algorithm for this analysis is IPOPT.

When planning an avoidance solution, both the optimal control and JOCA algorithms account for all intruders in the time horizon by simultaneously calculating a concurrent solution vice pairwise solutions. However, unlike the JOCA algorithm which uses a compiled language and operates in near real-time, the current implementation of the optimal control method uses Matlab ${ }^{\circledR}$ and does not operate in near real-time. Methods to improve computational efficiency is an area for future research. Nevertheless, to assess the feasibility of this optimal control approach for near-real-time implementation the design parameters in this evaluation intentionally reduce computational time even at a slight cost of calculating a less precise optimal control solution. For instance, the optimal control algorithm in this evaluation uses a global polynomial with 30 collocation nodes per 30 -second time horizon. Based on the 1 Hz update rate and anticipated NAS intruder dynamics, this reduced number of collocation nodes appears appropriate for a receding horizon implementation especially since the nodes are tightly spaced at the beginning, which is the critical portion of the trajectory that the ownship plans to fly in the next time horizon. Further, when evaluating the conditional inequality constraint in equation (7.2) the optimal control algorithm uses a conservative exponential power of 24 , which results in a maximum overestimation error of

72 feet in the horizontal and 24 feet in the vertical. These overestimation errors are slightly greater than typical sensor tolerances but very reasonable for a NAS collision avoidance application.

Based on the length of the time horizon and the algorithm update rate, a receding horizon implementation can present a challenge for an optimal control algorithm especially in a dynamic airborne collision avoidance environment where the subsequent time horizon could appear different than the proceeding time horizon due to the motion of the intruders. Although the sensors, radar and EO (in a noncooperative environment) and ADS-B and TCAS (in a cooperative environment), can sense beyond a 30 -second time horizon, to be consistent with JOCA the optimization algorithm only optimizes against the next 30-second time horizon. For example, a scenario may have only one predicted intruder present in the first 30 -second time horizon whereas subsequent 30 -second time horizons may have additional intruders present. In this case, without a higher-level control algorithm guarding against suboptimal initial guesses, the predicted control sequence from the previous time horizon with only a single intruder may cause the optimization algorithm to converge to a local minimum. Implementing alternative control strategies to guard against non-desirable initial guesses is an area for future research. However, a recommendation which is evaluated to a limited-degree in the work herein is to extend the time horizon to include all potential intruders that could impact the optimal control solution when planning and executing an avoidance maneuver.

### 7.3 Simulation Methodology

For each simulation scenario, a high-fidelity optimal control solution is used to establish a baseline performance standard. To facilitate finding the global minimum, the optimal control method for these baseline evaluations consist of a single time horizon that extends to the time of closest point of approach (CPA) for the furthest intruder in the scenario. With this time horizon, unlike the fixed 30 -second time horizon, the optimal control algorithm now has the complete time-history trajectory for all the intruders in the scenario, which increases the likelihood of finding the global optimal. Further, when calculating these
baseline solutions the optimal control algorithm uses a dense mesh of 200-collocation nodes distributed throughout the time horizon in 20-equally spaced intervals with 10 collocation nodes per interval. To further ensure a precise solution, when calculating the baseline optimal solution the optimal control algorithm evaluates the conditional inequality constraint in equation (7.2) using a power of 100 for the exponential $(N)$ term, which results in a maximum overestimation error of 17.1 feet in the horizontal and 5.7 feet in the vertical. The results of these baseline evaluations then serve as a benchmark for comparing the collision avoidance trajectories produced by the JOCA algorithm and the optimal control algorithm developed in this research.

The evaluation criteria for these comparisons mirrors the cost functional shown in equation (7.1). For each scenario, the total cost for each algorithm is calculated by squaring the deviation distance in feet from the nominal trajectory in the horizontal $\left(\Delta h_{i}\right)$ and vertical ( $\Delta v_{i}$ ) directions at discrete one-second time increments starting at time zero ( $t_{0}$ ) until the time to CPA $\left(t_{\mathrm{CPA}}\right)$ to the farthest intruder in the scenario. Like equation (7.1), these deviations are then normalized by the square of 3038 feet for horizontal deviations and 600 feet for vertical deviations. This cost formula appears as,

$$
\begin{equation*}
\text { Total Cost }=\sum_{i=t_{0}}^{t_{\mathrm{CPA}}}\left[\left(\frac{\Delta h_{i}}{3038}\right)^{2}+\left(\frac{\Delta v_{i}}{600}\right)^{2}\right] \tag{7.9}
\end{equation*}
$$

### 7.4 Scenario Description

This evaluation consists of four ownship-intruder scenarios. These scenarios are common collision avoidance test scenarios for the MIAA program and similar to the scenarios flown and evaluated during the airborne flight test program. At the start of each scenarios, the time to CPA to the closest intruder is 60 seconds. Likewise, the ownship's starting position is always at the origin and the intruder(s) start positions are based on a relative distance from the ownship. In Figures 7.1-7.4, adapted from the MIAA flight test program, the black dashed line represents the ownship's intended flightpath.

Scenario One is a single intruder scenario where the intruder is offset 0.2 NM north ( $y$ axis) and 500 feet above ( $z$-axis) the ownship. The intruder maintains a west heading of $180^{\circ}$ and both the ownship and intruder maintain a constant speed of $300 \mathrm{ft} / \mathrm{sec}$ throughout the
scenario. The initial separation distance in the east direction ( $x$-axis) between the ownship and intruder is 36,000 feet. Figure 7.1 graphically depicts the initial setup geometry for this scenario.

(a) Bird's Eye View
(b) Sideview

Figure 7.1: Scenario One

Scenario Two is identical to Scenario One but adds an additional intruder. The additional intruder in this scenario is offset 0.5 NM south and 300 feet above the ownship. Both intruders maintain a west heading of $180^{\circ}$ and a constant speed of $300 \mathrm{ft} / \mathrm{sec}$ throughout the scenario. The second intruder in this scenario is 0.5 NM east of the first intruder. Based on a constant speed of $300 \mathrm{ft} / \mathrm{sec}$ for the intruders and ownship, the time to CPA to the second intruder is 70 seconds. Figure 7.2 graphically depicts the initial setup geometry for this scenario.

Scenario Three is a single intruder scenario where the intruder and ownship flightpaths cross perpendicular to one another. The intruder maintains a constant altitude and north heading of $90^{\circ}$. The ownship's intended flightpath is a constant 1250 feet/minute descent while maintaining an east heading. When the ownship crosses the CPA the intruder is 0.3 NM beyond the CPA and 300 feet below the CPA altitude. Both the ownship and intruder maintain a constant speed of $300 \mathrm{ft} / \mathrm{sec}$ throughout the scenario. Figure 7.3 graphically depicts the initial setup geometry for this scenario.

(a) Bird's Eye View

Figure 7.2: Scenario Two


Figure 7.3: Scenario Three

Scenario Four is nearly identical to Scenario Three but adds an additional intruder. The additional intruder in this scenario is offset 0.5 NM east, 0.3 NM south, and 200 feet lower than Intruder 1. Both intruders maintain a north heading of $90^{\circ}$ and a constant speed of $300 \mathrm{ft} / \mathrm{sec}$ throughout the scenario. Figure 7.4 graphically depicts the initial setup geometry for this scenario.


Figure 7.4: Scenario Four

### 7.5 Results

In the absence of a control penalty the optimal control solution naturally results in a bang-bang response between the upper and lower control limits to rapidly drive the cost functional to a minimum. However, in order to have a common cost to objectively compare performance results between JOCA and the optimal control approach, both the baseline and receding horizon optimal control solutions did not add a control weight penalty to the cost functional in equation (7.1). Most noticeably, without a control penalty the optimal control solution performs an S-turn in the horizontal-plane and a 'porpoise' in the vertical-plane about the nominal flightpath trajectory prior to commanding a maximum control maneuver away from the intruder(s). These slight S-turns or porpoise maneuvers enabled the optimal control solution to minimize the overall path deviation by remaining nearer to the nominal trajectory for a longer period of time. However, operationally these maneuvers can lead to excessive fuel consumption and degrade surveillance performance over a target area. Furthermore, these maneuvers are not what air traffic control or other pilots expect from an aircraft operating in the NAS. Therefore, for actual flight implementation a potential future research area is to appropriately scale and then quantify performance differences when applying a control penalty to minimize these oscillations about the nominal trajectory.


Figure 7.5: Results from Scenario One

### 7.5.1 Scenario One.

Figure 7.5 shows the horizontal and vertical trajectory deviations along with the control responses for the optimal control, JOCA, and baseline solutions for Scenario One. The optimal control solution is depicted with red circles, the JOCA solution with blue crosses, and the baseline solution with black asterisks. The lowest cost avoidance maneuver for this scenario was a level right turn away from the intruder. The basic shape for all three avoidance trajectories appeared similar. Based on equation (7.9), the total cost for the baseline solution was 2.97 , the total cost for the optimal control solution was 3.60 , and the total cost for the JOCA solution was 4.80. Thus, the optimal control solution was $21.2 \%$ greater than the baseline solution whereas the JOCA solution was $61.5 \%$ greater than the baseline solution. These differences are explained below.

Figure 7.6 depicts the time-history trajectory for the baseline solution. In this figure the ownship is shown in blue and the intruder in red. The gray line represents the ownship's intended flightpath and the green line depicts the intruder's true flightpath. The cylinder around the ownship in this figure represents the conditional horizontal and vertical separation distances of 2460 feet in the horizontal and 820 feet in the vertical.

Baseline Optimal Trajectory 33.0 seconds
Baseline Optimal Trajectory 48.0 seconds


Figure 7.6: Scenario One - Time Series of Baseline Optimal Trajectory for Ownship (Blue) Avoiding Intruder (Red) While Minimizing Path Deviation.

In this scenario, the optimal control and baseline avoidance trajectories appeared very similar. At approximately 33 seconds the ownship began a slight S-turn into the intruder, effectively allowing the ownship to remain closer to the nominal flightpath longer prior to starting a maximum control bank away from the intruder at 40 seconds. At approximately 46 seconds for the optimal control solution and 48 seconds for the baseline solution the ownship departed the nominal trajectory in a maximum control right bank turn away from the intruder. However, a pronounced difference between the optimal control and baseline trajectories was the vertical profile. Due to the dynamics model in equation (7.5), a maximum control bank coupled with a maximum control normal acceleration would cause the ownship to climb. This fact coupled with an iterative plan-fly-plan receding horizon implementation of the optimal control problem amplified slight deviations from the nominal trajectory especially in the vertical direction since the initial control sequence guess for the next time horizon were the controls from the previous time horizon which had a slight climb at the start of the trajectory. Nonetheless, the resulting deviation in the vertical was only 86.6 feet which was relatively minor. Furthermore, this non-desirable deviation could be eliminated with an appropriate control penalty or feedback control algorithm.

The JOCA avoidance solution for this scenario, was a $5^{\circ}$ right bank turn away from the intruder starting at 30 seconds. This shallower bank angle caused the JOCA solution to turn approximately 15 seconds earlier than the optimal control solution, which contributed to the larger total deviation cost. The JOCA avoidance solution also had a very minor descent which likely


Figure 7.7: Distance from Intruder 1 resulted from the slight bank without a corresponding increase in $N_{z}$.

Figure 7.7 shows the minimum horizontal separation distance for all three solutions. This figure only shows the last four seconds prior to CPA since this is the region where the
ownship was nearest to the intruder. The figure also does not include the vertical separation distances since all three solutions in this scenario remained within the conditional vertical separation constraint of 820 feet throughout the avoidance maneuver. In this scenario the JOCA solution achieved the closest minimum horizontal separation distance of 2473 feet from the intruder which occurred at 60 seconds. The minimum separation distance for the optimal control solution was 2536 feet which occurred at 60 seconds and 2484 feet for the baseline solution which occurred at 59 seconds.

### 7.5.2 Scenario Two.

Figure 7.8 shows the trajectory deviations and control responses for the optimal control, JOCA, and baseline solutions for Scenario Two. With only a single intruder, the previous


Figure 7.8: Results from Scenario Two
scenario demonstrated the least costly avoidance maneuver was a horizontal turn away. However, in the current scenario a horizontal avoidance maneuver away from Intruder 1 would no longer result in an overall optimal solution due to the presence of Intruder 2.

From equation (7.9), the total cost for the baseline solution for this scenario was 8.24, the total cost for the optimal control solution was 10.51, and the total cost for the JOCA solution was 13.84 . The optimal control solution was $27.5 \%$ greater than the baseline
solution and the JOCA solution was $67.9 \%$ greater than the baseline solution. Like Scenario One, the lower cost for the optimal control solution resulted in part because the avoidance maneuver occurred later than the JOCA solution. Figure 7.9 on the next page shows the time-history trajectory for the baseline solution.

Based on the 30 -second time horizon and the initial setup geometry, Intruder 1's predicted trajectory did not influence the avoidance solution until approximately 27 seconds into the scenario and Intruder 2's predicted trajectory did not enter the time horizon until approximately 5 seconds later. However, at 30 seconds into the scenario the JOCA algorithm began a horizontal turn away maneuver to avoid Intruder 1. At approximately 35 seconds the JOCA algorithm then began a descent to avoid Intruder 1 since a strictly turning avoidance maneuver would have violated the horizontal separation constraint for Intruder 2.

Like the JOCA algorithm, the optimal control solution did not have information about Intruder 2 at time 30 seconds. Therefore, similar to Scenario One, at approximately 30 seconds the optimal control solution began a slight S-turn about the nominal trajectory preparing to execute a maximum command turn away from Intruder 1. Yet, at approximately time 32 seconds Intruder 2 entered the time horizon and the optimal control algorithm could then calculate a new optimal control solution taking both intruders' predicted trajectories into account simultaneously. Based on this new concurrent optimization solution, the optimal control algorithm then transitioned from a strictly horizontal turn away to a combination of a vertical descent with a horizontal turn avoidance maneuver. The optimal solution started the descent at 48 seconds, which was 13 seconds after the JOCA algorithm started the descent. Likewise, the optimal control algorithm delayed the horizontal turn away maneuver until approximately 52 seconds, approximately 22 seconds after JOCA started the turn away.

Figure 7.10 shows the minimum horizontal and vertical separation distances for all three solutions for both intruders. This figure shows the last 20 seconds prior to CPA for the second intruder. All three avoidance solutions appeared similar and caused the ownship to pass at least 820 feet underneath the first intruder just as the horizontal separation


Figure 7.9: Scenario Two - Time Series of Baseline Optimal Trajectory for Ownship (Blue) Avoiding Both Intruders (Red) While Minimizing Path Deviation.


Figure 7.10: Separation Distance from Scenario Two
decreased below 2460 feet. As a limited investigation, this research evaluated Scenario Two for the optimal control algorithm using a time horizon that extended to 40 seconds. The additional 10 seconds allowed Intruder 2's predicted trajectory to be present in the time horizon throughout the avoidance maneuver. As a result, with this longer time horizon the optimal control solution approached closer to the baseline solution. The percentage difference from the baseline solution cost for this 40 -second time horizon optimal control solution was $23.4 \%$ compared to a percentage difference of $27.5 \%$ with a 30 -second time horizon. Although the savings were not significant in this scenario, a recommendation for further research is to conduct analysis to quantify the potential benefits of an adaptive time horizon which extends to include predicted trajectories for all intruders that could influence the avoidance solution.

### 7.5.3 Scenario Three.

Figure 7.11 on the following page shows the horizontal and vertical trajectory deviations along with the control responses for the optimal control, JOCA, and baseline solutions for Scenario Three. Figure 7.12 on page 144 shows the time-history trajectory for the baseline solution. Unlike the previous two scenarios, the JOCA trajectory differed significantly
from the baseline and optimal control avoidance trajectories. Although all three algorithms satisfied the conditional separation constraint, the JOCA solution continued the descent and performed a horizontal avoidance maneuver whereas the baseline and optimal control solutions arrested the descent and performed primarily a vertical avoidance maneuver.


Figure 7.11: Results from Scenario Three

Figure 7.13 shows the minimum horizontal and vertical separation distance for all three solutions, including only from 50 seconds to the CPA since this was where the
 ownship was nearest to the intruder. From equation (7.9), the total cost for the baseline solution was 9.64 , the total cost for the optimal control solution was 10.03 , and the total cost for the JOCA solution was 11.44.


Figure 7.13: Distance from Intruder 1 Thus, the optimal control solution was $3.95 \%$ greater than the baseline solution whereas the JOCA solution was $18.7 \%$ greater than the baseline solution. However, based on the results of the two previous scenarios where the canned or pre-set control levels commanded by the


Figure 7.12: Scenario Three - Time Series of Baseline Optimal Trajectory for Ownship (Blue) Avoiding Intruder (Red) While Minimizing Path Deviation.

JOCA algorithm caused the ownship to deviate sooner than necessary from the nominal trajectory, it seemed probable that the vertical avoidance maneuver was only less costly because the JOCA algorithm did not apply optimal controls in the horizontal avoidance maneuver. Therefore, to verify if the vertical solution was in fact less costly the baseline and optimal control solutions were artificially constrained so that they performed an avoidance maneuver which mirrored the JOCA solution; however, the total cost from a horizontal avoidance maneuver for both the baseline and optimal control solutions were slightly higher than their original vertical avoidance solutions. With a horizontal avoidance solution the total baseline cost was 10.24 and the total optimal control cost was 10.28 . Thus, for this scenario the primarily vertical avoidance maneuver by the optimal control algorithm was less costly than the JOCA horizontal avoidance maneuver.

### 7.5.4 Scenario Four.

Figure 7.14 shows the trajectory deviations and control responses for the optimal control, JOCA, and baseline solutions for Scenario Four. Initially the same configuration was used as in the first three scenarios, but due to the limited number of collocation nodes and the steepness of the gradient, the exponential power of $N=24$ for the conditional inequality path constraint in equation (7.2) for this scenario caused the optimizer to fail to converge. The optimizer successfully converged with an exponential power of $N=16$ and these are the results shown in this section for the optimal control algorithm. Scenario Four was the most challenging of those tested due to the multi-intruders and ownship descent. This combination was more sensitive to the relative value of each of the gradients than in the previous scenarios with the same exponential power. Besides lowering the exponential power $N$ for the conditional inequality path constraint in equation (7.2), another possible remedy for this situation would be to increase the number of collocation nodes.

Although the vertical trajectory deviations appeared similar for all three avoidance solutions, the JOCA solution arrested the descent and started the climb about 20 seconds earlier than the baseline and optimal control solutions. However, the baseline horizontal deviation trajectory differed markedly from the other two solutions. This difference was


Figure 7.14: Results from Scenario Four


Figure 7.15: Separation Distance from Scenario Four
likely due to the longer planning horizon which allowed the baseline solution to account for both intruders throughout the entire avoidance maneuver. As a result, the baseline solution's larger horizontal deviation allowed the ownship to remain outside of the horizontal separation distance constraint for Intruder 2 and thereby continue on the descent profile


Figure 7.16: Scenario Four - Time Series of Baseline Optimal Trajectory for Ownship (Blue) Avoiding Intruders (Red) While Minimizing Path Deviation.
sooner as seen in Figure 7.15. From equation (7.9), the total cost for the baseline solution for this scenario was 10.93, the total cost for the optimal control solution was 11.04, and the total cost for the JOCA solution was 15.68. The optimal control solution was $1.0 \%$ greater than the baseline solution and the JOCA solution was $43.5 \%$ greater than the baseline solution. Figure 7.16 on the preceding page shows the time-history trajectory for the baseline solution.

### 7.6 Summary and Analysis of Results

Table 7.1 summarizes the results of the four avoidance scenarios. This table shows the percentage difference (increases) from the baseline solution for the optimal control and JOCA algorithms.

Table 7.1: Summary of Percentage Difference from Baseline Results

|  | Optimal Control Algorithm | JOCA Algorithm |
| :--- | :---: | :---: |
| Scenario One | $21.2 \%$ | $61.5 \%$ |
| Scenario Two | $27.5 \%$ | $67.9 \%$ |
| Scenario Three | $3.95 \%$ | $18.7 \%$ |
| Scenario Four | $1.0 \%$ | $43.5 \%$ |

Using representative collision avoidance test scenarios for the MIAA program, this limited comparison showed that the optimal control algorithm produced a lower cost avoidance solution than the JOCA algorithm. Furthermore, in Scenario Three the optimal control solution identified a different avoidance trajectory that was more cost efficient than the JOCA solution. However, the optimal control problem offers no guarantee of finding the global minimum.

The JOCA algorithm on the other hand calculates 100 unique avoidance trajectories per 30 -second time horizon. Because the algorithm applies pre-set control levels and not optimal controls, the JOCA avoidance trajectories are coarse solutions and not optimal with respect to the cost functional. Nonetheless, in general, because the algorithm searches 100 unique candidate trajectories the JOCA solution is more likely to identify the initial route of flight for the avoidance trajectory that is closer to the global minimum. Whereas comprehensive search algorithms such as genetic algorithms [102] and particle swarm optimization [103]
can increase the likelihood of finding the global minimum, in the context of this current research effort a possible means to achieve a "good" initial guess for the optimal control algorithm is to use the JOCA solution as an initial guess. This approach would utilize the strengths of both algorithms and likely result in a more cost efficient avoidance solution than either of these algorithms by themselves. This is a potential area for future research.

An even greater concern than guarding against a suboptimal initial guess is guarding against an infeasible initial guess, that is one that violates the inequality path constraints. Due to the measurement update rate and anticipated intruder dynamics in the NAS, the iterative nature of the receding horizon implementation inherently mitigates against an infeasible initial guess since the converged (feasible) solution from the previous time horizon is the initial guess for the current time horizon. However, circumstances such as a late sensor detection or an inopportune initial ownship-intruder starting geometry, can cause the initial straight-line guess to be infeasible. Using the JOCA solution as an initial guess is one method to prevent an infeasible initial guess. Another possible method to guard against an infeasible initial guess is addressed later in this document.

Another area which would benefit from additional research is to explore the differentiability (steepness) of the gradient for the conditional inequality path constraint in equation (7.2). This remains a particular concern especially when using a small number of fixed collocation nodes, which is likely required in order to satisfy a near real-time implementation. For example, in Scenario Four with only 30 fixed collocation nodes, an exponential power of $N=24$ for the conditional inequality path constraint in equation (7.2) caused the optimizer to fail to converge; the optimizer successfully converged with an exponential power of $N=16$. As stated in the earlier chapter on the development of conditional constraints for the work herein, an adaptive node placement strategy could alleviate this concern; however, an adaptive node placement algorithm is not conducive for real-time implementation since NLP convergence times for each time horizon is largely unknown. Thus, an analysis of efficient methods to mitigate against differentiability concerns remains an area for future research.

An additional area for future research is on methods to insure the differential constraints are satisfied when interpolating the state dynamics in an receding horizon implementation, which is necessary to establish the appropriate boundary conditions for the next time horizon. For instance, because the collocation nodes are not equally spaced the algorithm must interpolate the position ( $x, y$, and, $z$ ) and angle ( $\gamma$ and $\chi$ ) states along with the states that model the actuator and system dynamics for the ownship's next one-second trajectory. Since the node spacing is dense at the beginning of the trajectory where the interpolation occurs, for low dynamic maneuvers this interpolation will likely not violate the differential constraints; however, in more dynamic cases the interpolated states could violate the differential constraints at the boundary condition because the optimizer only enforces equality at the collocation nodes. Enforcing boundary conditions could be done by solving the differential constraints analytically at the boundary conditions. Alternatively, loosening the bounds on the interpolated rate states would allow them to vary without violating the differential constraints. For this research this corresponded to opening the bounds on the highly dynamic control rate limit states ( $N_{z 2}$ and $\mu_{2}$ ) at the start of each time horizon.

As an example, in Scenario One near the CPA the optimizer results in a rapid change in the heading angle back to the nominal trajectory after the intruder passes. With the interpolated position states fixed, an upper and lower bound of $\pm 1$ degree on the interpolated heading angle at this point in the trajectory allows the differential constraints at the beginning of the time horizon to be satisfied despite the rapidly changing and complex dynamics. Further, this upper and lower bound on the interpolated heading angle state does not violate any physical system constraints and the controls remain smooth and continuous throughout the trajectory. The results of this section show that even with rapidly changing and complex dynamics, loosening the bounds can prevent violating the differential constraints at the boundary conditions. Exploring methods and conditions to appropriately bound the interpolated states at the boundary conditions is a potential topic for future research.

Another potential topic for future research is the use of an adaptive time horizon which extends to include predicted trajectories for all intruders that could influence the avoidance solution. Although the limited evaluation in this section using an adaptive horizon did not show remarkable savings, there are potential collision avoidance scenarios where an adaptive time horizon could prove especially beneficial. One such example is where the initial avoidance maneuver is optimal for the present time horizon yet this same avoidance maneuver would expedite a potential collision with another intruder in a subsequent time horizon. The obvious downside to an adaptive horizon is the additional computational cost as well as the complexity of accounting for varying time horizons between measurement updates. Thus, a research effort to quantify the cost and benefits of an adaptive time horizon could prove beneficial.

Further, methods to improve NLP execution times are one of the principal considerations for enabling widespread use of an optimal control approach in real-time collision avoidance applications. Table 7.2 compares the the average, shortest, and longest NLP execution times for the receding horizon implementation in Scenario Two of this chapter. This table separates the time horizons into two categories: time horizons with intruders present and time horizons without intruders present.

Table 7.2: Summary of Optimal Control NLP Execution Times for Scenario Two

|  | With Intruders | Without Intruders |
| :--- | :---: | :---: |
| Average Time (seconds) | 32.24 | 10.00 |
| Shortest Time (seconds) | 13.58 | 8.07 |
| Longest Time (seconds) | 51.64 | 12.08 |

The additional actuator and system dynamics states in equation (7.5) contributed to longer execution times as compared to previous evaluations. Further, as an additional reference, the NLP required 90.37 seconds to calculate the 200 collocation node baseline solution for Scenario One which had a 60 -second time horizon and one intruder present. The NLP required 232.11 seconds for Scenario Two which had a 70 -second time horizon and two intruders present. Methods to improve NLP execution times to facilitate near realtime implementation remains an area for future research. Likewise, in order to support
eventual flight implementation, a potential future research area is to quantify performance differences when applying a control penalty to minimize ownship oscillations about the nominal trajectory.

The comparison in this chapter between JOCA and the optimal control approach established the potential benefits of using an optimal control approach in an airborne sense and avoid application for the NAS with deterministic intruder models. Earlier chapters looked at the particle filter for estimating nonlinear intruder dynamics in a stochastic environment. The next chapter will analyze the performance of the particle filter against the more commonly used Extended Kalman Filter (EKF) and Unscented Kalman Filter (UKF) techniques and compares their performance for use in an airborne sense and avoid application for the NAS.

## VIII. Nonlinear Filter Development and Comparison

S Stated previously, a fundamental necessity in solving the airborne collision I avoidance problem is the need to estimate the current and future position of the intruder along with the need to accurately model how the probability regions associated with this position estimate change as a function of time. Previous work by the author [70] utilized a linear intruder model which did not take into account the natural correlation in $x$ and $y$ positions for a turning aircraft, and this model assumed a Gaussian distribution for the uncertainty probability regions associated with the predicted trajectory. An additional shortfall with this, and any linear model, is the inability to accurately estimate the future position of a turning aircraft. Therefore, this research utilizes a modified version of the coordinated turn model as presented in [83]. The coordinated turn model takes into account the natural correlation of $x$ and $y$ positions in the 2D horizontal plane for a turning aircraft and has the added benefit of estimating an intruder's turn-rate $(\omega)$, and thus, the model has the ability to estimate the future position of a turning aircraft. Clearly, for a predictive collision avoidance application the ability to estimate the future position for a turning aircraft is necessary. To this end, this chapter analyzes the simulation results of three different nonlinear filters and compares their performance for use in an airborne sense and avoid application within the National Airspace System (NAS). The motivation for this comparison is to address the question "How does the performance of these nonlinear filters compare when estimating and predicting an intruder's current and future trajectories for the optimal airborne collision avoidance problem?"

The ownship-intruder setup geometries for this evaluation are similar to the previous chapter where at the start of each 60 -second scenario the two aircraft are either flying towards each other or flying at a $90^{\circ}$ heading angle to one other. For each scenario the ownship and intruder maintains a constant speed of $300 \mathrm{ft} / \mathrm{sec}$ and the ownship flies a constant heading while the intruder performs either a standard-rate turn ( $3 \mathrm{deg} / \mathrm{sec}$ ), a half-standard-rate turn ( $1.5 \mathrm{deg} / \mathrm{sec}$ ), or no turn (linear propagation). In the first series of
scenarios the intruder remains co-altitude with the ownship. In the last series the intruder changes altitudes using a $1250 \mathrm{ft} / \mathrm{min}$ descent rate while still executing the different turn rates.

For this evaluation the sensor is a radar system located onboard the ownship aircraft and the sensor measurements are relative measurements between the ownship and the intruder that occur every second. Although an increased sampling rate would improve filter performance for all three filters, the 1 Hz update rate is used to help clearly distinguish their performance. The observation and dynamics models are described in the next section followed by the development of the nonlinear filters for this evaluation.

### 8.1 Observation and Dynamics Models for Filter Evaluation

The observation model is identical to the model described by equations (5.20) - (5.22); however, for convenience, this model is repeated here in equations (8.1) - (8.3). At each measurement time $k$, the algorithm simulates relative slant range $\left(z_{R}\right)$, radial range rate $\left(z_{v_{R}}\right)$, azimuth $\left(z_{a z}\right)$, and elevation $\left(z_{e l}\right)$ measurements of the intruder with respect to the ownship. The measurement equations appear as [2]:

$$
\mathbf{h}(\mathbf{x}(t))=\left[\begin{array}{c}
z_{R}  \tag{8.1}\\
z_{v_{R}} \\
z_{a z} \\
z_{e l}
\end{array}\right]=\left[\begin{array}{l}
\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}} \\
\frac{\Delta x \Delta v_{x}+\Delta y \Delta v_{y}+\Delta z \Delta v_{z}}{\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}} \\
\tan ^{-1} \frac{\Delta y}{\Delta x} \\
\sin ^{-1} \frac{\Delta z}{\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}}
\end{array}\right]
$$

where $\Delta$ represents the relative difference in position or velocity between the ownship and the intruder at time $t$. These measurements of the intruder are nonlinear functions, $\mathbf{h}\left(\mathbf{x}_{k}\right)$, of the intruder's state at time $t_{k}$ and subject to noise, thus are modeled according to

$$
\begin{equation*}
\mathbf{z}_{k}=\mathbf{h}\left(\mathbf{x}_{k}\right)+\mathbf{v}_{k} \tag{8.2}
\end{equation*}
$$

where $\mathbf{v}_{k}$ is zero-mean white Gaussian noise sequence modeled as,

$$
\begin{equation*}
\mathbf{E}\left[\mathbf{v}_{j} \mathbf{v}_{k}\right]=\mathbf{R}_{m} \delta_{j k} \tag{8.3}
\end{equation*}
$$

where $\delta_{j k}$ is the Kronecker delta function. The noise autocorrelation, $\mathbf{R}_{m}$, represents the uncertainty associated with the sensor. The noise strength associated with each measurement appears along the diagonal elements of the matrix $\mathbf{R}_{m}$. For the work herein, the simulation uses the following noise autocorrelation matrix, which mirrors the values in the MIAA program [2]:

$$
\mathbf{R}_{m}=\left[\begin{array}{cccc}
(50 \mathrm{ft})^{2} & 0 & 0 & 0  \tag{8.4}\\
0 & (10 \mathrm{ft} / \mathrm{sec})^{2} & 0 & 0 \\
0 & 0 & (1 \mathrm{deg})^{2} & 0 \\
0 & 0 & 0 & (0.8 \mathrm{deg})^{2}
\end{array}\right]
$$

As developed earlier, the dynamics model for this scenario consist of the 5 -state coordinated turn model for the horizontal dimension $(x, y)$ and the 3 -state Singer acceleration model for the vertical dimension $(z)$. The states for this model are position $(x, y, z)$, velocity $\left(v_{x}, v_{y}, v_{z}\right)$, turn-rate $(\omega)$, and vertical acceleration $\left(a_{z}\right)$. In continous time, this model appears as:

$$
\dot{\mathbf{x}}(t)=\mathbf{f}(\mathbf{x}(t))+\mathbf{G} \mathbf{w}(t)=\left[\begin{array}{c}
v_{x}(t)  \tag{8.5}\\
v_{y}(t) \\
-\omega(t) v_{y}(t) \\
\omega(t) v_{x}(t) \\
-\left(1 / \tau_{\omega}\right) \omega(t) \\
v_{z}(t) \\
a_{z}(t) \\
-\left(1 / \tau_{z}\right) a_{z}(t)
\end{array}\right]+\left[\begin{array}{ll}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
\mathrm{w}_{\omega}(t) \\
\mathrm{w}_{a}(t)
\end{array}\right]
$$

where $\tau_{\omega}$ is the maneuver time constant associated with the turn-rate $(\omega)$ state and $\tau_{z}$ is the maneuver time constant associated with the vertical acceleration $\left(a_{z}\right)$ state. Further, $\mathrm{w}_{\omega}(t)$ and $\mathrm{w}_{a}(t)$ are zero mean white additive Gaussian noises with assumed

$$
\begin{equation*}
E\left[\mathrm{w}_{\omega}(t) \mathrm{w}_{\omega}^{T}(t+\tau)\right]=Q_{\omega} \delta(\tau) \quad \text { where } \quad Q_{\omega}=\frac{2 \sigma_{\omega}^{2}}{\tau_{\omega}} \tag{8.6}
\end{equation*}
$$

and,

$$
\begin{equation*}
E\left[\mathrm{w}_{a}(t) \mathrm{w}_{a}^{T}(t+\tau)\right]=Q_{z} \delta(\tau) \quad \text { where } \quad Q_{z}=\frac{2 \sigma_{z}^{2}}{\tau_{z}} \tag{8.7}
\end{equation*}
$$

In this evaluation, $\tau_{\omega}$ was chosen as 30 seconds based on anticipated turn performance in the NAS and $\tau_{z}$ was chosen as 60 seconds based on [61]. The noise strength values are:

$$
\begin{align*}
\sigma_{\omega}^{2} & =1 \mathrm{deg}^{2} / \mathrm{sec}^{2}  \tag{8.8}\\
\sigma_{z}^{2} & =1 \mathrm{ft}^{2} / \mathrm{sec}^{4} \tag{8.9}
\end{align*}
$$

The value in equation (8.8) is based on work by [84]. The value in equation (8.9) is from experimentation since a historical database like the aircraft turn-rate histograms in [84] existed only for overall aircraft acceleration and not just for vertical acceleration. Thus, the initial mean $\left(\mathbf{x}_{0}\right)$ appears as,

$$
\mathbf{x}_{0}=\left[\begin{array}{llllllll}
x_{0 \text { true }} & y_{0 \text { true }} & v_{x 0 \text { true }} & v_{y 0 \text { true }} & 0 & z_{0 \text { true }} & v_{z 0 \text { true }} & 0 \tag{8.10}
\end{array}\right]^{T}+\boldsymbol{\Gamma}^{T} \mathbf{w}
$$

and the initial covariance $\left(\mathbf{P}_{0}\right)$ appears as,

$$
\mathbf{P}_{0}=\left[\begin{array}{cccccccc}
(25 \mathrm{ft})^{2} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & (25 \mathrm{ft})^{2} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & (2 \mathrm{ft} / \mathrm{sec})^{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & (2 \mathrm{ft} / \mathrm{sec})^{2} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & (1 \mathrm{deg} / \mathrm{sec})^{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & (50 \mathrm{ft})^{2} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & (2 \mathrm{ft} / \mathrm{sec})^{2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \left(1 \mathrm{ft} / \mathrm{sec}^{2}\right)^{2}
\end{array}\right]
$$

where $\mathbf{w}$ is normally distributed, $\sim \mathcal{N}(0,1)$, and $\boldsymbol{\Gamma}$ represents the Cholesky decomposition of the initial covariance matrix $\mathbf{P}_{0}$ such that,

$$
\begin{equation*}
\mathbf{P}_{0}=\boldsymbol{\Gamma}^{T} \boldsymbol{\Gamma} \tag{8.11}
\end{equation*}
$$

As in [104], the noise corrupted observations are generated from the truth data by adding random noise from a zero-mean Gaussian distribution. In order to standardize the evaluation, for each scenario the identical sequence of noise corrupted observations are used for each filter. Likewise, at the start of each scenario the same set of random numbers for all three filters is used to generate the initial mean value, $\mathbf{x}_{0}$, in equation (8.10). The next section describes the filters used in this evaluation.

### 8.2 Filter Description

The Kalman filter [105] is an optimal estimator when using purely linear dynamics models with additive white Gaussian noise. At each time step, the recursive "Kalman filter assumes the posterior density is Gaussian and hence exactly and completely characterized by two parameters, its means and covariance" [6]. The recursive equations for the Kalman filter are important to establish the derivation of the nonlinear estimation filters used in this research. Therefore, these equations appear as follows:

Given the linear dynamics models:

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\mathbf{F}(t) \mathbf{x}(t)+\mathbf{B}(t) \mathbf{u}(t)+\mathbf{G}(t) \mathbf{w}(t) \tag{8.12}
\end{equation*}
$$

the Kalman filter assumes a linear discrete-time observation model that appears as:

$$
\begin{equation*}
\mathbf{z}_{k}=\mathbf{H}_{k} \mathbf{x}_{k}+\mathbf{v}_{k} \tag{8.13}
\end{equation*}
$$

where the discrete-time state transition matrix appears as:

$$
\begin{align*}
\boldsymbol{\Phi}\left(t_{k-1}, \tau\right) & =e^{\mathbf{F} \tau}  \tag{8.14}\\
& =\boldsymbol{\Phi}_{k-1}(\Delta t) \tag{8.15}
\end{align*}
$$

where $\tau$ and $\Delta t$ are equivalently the time difference between $t_{k-1}$ and $t_{k}$. The apriori state estimate and covariance appear as:

$$
\begin{align*}
& \hat{\mathbf{x}}_{k}^{-}=\boldsymbol{\Phi}\left(t_{k-1}, \tau\right) \hat{\mathbf{x}}_{k-1}^{+}+\mathbf{B}_{k-1} \mathbf{u}_{k-1}  \tag{8.16}\\
& \hat{\mathbf{P}}_{k}^{-}=\boldsymbol{\Phi}\left(t_{k-1}, \tau\right) \hat{\mathbf{P}}_{k-1}^{+} \boldsymbol{\Phi}\left(t_{k-1}, \tau\right)^{T}+\mathbf{Q}_{k-1} \tag{8.17}
\end{align*}
$$

and the Kalman filter recursive equations appear as:

$$
\begin{align*}
\mathbf{K}_{k} & =\mathbf{P}_{k}^{-} \mathbf{H}_{k}^{T}\left[\mathbf{H}_{k} \mathbf{P}_{k}^{-} \mathbf{H}_{k}^{T}+\mathbf{R}_{k}\right]^{-1}  \tag{8.18}\\
\hat{\mathbf{x}}_{k}^{+} & =\hat{\mathbf{x}}_{k}^{-}+\mathbf{K}_{k}\left[\mathbf{z}_{k}-\mathbf{H}_{k} \hat{\mathbf{x}}_{k}^{-}\right]  \tag{8.19}\\
\mathbf{P}_{k}^{+} & =\mathbf{P}_{k}^{-}-\mathbf{K}_{k} \mathbf{H}_{k} \mathbf{P}_{k}^{-} \tag{8.20}
\end{align*}
$$

where $\mathbf{Q}_{k-1}$ in equation (8.17) is the discrete-time noise strength which appears as:

$$
\begin{equation*}
\mathbf{Q}_{k-1}=\int_{t_{k-1}}^{t_{k}} \mathbf{\Phi}\left(t_{k-1}, \tau\right) \mathbf{G} \mathbf{Q}_{c} \mathbf{G}^{T} \mathbf{\Phi}\left(t_{k-1}, \tau\right)^{T} d \tau \tag{8.21}
\end{equation*}
$$

and $\mathbf{Q}_{c}$ is the power spectral density of the zero mean white additive Gaussian noise such that:

$$
\begin{equation*}
E\left[\mathbf{w}(t) \mathbf{w}^{T}(t+\tau)\right]=\mathbf{Q}_{c} \delta(\tau) \tag{8.22}
\end{equation*}
$$

Although equation (8.21) is often difficult to solve analytically, one efficient method to solve this equation is using the Van Loan method [106, 107]. Since the dynamics model in this research are nonlinear, the derivation of the Van Loan method is shown next for a nonlinear system.

### 8.2.1 Van Loan Method.

Given a nonlinear continuous time system of the form

$$
\begin{equation*}
\frac{d \mathbf{x}(t)}{d t}=\mathbf{f}(\mathbf{x}(t))+\mathbf{G} \mathbf{w}(t) \tag{8.23}
\end{equation*}
$$

where $\mathbf{G}$ is a time-invariant matrix and $\mathbf{w}(t)$ is zero mean white additive Gaussian noise with power spectral density, $\mathbf{Q} c$, as defined in equation (8.22). In certain cases, such as in equations (5.18) and (5.19) based on the Singer acceleration model, the discrete-time noise model, $\mathbf{Q}_{k}$, can be determined analytically; however, in cases where this is not possible $\mathbf{Q}_{k}$ can still be calculated efficiently using the following Van Loan matrix fraction decomposition which appears as [106, 107]:

$$
\exp \left\{\left[\begin{array}{cc}
-\mathbf{F} & \mathbf{G Q}_{c} \mathbf{G}^{T}  \tag{8.24}\\
\mathbf{0} & \mathbf{F}^{T}
\end{array}\right] t\right\}=\left[\begin{array}{cc}
\mathbf{D}_{11}(t) & \mathbf{D}_{12}(t) \\
\mathbf{0} & \mathbf{D}_{22}(t)
\end{array}\right]
$$

where $\mathbf{F}$ is the Jacobian matrix of $\mathbf{f}(\mathbf{x}(t))$,

$$
\begin{equation*}
\left.\mathbf{F} \triangleq \frac{\partial \mathbf{f}(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\hat{\mathbf{x}}} \tag{8.25}
\end{equation*}
$$

thus, from equation (8.24) the discrete-time noise strength $\mathbf{Q}_{k}$ equals:

$$
\begin{equation*}
\mathbf{Q}_{k}=\mathbf{D}_{22}^{T} \mathbf{D}_{12} \tag{8.26}
\end{equation*}
$$

Proof: The full proof of the Van Loan method appears in [106]. Based on [106], an abbreviated proof specific to this application is shown below for completeness:

Given a $n \times n$ block triangular matrix $\mathbf{B}$ defined as:

$$
\begin{align*}
\mathbf{B} & =\left[\begin{array}{cc}
-\mathbf{A} & \mathbf{P} \\
\mathbf{0} & \mathbf{A}^{T}
\end{array}\right] \text { then for } t \geq 0  \tag{8.27}\\
e^{\mathbf{B} t} & =\left[\begin{array}{cc}
\mathbf{D}_{11}(t) & \mathbf{D}_{12}(t) \\
\mathbf{0} & \mathbf{D}_{22}(t)
\end{array}\right] \tag{8.28}
\end{align*}
$$

where

$$
\left.e^{\mathbf{B} t}\right|_{t=0}=\mathbf{I}=\left[\begin{array}{cc}
\mathbf{D}_{11}(0) & \mathbf{D}_{12}(0)  \tag{8.29}\\
\mathbf{0} & \mathbf{D}_{22}(0)
\end{array}\right]
$$

Therefore,

$$
\begin{align*}
& \mathbf{D}_{11}(0)=\mathbf{I} \\
& \mathbf{D}_{12}(0)=\mathbf{0}  \tag{8.30}\\
& \mathbf{D}_{22}(0)=\mathbf{I}
\end{align*}
$$

Taking the derivative of equation (8.28) results in:

$$
\begin{align*}
\frac{d}{d t} e^{\mathbf{B} t}=\mathbf{B} e^{\mathbf{B} t} & =\left[\begin{array}{cc}
\dot{\mathbf{D}}_{11}(t) & \dot{\mathbf{D}}_{12}(t) \\
\mathbf{0} & \dot{\mathbf{D}}_{22}(t)
\end{array}\right] \\
& =\left[\begin{array}{cc}
-\mathbf{A} & \mathbf{P} \\
\mathbf{0} & \mathbf{A}^{T}
\end{array}\right]\left[\begin{array}{cc}
\mathbf{D}_{11}(t) & \mathbf{D}_{12}(t) \\
\mathbf{0} & \mathbf{D}_{22}(t)
\end{array}\right]  \tag{8.31}\\
& =\left[\begin{array}{cc}
-\mathbf{A} \mathbf{D}_{11} & -\mathbf{A} \mathbf{D}_{12}+\mathbf{P D}_{22} \\
\mathbf{0} & \mathbf{A}^{T} \mathbf{D}_{22}
\end{array}\right]
\end{align*}
$$

where

$$
\begin{array}{ll}
\dot{\mathbf{D}}_{11}(t)=-\mathbf{A D}_{11} & \mathbf{D}_{11}(0)=\mathbf{I} \\
\dot{\mathbf{D}}_{22}(t)=\mathbf{A}^{T} \mathbf{D}_{22} & \mathbf{D}_{22}(0)=\mathbf{I} \\
\dot{\mathbf{D}}_{12}(t)=-\mathbf{A D}_{12}+\mathbf{P} \mathbf{D}_{22} & \mathbf{D}_{12}(0)=\mathbf{0} \tag{8.34}
\end{array}
$$

Therefore,

$$
\begin{align*}
& \mathbf{D}_{11}=e^{-\mathbf{A} t}  \tag{8.35}\\
& \mathbf{D}_{22}=e^{\mathbf{A}^{T} t} \tag{8.36}
\end{align*}
$$

Substituting equation (8.36) into equation (8.34) results in,

$$
\begin{equation*}
\dot{\mathbf{D}}_{12}(t)=-\mathbf{A} \mathbf{D}_{12}+\mathbf{P} e^{\mathbf{A}^{T} t} \quad \mathbf{D}_{12}(0)=\mathbf{0} \tag{8.37}
\end{equation*}
$$

Next, assuming a form of the solution for $\mathbf{D}_{12}$ where

$$
\begin{equation*}
\mathbf{D}_{12}=e^{-\mathbf{A} t} \mathbf{U}(t) \quad \mathbf{D}_{12}(0)=\mathbf{I U}(0)=\mathbf{0} \tag{8.38}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\dot{\mathbf{D}}_{12}=-\mathbf{A} e^{-\mathbf{A} t} \mathbf{U}(t)+e^{-\mathbf{A} t} \dot{\mathbf{U}}(t) \tag{8.39}
\end{equation*}
$$

Combining equations (8.37) and (8.38) gives

$$
\begin{equation*}
\dot{\mathbf{D}}_{12}=-\mathbf{A} e^{-\mathbf{A} t} \mathbf{U}(t)+\mathbf{P} e^{\mathbf{A}^{T} t} \tag{8.40}
\end{equation*}
$$

where the equality in equations (8.39) and (8.40) results in

$$
\begin{align*}
e^{-\mathbf{A} t} \dot{\mathbf{U}}(t) & =\mathbf{P} e^{\mathbf{A}^{T} t}  \tag{8.41}\\
\dot{\mathbf{U}}(t) & =e^{\mathbf{A} t} \mathbf{P} e^{\mathbf{A}^{T} t} \tag{8.42}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\mathbf{U}(t)=\int_{0}^{t} e^{\mathbf{A} \tau} \mathbf{P} e^{\mathbf{A}^{T} \tau} d \tau \tag{8.43}
\end{equation*}
$$

where,

$$
\begin{align*}
\mathbf{D}_{12}(t) & =e^{-\mathbf{A} t} \mathbf{U}(t)  \tag{8.44}\\
& =e^{-\mathbf{A} t} \int_{0}^{t} e^{\mathbf{A} \tau} \mathbf{P} e^{\mathbf{A}^{T} \tau} d \tau \tag{8.45}
\end{align*}
$$

and since,

$$
\begin{equation*}
\mathbf{D}_{22}^{T}(t)=e^{\mathbf{A} t} \tag{8.46}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\mathbf{D}_{22}^{T} \mathbf{D}_{12}=\int_{0}^{t} e^{\mathbf{A} \tau} \mathbf{P} e^{\mathbf{A}^{T} \tau} d \tau \tag{8.47}
\end{equation*}
$$

### 8.2.2 EKF Development.

For the nonlinear dynamics described by equation (8.23), the EKF linearizes about the nominal estimate $\hat{\mathbf{x}}$ by taking the Jacobian as defined in equation (8.25) of the dynamics function $\mathbf{f}(\mathbf{x}(t))$. Based on the dynamics model in equation (8.5), the Jacobian matrix for the dynamics function $\mathbf{f}(\mathbf{x}(t))$ in this evaluation appears as,

$$
\mathbf{F}=\left[\begin{array}{cccccccc}
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0  \tag{8.48}\\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\omega & -v_{y} & 0 & 0 & 0 \\
0 & 0 & \omega & 0 & v_{x} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -\left(1 / \tau_{\omega}\right) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -\left(1 / \tau_{z}\right)
\end{array}\right]
$$

where the discrete-time state transition matrix is calculated using equation (8.14). Likewise, for the nonlinear observation model described by equation (8.2), the EKF linearizes about the nominal estimate $\hat{\mathbf{x}}$ by taking the Jacobian of the measurement function $\mathbf{h}\left(\mathbf{x}_{k}\right)$ where $\mathbf{H}$ is defined as,

$$
\begin{equation*}
\left.\mathbf{H} \triangleq \frac{\partial \mathbf{h}(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\hat{\mathbf{x}}} \tag{8.49}
\end{equation*}
$$

Based on the nonlinear observation model in equation (8.1), the Jacobian matrix for the measurement function $\mathbf{h}\left(\mathbf{x}_{k}\right)$ in this evaluation appears as,
$\mathbf{H}=\left[\begin{array}{cccccccc}\frac{\Delta x}{\rho} & \frac{\Delta y}{\rho} & 0 & 0 & 0 & \frac{\Delta z}{\rho} & 0 & 0 \\ \frac{\Delta v_{x} \rho_{y z}^{2}-\Delta x\left(\varrho_{y z}\right)}{\rho^{3}} & \frac{\Delta v_{y} \rho_{x z}^{2}-\Delta y\left(\varrho_{x z}\right)}{\rho^{3}} & \frac{\Delta x}{\rho} & \frac{\Delta y}{\rho} & 0 & \frac{\Delta v_{z} \rho_{x y}^{2}-\Delta z\left(\varrho_{x y}\right)}{\rho^{3}} & \frac{\Delta z}{\rho} & 0 \\ -\frac{\Delta y}{\rho_{x y}^{2}} & \frac{\Delta x}{\rho_{x y}^{2}} & 0 & 0 & 0 & 0 & 0 & 0 \\ -\frac{\Delta x \Delta z}{\rho_{x y} \rho^{2}} & -\frac{\Delta y \Delta z}{\rho_{x y} \rho^{2}} & 0 & 0 & 0 & \frac{\rho_{x y}}{\rho^{2}} & 0 & 0\end{array}\right]$
where

$$
\begin{align*}
\rho & =\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}} \\
\rho_{x y} & =\sqrt{\Delta x^{2}+\Delta y^{2}}  \tag{8.50}\\
\rho_{y z} & =\sqrt{\Delta y^{2}+\Delta z^{2}} \\
\rho_{x z} & =\sqrt{\Delta x^{2}+\Delta z^{2}}
\end{align*}
$$

and

$$
\begin{align*}
& \varrho_{x y}=\Delta x \Delta v_{x}+\Delta y \Delta v_{y} \\
& \varrho_{y z}=\Delta y \Delta v_{y}+\Delta z \Delta v_{z}  \tag{8.51}\\
& \varrho_{x z}=\Delta x \Delta v_{x}+\Delta z \Delta v_{z}
\end{align*}
$$

### 8.2.3 UKF Development.

In the UKF the mean $\overline{\mathbf{x}}$ and covariance $\mathbf{P}_{\mathbf{x}}$ are approximated by $2 L+1$ weighted points where $L$ is the number of states $[108,109]$. The UKF equations from $[108,109]$ are repeated here for convenience and appear as,

$$
\begin{array}{rlrl}
\chi_{0} & =\overline{\mathbf{x}} & \\
\chi_{i} & =\overline{\mathbf{x}}+\left(\sqrt{(L+\lambda) \mathbf{P}_{\mathbf{x}}}\right)_{i} & i=1, \ldots, L \\
\boldsymbol{\chi}_{i} & =\overline{\mathbf{x}}-\left(\sqrt{(L+\lambda) \mathbf{P}_{\mathbf{x}}}\right)_{i-L} & i=L+1, \ldots, 2 L \\
\mathbf{W}_{0}^{m} & =\frac{\lambda}{(L+\lambda)}  \tag{8.52}\\
\mathbf{W}_{0}^{c} & =\frac{\lambda}{(L+\lambda)+\left(1-\alpha^{2}+\beta\right)} & \\
\mathbf{W}_{i}^{m} & =\mathbf{W}_{i}^{c}=\frac{1}{\{2(L+\lambda)\}} & i=1, \ldots, 2 L
\end{array}
$$

where $\lambda=\alpha^{2}(L+\kappa)-L$ is used as a scaling parameter for the transformation [109]. The parameter $\alpha$ determines the spread of the sigma points about the mean, and in practice this value is often set to a small positive number [109]. For this evaluation, $\alpha=0.001$. Likewise, in accordance with the usual practice [109], the secondary scaling parameter $\kappa$ is set to zero for this evaluation. The parameter $\beta$ is used to account for prior knowledge of the distribution for the random variable $\mathbf{x}$. If the distribution is Gaussian, then $\beta=2$ is the optimal value [109]. In the absence of prior knowledge about the distribution, $\beta$ is often set to a value of two, which is the case for this evaluation. Finally, the discrete-time noise strength $\mathbf{Q}_{k}$ is calculated using the Van Loan method described by equations (8.24) and (8.26) where the $\mathbf{F}$ matrix is calculated using equation (8.48) with the linearization about $\overline{\mathbf{x}}$.

### 8.2.4 PF Development.

Since the PF has already been implemented earlier in this document, this section highlights differences in the implementation described in this chapter from the implementation described in previous chapters. These differences include: threshold resampling to improve sample diversity, use of a more efficient resampling algorithm, updates to the discrete-time noise calculation, and the addition of numerical differentiation. A brief description follows of these differences starting with threshold resampling.

Resampling at every measurement update can cause a loss of particle diversity [6] and lead to collapse of the filter especially when using a low process noise input. One method
to preserve diversity and prevent filter collapse is to only resample when the number of effective particles ( $N_{\text {eff }}$ ) is less than a user-defined threshold value, ( $N_{\text {thr }}$ ) where,

$$
\begin{equation*}
N_{\mathrm{eff}}=\frac{1}{\sum_{i=1}^{N}\left(w_{k}^{i}\right)^{2}}<N_{\mathrm{thr}} . \tag{8.53}
\end{equation*}
$$

where $N$ is the number of particles and $w_{k}^{i}$ is the particle weight at time $k$. The values for $N_{\text {thr }}$ typically range between $\frac{N}{2}<N_{\text {thr }}<\frac{2 N}{3}$. In this evaluation the threshold is chosen as $N_{\mathrm{thr}}=\frac{2 N}{3}$ based on [44]. In addition to preserving particle diversity, another benefit of not resampling after every measurement update is the filter's computational efficiency improves, which is advantageous for any PF application with a goal of near real-time implementation. Implementing an efficient resampling algorithm is key to improving computational efficiency.

Figure 8.1 from $[6,7]$ shows a single cycle of the particle filter for a SIR implementation where the resampling step produces uniformly weighted estimates using an approximation of the posterior distribution. Efficient resampling algorithms exist in the literature such as Ripley's resampling algorithm as shown in [110] or others in [110] that perform this resampling step without the use of computationally costly 'for' loops as used earlier in this research. The CPU efficiency metric for comparing the three different nonlinear filters in this section highlights the performance gains in the PF using a more efficient resampling algorithm as compared to the baseline resampling algorithm implemented in the earlier chapters. In addition to efficiency, the ability to accurately model system dynamics is important for filter implementation.

In the earlier PF implementation, the calculation for the discrete-time noise strength $\mathbf{Q}_{\mathbf{k}}$ mirrored the formulation in the MIAA program [2] which used a fixed noise strength matrix. However, for this evaluation the PF uses the Van Loan method which allows greater fidelity in modeling the discrete-time noise strength. Like the EKF and UKF implementations, the PF uses the linearized $\mathbf{F}$ matrix in equation (8.48) to calculate $\mathbf{Q}_{\mathbf{k}}$ for this evaluation. Yet, unlike the EKF and UKF, the PF requires performing a Cholesky decomposition of $\mathbf{Q}_{\mathbf{k}}$ when propagating the uniformly weighted estimates shown pictorially in Figure 8.1 on page 166 as the final step in the PF cycle. Describing this step
mathematically, let $\mathbf{R}_{c}$ be an upper-triangular square root matrix of $\mathbf{Q}_{k}$ such that,

$$
\begin{equation*}
\mathbf{Q}_{k}=\mathbf{R}_{c}^{T} \mathbf{R}_{c} \tag{8.54}
\end{equation*}
$$

Then the particles that approximate the transitional prior density appear as,

$$
\begin{equation*}
\mathbf{x}_{k+1}^{i}=\mathbf{f}\left(\mathbf{x}_{k}^{i}\right)+\mathbf{R}_{c}^{T} \mathbf{w} \tag{8.55}
\end{equation*}
$$

describing the propagation from state $\mathbf{x}_{k}$ to state $\mathbf{x}_{k+1}$ according to the system dynamics and the random process noise, where $\mathbf{w} \sim \mathcal{N}(0,1)$.

Certain situations, such as very low process noise, can result in $\mathbf{Q}_{\mathbf{k}}$ being a positive semi-definite matrix and not a positive definite matrix causing the Cholesky decomposition to fail. Therefore, to obtain a square root matrix when $\mathbf{Q}_{k}$ is positive semi-definite the PF implementation in the evaluation of the different nonlinear filters uses an efficient method from the literature [111] to calculate an upper-triangular square root decomposition that satisfies equation (8.54).

This method first performs a singular value decomposition of the symmetric matrix $\mathbf{Q}_{\mathbf{k}}$ such that,

$$
\begin{equation*}
\mathbf{Q}_{\mathbf{k}}=\mathbf{U} \boldsymbol{\sigma} \mathbf{V}^{T} \tag{8.56}
\end{equation*}
$$

where $\boldsymbol{\sigma}$ is a diagonal matrix consisting of the eigenvalues of $\mathbf{Q}_{\mathbf{k}}$ and $(\mathbf{U}, \mathbf{V})$ are unitary matrices where $\mathbf{U}=\mathbf{V}$. Therefore,

$$
\begin{align*}
& \mathbf{Q}_{\mathbf{k}}=\mathbf{V} \boldsymbol{\sigma} \mathbf{V}^{T}  \tag{8.57}\\
& \mathbf{Q}_{\mathbf{k}}=\mathbf{V} \sqrt{\boldsymbol{\sigma}} \sqrt{\boldsymbol{\sigma}} \mathbf{V}^{T} \tag{8.58}
\end{align*}
$$

where $\sqrt{\boldsymbol{\sigma}} \mathbf{V}^{T}$ is the square root matrix of $\mathbf{Q}_{\mathbf{k}}$. In order to make the square root matrix upper-triangular, this method next performs a QR decomposition of $\sqrt{\sigma} \mathbf{V}^{T}$ to obtain the matrix $\mathbf{R}_{c}$ in equation (8.54). In practice, it is helpful to take the absolute value of $\mathbf{R}_{c}$ with this method to account for small imaginary components of the matrix resulting from numerics as was done in this research.

Finally, the implementation of the PF described in this chapter numerically differentiates the nonlinear dynamics model in equation (8.5). This is distinct from the implementation in Chapter V where the propagation model for the horizontal dynamics used a linear approximation (see equation (5.15)). Analysis of the linearization errors for the earlier results showed that the difference between the two implementations were insignificant. However, to represent the nonlinear dynamics with greater fidelity and increase system robustness, the PF implementation now numerically differentiates the nonlinear dynamics model for the evaluation of the different nonlinear filters. Section 8.3 discusses the methodology used for this evaluation.


Figure 8.1: Particle Filter Algorithm. Adapted from [6, 7]

### 8.3 Evaluation Methodology

One of the most critical requirements for a collision avoidance system is an accurate and timely estimate of an intruder's position so as to avoid a collision. Therefore, the performance measures for this evaluation are accuracy and computational efficiency. For accuracy, the filter's performance is evaluated in two areas: (1) accuracy in estimating an intruder's current position, and (2) accuracy in predicting an intruder's future position. The estimation accuracy metric is position error, $\epsilon_{p}(k)$, which is calculated as,

$$
\begin{equation*}
\epsilon_{p}(k)=\frac{1}{N} \sum_{i=1}^{N} \sqrt{\left(x_{k_{\text {true }}}-\hat{x}_{k_{i}}\right)^{2}+\left(y_{k_{\text {true }}}-\hat{y}_{k_{i}}\right)^{2}+\left(z_{k_{\text {true }}}-\hat{z}_{k_{i}}\right)^{2}} \tag{8.59}
\end{equation*}
$$

where $\hat{x}_{k_{i}}, \hat{y}_{k_{i}}$, and $\hat{z}_{k_{i}}$ are the intruder's 3D position estimates in cartesian coordinates at time $k$ for run $i$. The prediction accuracy metric is turn-rate error, $\epsilon_{\omega}(k)$, which is calculated simply as,

$$
\begin{equation*}
\epsilon_{\omega}(k)=\frac{1}{N} \sum_{i=1}^{N} \sqrt{\left(\omega_{k_{\text {true }}}-\hat{\omega}_{k_{i}}\right)^{2}} \tag{8.60}
\end{equation*}
$$

where $\hat{\omega}_{k_{i}}$ is the intruder's turn-rate estimate at time $k$ and run $i$. In this evaluation, $N=1,000$ for both equations (8.59) and (8.60). Since the optimal control problem must predict the intruder's trajectory over the next receding time horizon, the $\epsilon_{\omega}(k)$ error metric helps quantify bounds on the future trajectory uncertainty for a maneuvering aircraft. For example, a turn-rate error of $0.5 \mathrm{deg} / \mathrm{sec}$ results in a $15^{\circ}$ trajectory error at the end of a 30 -second receding horizon prediction. With an intruder's true airspeed of $300 \mathrm{ft} / \mathrm{sec}$, this $0.5 \mathrm{deg} / \mathrm{sec}$ turn-rate error results in an approximate 1,100 feet position error after 30 seconds. On the other hand, a turn-rate error of $6 \mathrm{deg} / \mathrm{sec}$ results in a $180^{\circ}$ trajectory error at the end of a 30-receding horizon prediction. This large estimation error results in a nonsensical optimal control avoidance solution since the predicted trajectory is in the opposite direction of the true trajectory.

In addition to basic modeling and filter limitations, various other uncertainty sources such as pilot intent or sensor performance limitations make having a minimum separation distance buffer around the intruder prudent to further safeguard against the possibility of a collision. This minimum separation buffer as defined in [2] is 820 feet ( 250 meters).

Therefore, this evaluation also highlights position errors greater than 820 feet to indicate conditions of marginal performance by the filter.

Like the accuracy metrics which are quantifiable, the metric for computational efficiency in this evaluation is CPU processing time. Because the algorithms in this research are optimized more for robust post-processing analysis than computational efficiency, the efficiency assessment is primarily a relative comparison of the filter's CPU processing times. Since the filters share a common implementation strategy for post-processing analysis, this relative comparison is a fair performance assessment. Certainly, greater efficiencies are possible with more streamlined and tailored application specific software.

Although not a quantifiable metric, another performance measure this evaluation examines is the filter's robustness to measurement geometry since certain relative ownshipintruder geometries can reduce observability and lead to poor filter performance. Because the impacts of measurement geometry contributes to the results in this evaluation, the next section first analyzes the observability grammian for a simple 2 D standard-rate turn scenario because rank deficiencies in the grammian resulting from geometry will indicate scenarios where the filter's performance will be degraded.

### 8.4 Observability Grammian

The evaluation of the observability grammian requires a stable linear system. Since the dynamics and measurement models are nonlinear functions of the states, the EKF linearizes about the nominal estimate $\hat{\mathbf{x}}$ by taking the Jacobian of the dynamics function $\mathbf{f}(\mathbf{x}(\mathbf{t}))$ and measurement function $\mathbf{h}(\mathbf{x}(\mathbf{t}))$ to calculate $\mathbf{F}$ and $\mathbf{H}$, respectively where

$$
\begin{align*}
& \left.\mathbf{F} \triangleq \frac{\partial \mathbf{f}(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\hat{\mathbf{x}}}  \tag{8.61}\\
& \left.\mathbf{H} \triangleq \frac{\partial \mathbf{h}(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\hat{\mathbf{x}}} \tag{8.62}
\end{align*}
$$

In order to calculate the observability grammian the linearization is now performed about the true state instead of the nominal state estimate. Thus, given the linear system,

$$
\begin{align*}
\dot{\mathbf{x}}(t) & =\mathbf{F} \mathbf{x}(t)+\mathbf{G} \mathbf{w}(t)  \tag{8.63}\\
\mathbf{z}(t) & =\mathbf{H x}(t)
\end{align*}
$$

the observability grammian is defined as [112],

$$
\begin{equation*}
\mathbf{L}_{o}=\int_{0}^{\infty} e^{\mathbf{F}^{T} t} \mathbf{H}^{T} \mathbf{H} e^{\mathbf{F} t} d t \tag{8.64}
\end{equation*}
$$

which is solved using the Van Loan method as described in equations (8.24) and (8.26).
For simplicity, in this 2D observability analysis scenario the ownship remains stationary while the intruder maintains a standard rate $3 \mathrm{deg} / \mathrm{sec}$ left turn while flying at a constant speed of $300 \mathrm{ft} / \mathrm{sec}$. With this standard-rate left (counterclockwise) turn, the intruder completes a full $360^{\circ}$ circle every 120 seconds. The ownship's north position (y-axis) in this scenario is fixed at the center of the intruder's turn circle and the ownship's east position (x-axis) is fixed at approximately 3.3 NM west of the center of the intruder's turn circle. Figure 8.2 pictorially depicts this relative geometry where the ownship is shown in blue and the intruder in red.

For this evaluation, the state propagation and observations occur at a 1 Hz rate. The scenario lasts 240 seconds with the intruder flying two complete circles. This scenario is repeated 1,000 times for each of the three different filters. The noise corrupted observations are generated from the truth data by adding random noise from a zeromean, Gaussian distribution with variance defined by the sensor performance as shown in equation (8.4). Further, to standardized the comparison across the filters, identical noise corrupted observations values are used for the EKF, UKF, and PF runs.

### 8.5 Observability Results

Based on the geometry in this scenario, the areas of reduced observability corresponded to points on the intruder's turn circle that were along the lines of tangency from the ownship's position. In this scenario, these positions corresponded to 7 and 56 seconds from the start of the scenario as seen in Figure 8.3. These areas of reduced observability


Figure 8.2: 2D Scenario for Observability Analysis
were reflected by the sharp drops in the condition number of the observability grammian in Figure 8.4a. To emphasize the repeatability of these reduced observability areas, the intruder in this scenario completed two circles which highlighted the reoccurrence of these reduced observability times at set 120 second intervals. Figure 8.4 b depicts the singular values of the observability grammian where the largest singular value, $\sigma_{1}$, was predominately due to the turn-rate state, $\omega$. For this observability scenario the performance of the EKF, UKF, and PF with 1500 particles are shown in Figure 8.5 where the time-history of the mean position errors appear in panel (a) and the time-history of the maximum position errors appear in panel (b). All three filters experienced similar times where their mean and maximum position errors rose and fell as a result of measurement geometry. The affects of reduced observability especially magnified the linearization errors of the EKF as seen by the large mean of the position errors. Figure 8.6 shows the mean and maximum turnrate errors for all three filters. Since the intruder in this scenario performed a standard-


Figure 8.3: Reduced Areas of Observability Based on Geometry


Figure 8.4: Observability Grammian Condition Number and Singular Values at 1 Hz


Figure 8.5: Observability Analysis Mean \& Worst-Case Position Errors
rate turn, the initial mean turn-rate error for all three filters was 3 degrees. Like the


Figure 8.6: Observability Analysis Mean \& Worst-Case Turn-Rate Error
position errors, the turn-rate errors for all three filters also rose and fell at similar times throughout the scenario. Yet, unlike the position errors which were a combination of errors from two different state estimates ( $x$ and $y$ ) which acted in different cardinal directions,
the turn-rate errors were directly from a single state estimate $(\omega)$, and therefore the peaks in the mean and maximum turn-rate errors corresponded closely to the times of reduced observability shown in Figure 8.3. Depending on the filter, these peak errors were significant. A faster update rate could help minimize the impacts of reduced observability resulting from adverse geometry. This research briefly explored using a faster update rate; however, a more thorough analysis of performance gains and costs resulting from a faster update rate were left as an area for further research.

In summary, this analysis showed that relative measurement geometry could lead to reduced observability and degrade filter performance. With the results of this observability analysis in mind, the next section returns to the evaluation of the filter performance starting with a description of the different evaluation scenarios. The first scenario in this evaluation is similar to the scenario in the observability analysis and is the most stressing of the evaluation scenarios.

### 8.6 Scenario Description

The filter evaluation consists of three scenarios that last 60 seconds each. For each scenario the ownship starts at the origin and the intruder starts to the east (positive $x$-axis) of the ownship. Both the ownship and intruder maintain a constant speed of $300 \mathrm{ft} / \mathrm{sec}$. The ownship flies a constant east heading whereas the intruder performs either a standardrate, half standard-rate, or no turn. The starting geometry for Scenario One is with both aircraft initially flying towards each other and the starting geometry for Scenario Two is with both aircraft initially flying at a $90^{\circ}$ angle to one another. In Scenarios One and Two the ownship and intruder remain co-altitude. Scenario Three is identical to Scenario One with the exception the intruder changes altitudes and descends at a rate of $1250 \mathrm{ft} / \mathrm{min}$ while maneuvering.

### 8.7 Nonlinear Filter Results

Each scenario is repeated 1,000 times for the different intruder turn-rates. The results for each scenario consist of time-history plots of the mean and worst-case position and turn-
rate errors. The significance of the worst-case error plots is to provide some insight to the degree to which the mean error values may have been influenced by an extreme outlier. Also, when appropriate, a time-history plot is included showing the number of times the position errors exceeded the threshold of 820 feet.

For the particle filter results, the number of particles varies depending on the intruder model. For the scenarios in this analysis 1500 particles represents for the 5 -state coordinate turn model the number of particles needed to consistently achieve performance on par or better than the EKF and UKF without experiencing divergent trajectories. Therefore, the results for Scenarios One and Two show the performance of the PF using 1500, 2000, 2500 , and 6000 particles. In Scenario Three, in order to estimate the intruder's vertical maneuvers, the intruder dynamics model changes from the 5 -state coordinate turn model to the 8 -state model shown in equation (8.5). The literature [113] recommends when increasing the number of states $(L)$ from $L_{a}$-states to $L_{b}$-states to scale the number of particles using the following ratio:

$$
\begin{equation*}
\text { scale }=\left[\frac{L_{b}}{L_{a}}\right]^{3} \tag{8.65}
\end{equation*}
$$

where in this case $L_{a}=5$ and $L_{b}=8$ so that the scale equals 4 . Thus, the results for Scenarios Three show the performance of the PF using $1500 \times 4=6000,2000 \times 4=8000$, and $2500 \times 4=10,000$ particles. The results of the PF with 6000 particles in Scenarios One and Two are included in order to highlight performance differences when using a large number of particles with a lower order state model. Further, including the 6000 particle performance results in these earlier scenarios allows a side-by-side comparison of performance if electing to use this number of particles for both the 5 -state and 8 -state models.

### 8.7.1 Scenario One, Case One: Standard Rate Turn.

At the start of this scenario the intruder was approximately 4 NM east ( $x$-axis) and approximately 1 NM north ( $y$-axis) of the ownship. The intruder maintained a standard-rate counterclockwise turn to the south and the scenario terminated with the intruder southeast of the ownship separated by a slant range of 1.37 NM. For this analysis, this separation distance represented the nominal detection range needed in order for the ownship to execute
an avoidance maneuver and still remain outside of a 2460 feet horizontal radius from the intruder.

As demonstrated in the earlier analysis, periods of reduced observability occurred when the two aircraft initially faced each other and the intruder executed a standard-rate turn that crossed the ownship's flight path. Although the times for reduced observability in this scenario were slightly different since the ownship was no longer stationary, reduced observability still impacted and degraded filter performance in this scenario.


Figure 8.7: Mean \& Worst-Case position Error for Standard-Rate Turn

The results for this scenario appear in Figure 8.7 where the time-history of the mean of the position errors appear in panel (a) and the time-history of the maximum position errors appear in panel (b). The performance of the EKF, UKF, and PF for different number of particles appear on this figure where the nomenclature "PF 1500" indicates the results of the particle filter


Figure 8.8: Close-In of Mean Position Errors
using 1500 particles. In this scenario, the particle filter consistently outperformed the EKF and UKF.

Figure 8.8 on the preceding page shows the position error mean results over a shorter period of time with a reduced scale to help clearly distinguish PF performance with different numbers of particles. As expected, as the number of particles increased the filter performance likewise increased. Even the worst-case errors with 2500 and 6000 particles were consistently lower than the EKF and UKF worst-case errors. Figure 8.9 depicts the number of times the position error exceeded the 820 feet threshold. The EKF and UKF results are shown in panel (a) and the particle filter results in panel (b) due to the differences in scales.

In this scenario, the reduced observability coupled with the 1 Hz update rate was particularly stressing for the EKF. Nearly $60 \%$ of the 1000 EKF trajectories exceeded the 820 -foot threshold and over a third of the 1000 UKF trajectories exceeded the 820 -foot threshold. From panel (b), the particle filter performed much better. Similar to the EKF and UKF, the PF trajectories first exceeded the 820 -foot threshold at 12 seconds into the scenario. However, even with as few as 1500 particles the number of trajectories over


Figure 8.9: Position Errors Above 820-Foot Threshold
the 820 -foot threshold was only 16 and with 6000 particles the number over the threshold decreased to three, which was nearly 200 times less than the EKF number.

Figure 8.17 shows the mean and maximum turn-rate errors for all three filters. Without a priori knowledge of the intruder's maneuvers, the initial mean estimate for the intruder's turn-rate state was zero. Since the intruder in this scenario performed a standard-rate turn, the initial turn-rate error for all three filters was approximately 3 degrees. However, the particle filter quickly drove this initial turn-rate error towards zero whereas the EKF and UKF initially decreased this error but then the error increased again at approximately 15 seconds into the scenario. Further, when the EKF and UKF worst-case turn-rate errors


Figure 8.10: Mean \& Worst-Case Turn-Rate Error for Standard-Rate Turn
peaked at 38 seconds, the PF worst-case turn-rate errors at that time were approximately an order of magnitude smaller. Unlike the position errors, the turn-rate errors did not appear to be overly sensitive to the number of particles since the mean turn-rate errors were fairly consistent from 1500 to 6000 particles. Thus, not only did the particle filter provide the best estimate and best prediction of the intruder's current and future position, the particle filter was also the most robust of the three filters to the affects of measurement geometry. However, as anticipated the increased accuracy was at a cost of computational efficiency.

Figure 8.11 shows the mean CPU time for the different filters. This mean was calculated by averaging the elapsed CPU time from the previous state estimate to the current state estimate, that is from $\mathbf{x}_{k-1}^{+}$ to $\mathbf{x}_{k}^{+}$over 1000 runs with 60 measurement updates per run. Since the CPU times were not significantly impacted by ownship-


Figure 8.11: Mean CPU Time intruder geometries this calculation was not repeated until Scenario Three where the intruder state model increased from 5 -states to 8 -states.

As seen in Figure 8.11 as accuracy increased computational time likewise increased. The EKF was the most computationally efficient followed by the UKF and then the particle filter. The mean UKF CPU time was $33 \%$ greater than the mean EKF CPU time and the mean PF CPU time with 1500 particles was $337 \%$ greater than the mean EKF CPU time. Nonetheless, even with 6000 particles the mean CPU time was only 8.5 msec , which showed that the filter could reasonably accommodate a significantly faster update rate than 1 Hz . Additionally, for a small incremental increase in the number of particles from 1500 to 2000 to 2500 , the corresponding increase in mean CPU times appeared nearly linear.

### 8.7.2 Scenario One, Case Two: Half Standard-Rate Turn.

Whereas the previous scenario was intentionally stressing, this current scenario was intentionally not. At the start of this scenario the intruder was approximately 5.25 NM east ( $x$-axis) and approximately 1.89 NM north ( $y$-axis) of the ownship. The intruder maintained a half standard-rate counterclockwise turn to the south and the scenario terminated with the intruder directly abeam the ownship separated by a slant range of 2460 feet.

The initial geometry for this scenario minimized conditions of reduced observability that degraded filter performance as seen in the previous scenario. Like the previous scenario, both aircraft initially flew towards each other; however, in this scenario the intruder only performed a half standard-rate turn and the intruder did not cross the ownship's intended
flight path. Further, the scenario terminated with the two aircraft much closer together. This shorter separation distance coupled with the starting geometry markedly improved the performance of the EKF and UKF. The results of this scenario appear in Figure 8.12 where the mean position errors appear in panel (a) and the maximum position errors in panel (b).


Figure 8.12: Mean \& Worst-Case Position Error for Half Standard-Rate Turn

In general, the UKF performance was on par with the performance of the particle filter. As seen in Figure 8.12, after 26 seconds the UKF mean position errors were essentially the same, and for a brief period, were even slightly better than the PF mean position errors. Also, unlike the previous scenario, the differences in the worst-case error trajectories were not as pronounced and only the EKF exceeded the 820 -foot threshold and this occurred only twice.

Figure 8.13 shows the mean and maximum turn-rate errors for all three filters. Again, without a priori knowledge of the intruder's maneuvers, the initial mean estimate for the intruder's turn-rate state was zero. Since the intruder in this scenario performed a half standard-rate turn, the initial turn-rate error for all three filters was approximately 1.5 degrees. Again the PF outperformed the other filters in quickly reducing this initial error,
yet interestingly the PF turn-rate errors experienced a small peak at 25 seconds whereas the EKF and UKF errors did not. Nonetheless, after this peak the PF turn-rate errors then continued to decrease below the EKF and UKF errors by the end of the simulation. Although the EKF still had the largest worst-case turn-rate errors, the differences again were not as pronounced as seen in the previous stressing scenario.


Figure 8.13: Mean \& Worst-Case Turn-Rate Error for Half Standard-Rate Turn

### 8.7.3 Scenario One, Case Three: No Turn.

Again, both aircraft flew towards each other at the start of this scenario with the intruder starting approximately 6.28 NM east ( $x$-axis) and 0.2 NM north ( $y$-axis) of the ownship. The intruder did not turn but maintained a west heading and the scenario terminated with the two aircraft facing each other separated by a slant range of 2460 feet.

This linear propagation scenario was not a stressing scenario for the filters. The results of this scenario appear in Figure 8.14 where the mean of the position errors appear in panel (a) and the maximum position errors in panel (b). Although the filters performed similarly in this scenario, the particle filter consistently had smaller position and turn-rate errors. For this scenario, none of the filter's position errors were over the 820 -foot threshold.


Figure 8.14: Mean \& Worst-Case Position Error for No Turn


Figure 8.15: Mean \& Worst-Case Turn-Rate Error for No Turn

### 8.7.4 Scenario Two, Case One: Standard-Rate Turn.

At the start of this scenario the intruder was directly abeam and 5.25 NM east ( $x$-axis) of the ownship. The intruder's initial heading was north ( $y$-axis) which was at a $90^{\circ}$ angle to the ownship's east heading. The intruder maintained a standard-rate counterclockwise turn
and the scenario terminated with the intruder again directly abeam the ownship separated by a slant range of 2460 feet. Once again, due to the initial setup geometry and the close separation distance at the termination, this was not a stressing scenario for the filters. The results of this scenario appear in Figure 8.16 where the mean position errors appear in panel (a) and the maximum position errors in panel (b). The mean EKF position errors


Figure 8.16: Abeam Geometry: Mean \& Worst-Case Position Error for Standard-Rate Turn
were again larger than the UKF and PF errors with the worst-case trajectory errors fairly similar for the filters. None of the filter's position errors were over the 820 -foot threshold. Figure 8.17 shows the mean and maximum turn-rate errors for all three filters.

### 8.7.5 Scenario Two, Case Three: No-Turn.

At the start of this scenario the intruder was 3.37 NM east ( $x$-axis) and 2.96 NM south ( $y$-axis) of the ownship. The intruder maintained a north heading and did not turn. The scenario terminated with the intruder directly abeam the ownship separated by 2460 feet. The results of this scenario appear in Figure 8.18 where the mean of the position errors appear in panel (a) and the maximum position errors in panel (b). Figure 8.19 shows the mean and maximum turn-rate errors for all three filters. The results were consistent with the previous results where the PF outperformed the other filters.


Figure 8.17: Abeam: Mean \& Worst-Case Turn-Rate Error for Standard-Rate Turn


Figure 8.18: Abeam Geometry: Mean \& Worst-Case Position Error for No Turn

### 8.7.6 Scenario Three, Case One: Standard-Rate Turn.

This scenario repeated the stressing case in Scenario One but the intruder now performed a $1250 \mathrm{ft} / \mathrm{min}$ descent rate in addition to a standard-rate turn. The results of this scenario appear in Figure 8.20. As anticipated, the altitude change by the intruder improved observability, which in turn improved the performance by the EKF and UKF;


Figure 8.19: Abeam: Mean \& Worst-Case Turn-Rate Error for No Turn


Figure 8.20: Mean \& Worst-Case Position Error for Standard-Rate Turn
nonetheless, the particle filter was still more robust and still outperformed the EKF and UKF for both estimation accuracy and prediction accuracy in this scenario. The number of EKF and UKF trajectories that exceeded the 820 -foot threshold mirrored the results in panel (a) of Figure 8.9. For the EKF, 582 of the 1000 trajectories exceeded this threshold
and for the UKF 332 of the 1000 exceeded the threshold. However, the particle filter with 6000 particles exceeded the 820 -foot threshold only three times. The particle filter with 8000 and 10,000 particles did not exceed the 820 -foot threshold. Figure 8.21 shows the mean and maximum turn-rate errors for all three filters. Again, the particle filter outperformed the other filters. Since the performance followed a similar trend as the previous results, the figures for the remaining scenarios in this filter evaluation are in the Appendix B to this document.


Figure 8.21: Mean \& Worst-Case Turn-Rate Error for Standard-Rate Turn

Figure 8.22 shows the mean CPU times for the 8 -state model. The increased number of particles caused a noticeable increase in the mean CPU times. The EKF was again the most computationally efficient followed closely by the UKF and then the particle filter. The mean UKF CPU time was $29 \%$ greater that the mean EKF CPU time and the mean PF CPU time with 6000 particles was $1,512 \%$


Figure 8.22: Mean CPU Time
greater than the mean EKF CPU time.
Nonetheless, the mean CPU times were only 15.7 msec for 6000 particles and 23.6 msec for 10, 000 particles. Even with these large number of particles, these mean CPU times showed the PF should be able to reasonably accommodate a real-time implementation using a faster update rate than 1 Hz . With any real-time particle filter implementation a fundamental consideration is Rao-Blackwell marginalization.

In their seminal work on particle filters, [44] stressed that marginalization "is of outmost importance for high-performance real-time applications." In marginalization the states that are linear or nearly linear are estimated using the Kalman Filter if linear or the more efficient EKF (or UKF) if nearly linear. This allows the particle filter to operate with a lower dimensionality to improve computational efficiency. In the current intruder observation and propagation models, the elevation (vertical) measurement is nonlinear, but the 3 -state vertical propagation model is linear, and thus an ideal candidate for marginalization to improve overall filter efficiency. Implementation of a Rao-Blackwell marginalization scheme with an EKF or UKF for the vertical observation model and a Kalman filter for the vertical dynamics model is an area for future research. Finally, because of the inherently stochastic and non-deterministic nature, certification by the FAA of a particle filter in a safety-of-flight system for use in the NAS remains an ongoing challenge [52].

Despite these challenges of efficiency and certification, overall the particle filter has the best accuracy performance and is the most robust to adverse ownship-intruder measurement geometries. Although not as computationally efficient as the EKF and UKF, the CPU processing times for the particle filter are still viable for real-time implementation. Further, there are multiple methods to improve efficiency such as application specific hardware and software as well as taking advantage of Rao-Blackwell marginalization especially for the vertical dimension of the intruder model. These are all areas for future research. Nonetheless, for the work herein since the PF provides the most accurate and robust performance and still has reasonable computational times, the remaining analysis in this document utilizes estimates from the particle filter as inputs into the airborne collision
avoidance optimal control problem. The final 'piece' of the research is to demonstrate all the results. This requires combining the two keep-out regions, the ellipsoidal probability region around the intruder and the cylindrical region about the ownship, into a new inequality constraint formulation and then demonstrating this formulation in a multiintruder stochastic collision avoidance scenario.

## IX. Overlap Criteria between Cylinder and Ellipsoid

工䛼 away from an ellipsoidal probability region around an intruder aircraft, and (2) keep the intruder away from a cylindrical keep-out region around the ownship. Combining these two keep-out regions in a manner that is implementable inside of the NLP is an extremely challenging problem. Complicating this challenge is the necessity of constructing a smooth everywhere differentiable function that models the gradient of the closest point of approach of these surfaces as they move relative to one another at different aspect angles. The literature contains substantial citations on algorithms to determine the overlap of hard ellipsoids in modeling molecular fluids [114] and an analytic solution exists for this problem in two dimensions [115]; however, an analytical solution does not exist [115] for finding the three dimensional distance of closest approach between two ellipsoids of arbitrary orientation or for the more complex problem of finding the distance of closest approach between a cylinder of finite height and an ellipsoid of arbitrary orientation.

### 9.1 Background on Cylinder-Ellipsoid Constraint Development

The authors in [114] derived an algorithm for determining if two ellipsoids, $A$ and $B$, overlapped. This algorithm used the quadratic properties of an ellipsoid to construct an inside-outside functional, $F_{A B}$, such that [114]:

$$
F_{A B}(A, B, \lambda)=\left\{\begin{array}{c}
<1  \tag{9.1}\\
=1 \\
>1
\end{array}\right\} \text { if } A \text { and } B\left\{\begin{array}{c}
\text { overlapped } \\
\text { were externally tangent } \\
\text { did not overlap }
\end{array}\right.
$$

where the inputs $A$ and $B$ to this functional represented the principal axes, rotation angle, and centerpoint that characterized the respective ellipsoid in quadratic form and the parameter $\lambda$ represented a scaled distance between the two ellipsoids that varied between $[0,1]$. Although convenient, the downside to this inside-outside functional was that it
required an iterative search to identify the optimal value to use for the input parameter $\lambda$. Nonetheless, the research herein explored implementing this functional using a fixed (non-optimal) value for $\lambda$ of 0.5 but found a significant limitation was that this approach required approximating the keep-out cylinder as an ellipsoid which resulted in either a grossly over conservative approximation or a extremely under conservative approximation since the radius $(r)$ of the cylinder was three times the height $(h)$ of the cylinder.

The next approach explored herein was to analytically determine the uppermost and lowermost points on the surface of an ellipsoidal probability region to use as an efficient check for feasibility. The mathematical development for this approach appears in Appendix C to this document. In this approach, if the lowest point on the ellipsoid surface was above the top of the cylinder or the highest point on the ellipsoid surface was below the bottom of the cylinder, then the trajectory was feasible. If neither of these conditions were satisfied, then this approach applied a numerical minimization algorithm, similar in concept to the search required by the first approach combined with the criteria in equation (9.1), to find the $(x, y)$ pair on the ellipsoid surface closest to the cylinder $\forall z_{\text {ellipsoid }}$ between $\pm h$. In formulating this cylinder-ellipsoid keep-out constraint, the sigmoid product method was used to implement a set of conditional logic 'if statements.' The feasibility region for the conditional cylinder-ellipsoid keep-out constraint was described by the following set of compounded logic $O R$ conditions: If the lowest altitude point of the intruder's ellipsoidal uncertainty region was 820 feet above the ownship's altitude $O R$ the highest altitude point of the intruder's ellipsoidal uncertainty region was 820 feet below the ownship's altitude $O R$ the closest point on the surface of the ellipsoid to the cylinder that was between $\pm 820$ feet of the owship's altitude was greater than the radial keep-out of 2,460 feet then the solution was feasible; otherwise, the trajectory was not feasible. This inequality constraint formulation appeared algorithmically as:

$$
\begin{aligned}
& \text { if min }\left(z_{\text {ellipsoid }}\right) \geq h \\
& \text { feasible } \\
& \text { else if } \max \left(z_{\text {ellipsoid }}\right) \leq-h \\
& \text { feasible } \\
& \text { else if }\left(x^{2}+y^{2} \geq r\right) \\
& \quad \text { feasible } \\
& \text { else } \\
& \quad \text { infeasible } \\
& \text { end }
\end{aligned}
$$

Each of the three conditional constraints in this approach were approximated using unique sigmoid functions. This approach also required a numerical minimization algorithm to determine the ( $x, y$ ) pair on the ellipsoid surface closest to the cylinder $\forall z_{\text {ellipsoid }}$ between $\pm h$ in order to evaluate the inequality constraint, $x^{2}+y^{2} \geq r$. This research used Matlab's 'fmincon' function to perform this numerical minimization and then used the result as an input into $\mathbb{G P O P S} \mathbb{I I}$ to solve the larger collision avoidance trajectory optimization problem; however, this approach proved to be inefficient and cumbersome. Further, and more significantly, combining the numerical minimization results in a manner that the conditional constraint formulation remained smooth and everywhere differentiable was problematic. As a result, this approach was not practical, and an alternative approach was needed. The new approach was to approximate the cylindrical keep-out region using a superquadric, and then sample the ellipsoid surface at select points and compute their inside-outside function values to determine an approximate separation distance.

### 9.2 Cylinder-Ellipsoid Constraint Development

Superquadrics, which include a family of 3D shapes such as superellipsoids [8], have been used in a variety of applications. For example, superellipses (a 2D subset of superquadrics), have been used in the design of city streets to lofting in the design of an aircraft fuselage [8]. In the early 1980's, Barr [116] "saw the importance of
superquadric models in particular for computer graphics and for three-dimensional design since superquadric models, which compactly represent a continuum of useful forms with rounded edges, can easily be rendered and shaded and further deformed by parametric deformations" [8]. In terms of collision avoidance, superquadrics offer tremendous potential since odd-shaped probability regions can be uniquely modeled using superquadrics. This research models the cylindrical keep-out region around the ownship using a variation of a superquadric.

From [116], the standard equation for a superellipsoid appears as:

$$
\begin{equation*}
\left(\left(\frac{x}{a_{1}}\right)^{\frac{2}{\epsilon_{2}}}+\left(\frac{y}{a_{2}}\right)^{\frac{2}{\epsilon_{2}}}\right)^{\frac{\epsilon_{2}}{\epsilon_{1}}}+\left(\frac{z}{a_{3}}\right)^{\frac{2}{\epsilon_{1}}}=1 \tag{9.2}
\end{equation*}
$$

where the constants $a_{1}, a_{2}, a_{3}$ set the widths and height of the superellipsoid and the parameters $\epsilon_{1}$ and $\epsilon_{2}$ set the shape of the cross section parallel and perpendicular to the $x, y$ plane respectively [8]. Figure 9.1 shows the plots of these shapes as the values of $\epsilon_{1}$ and $\epsilon_{2}$ varies from $[0.1,1,2]$ and the values of the constants are fixed at unity, that is, $a_{1}=a_{2}=a_{3}=1$.

The combination of $\epsilon_{1}=0.1$ and $\epsilon_{2}=1$ in panel (d) of Figure 9.1 is a common way to represent a cylinder using a superellipsoid in computer graphics. This rendering produces a smooth tapered radius near the top and bottom of the cylinder. However, in order to minimize the tapered radius and more accurately model a true cylinder, this research uses the following modified superellipsoid equation to formulate the inequality path constraint to model the cylindrical keep-out region around the ownship:

$$
\begin{equation*}
\left(\frac{x}{r}\right)^{2}+\left(\frac{y}{r}\right)^{2}+\left(\frac{z}{h}\right)^{n}=1 \tag{9.3}
\end{equation*}
$$

where $r$ is the radius and $h$ is the height of the cylinder and $n$ is an even natural number larger than two. Figure 9.2 shows the cylinder approximation using equation (9.3) for different values of $n$ where $r=2.460$ and $h=0.820$ (representative of an aircraft keep-out region). The new inequality path constraint formulation using equation (9.3) appears as:

$$
\begin{equation*}
\ln \left(\left(\frac{\Delta x}{r}\right)^{2}+\left(\frac{\Delta y}{r}\right)^{2}+\left(\frac{\Delta z}{h}\right)^{n}\right) \geq \ln 1 \tag{9.4}
\end{equation*}
$$



Figure 9.1: Superellipsoid for Varying Values of Exponential $\epsilon_{1}, \epsilon_{2}$. Adapted from [8]


Figure 9.2: Superellipsoid Approximation of Cylinder for Varying Values of $n$.
and the standard form of the inequality path constraint for the optimal control problem appears as:

$$
\begin{equation*}
-\ln \left(\left(\frac{\Delta x}{r}\right)^{2}+\left(\frac{\Delta y}{r}\right)^{2}+\left(\frac{\Delta z}{h}\right)^{n}\right) \leq 0 \tag{9.5}
\end{equation*}
$$

where $\Delta$ represents the relative difference between the intruder's outermost ellipsoid points and the ownship's position. Due to the potentially large value of the exponential power $n$, similar to the MAES conditional inequality constraint development earlier, the inequality constraint formulation in equation (9.5) applies the natural logarithm. Likewise, similar error bounds can be derived for equation (9.5) as developed earlier for the MAES method.

Since each intruder's probability region is approximated using an ellipsoid, this research efficiently samples points on the ellipsoid surface to evaluate the inequality path constraint in equation (9.5). This sampling is based on a parametric representation of an ellipsoid in spherical product form where the standard canonical form of an ellipsoid appears as:

$$
\begin{equation*}
\left(\frac{x_{1}}{r_{1}}\right)^{2}+\left(\frac{x_{2}}{r_{2}}\right)^{2}+\left(\frac{x_{3}}{r_{3}}\right)^{2}=1 \tag{9.6}
\end{equation*}
$$

and the spherical product form of equation (9.6) appears as [116]:

$$
\mathbf{x}(\eta, \nu)=\left[\begin{array}{c}
\cos \eta  \tag{9.7}\\
r_{3} \sin \eta
\end{array}\right] \otimes\left[\begin{array}{c}
r_{1} \cos \nu \\
r_{2} \sin \nu
\end{array}\right]=\left[\begin{array}{c}
r_{1} \cos \eta \cos \nu \\
r_{2} \cos \eta \sin \nu \\
r_{3} \sin \eta
\end{array}\right]
$$

From equation (9.7), the ellipsoid surface is sampled at equally spaced points on a reference sphere chosen using:

$$
\begin{equation*}
-\frac{\pi}{2} \leq \eta \leq \frac{\pi}{2} \quad \text { and } \quad-\pi \leq \nu<\pi \tag{9.8}
\end{equation*}
$$

Numerically, the $\left(n_{e}\right)^{2}$ sampled points are calculated as follows:

$$
\begin{equation*}
m=n_{e}-1, \text { and } \eta_{i}=\frac{i\left(\frac{2}{m}\right)-1}{\pi}, \quad \text { where } i=\{0,1, \ldots, m\}, \quad \text { and } \nu_{i}=\frac{\eta_{i}}{2} \tag{9.9}
\end{equation*}
$$

These points are then used in equation (9.7) to evaluate the conditional inequality path constraint in equation (9.5) for all possible combinations of $(\eta, \nu)$ points. In the example problem described next $n_{e}=10$. This means for each collocation node the optimal control problem evaluates the inequality path constraint in equation (9.5) at $\left(n_{e}\right)^{2}$ or 100 points on the ellipsoid surface. Note that while only the closest of the 100 points is needed, it is numerically faster to check all 100 points then to find the closest of the 100 points. To help visualize the sampling density, the graphical rendering of the ellipsoidal surface for the example problem is constructed using the same sampling points evaluated in the inequality path constraint.

### 9.3 Cylinder-Ellipsoid Example Problem

This section demonstrates the developments in this chapter using an example problem that combines and builds on the developments from all the previous chapters. This example
problem demonstrates an optimal collision avoidance scenario in a multi-intruder stochastic environment where the inequality path constraint formulation prevents a cylindrical keepout region around the ownship from intersecting with time-varying ellipsoidal probability regions around the intruders while minimizing an overall weighted path deviation cost functional. Algorithmically, the scenario flows as follows:
for each measurement update time estimate intruders' state vector
use particle filter (PF 6000) described in Section 8.2.4
use observation model described in equations (8.1) - (8.4)
use intruder dynamics model described in equations (8.5) - (8.11)
solve optimal control problem
use receding horizon method described in Section 3.1.2
use SLIMVEE algorithm described in Section 5.3.2
use collocation node spacing described in Section 7.2.2
use cost functional described in equation (7.1)
use ownship dynamics model described in equations (7.5) - (7.8)
use inequality path constraint described in equations (9.5) - (9.9) where $n=100$ and $n_{e}=10$
end

### 9.4 Scenario Description

The measurements in this simulation consist of simulated 1 Hz relative measurements from a radar onboard the ownship. These measurements are noise corrupted using the 3D noise model and relative measurements as described in the previous section. To perform the nonlinear estimation, this scenario uses the particle filter with 6,000 particles as developed earlier in the previous chapter. For the filter initialization, the particle filter is given 10 seconds of measurements updates to simulate a "warm-start" prior to the beginning of the scenario. This warm-up period is typical for filtering applications and mirrors true system
performance where the filter is running for a sufficient time to allow for convergence prior to the start of an engagement. For simplicity, in this initialization period the ownship remains stationary while the intruders continue to move relative to the ownship.

In this three-intruder scenario, the first two intruders are maneuvering while the third intruder maintains a constant altitude and heading. The ownship starts at the origin and maintains a constant speed of $450 \mathrm{ft} / \mathrm{sec}$. The intruders all start to the east (positive $x$-axis) of the ownship. The first intruder, Intruder 1, starts 20,000 feet to the east, 8,000 feet to the south (negative $y$-axis), and 500 feet below (negative $z$-axis) the ownship. Intruder 1 flies a half-standard rate righthand turn to the north (clockwise) while maintaining a 1,250 $\mathrm{ft} / \mathrm{min}$ climb and a constant speed of $400 \mathrm{ft} / \mathrm{sec}$. The second intruder, Intruder 2, starts 25,500 feet to the east, 9,000 feet to the north, and 500 feet below the ownship. Intruder 2 flies a half-standard rate lefthand turn to the south (counterclockwise) while maintaining a $500 \mathrm{ft} / \mathrm{min}$ descent and a constant speed of $200 \mathrm{ft} / \mathrm{sec}$. The third intruder, Intruder 3, starts at approximately 29,000 feet to the east, 6,076 feet (or 1 NM ) to the north (positive $y$-axis), and 5,500 feet above (positive $z$-axis) the ownship. Intruder 3 flies a constant heading at an approximate $30^{\circ}$ angle to the ownship's intended flight path while maintaining a constant speed of $291 \mathrm{ft} / \mathrm{sec}$. Table 9.1 summarizes the initial conditions for the intruders in this scenario.

Table 9.1: Intruder Initial Conditions for Cylinder-Ellipsoid Scenario

| Intruder | Initial Position (K ft) | Speed (ft/sec) | Turn-rate (deg/sec) | Climb (ft/min) |
| :--- | :--- | :---: | :---: | :---: |
| One | $x_{0}=+20$ |  |  |  |
|  | $y_{0}=-8$ | 400 | -1.5 | +1250 |
|  | $z_{0}=-0.5$ |  |  |  |
| Two | $x_{0}=+25.5$ |  |  |  |
|  | $y_{0}=+9$ |  | +1.5 | -500 |
|  | $z_{0}=-0.5$ |  |  |  |
| Three | $x_{0}=+29.1$ | 0 |  |  |
|  | $y_{0}=+6.1$ |  |  |  |
|  | 291 | 0 | 0 |  |



Figure 9.3: Initial Geometry for Cylinder-Ellipsoid Scenario

Figure 9.3 shows the intruder positions at the start of the scenario. The green lines in this figure represent the truth trajectory for each intruder. The small portion of green truth trajectory behind each intruder represents the aircraft movement during the filter initialization. The gray-line starting at the origin and extending east represents the ownship's intended 3D flightpath.

Like the MIAA program, the uncertainty volumes around each intruder is bounded using a lower and upper limit. The lower limit, as addressed earlier, is to account for unmodeled intruder dynamics as well other uncertainties inherent to the airborne collision avoidance problem. The upper limit in this case prevents excessive deviation maneuvers in the NAS especially since the cylindrical keep-out zone about the ownship expands nearly 5, 000 feet horizontally and over 1,600 feet vertically. In this scenario the ellipsoid lower limit radius is 820 feet and the upper limit is 2 , 460 feet. However, because aircraft in the NAS
typically perform smooth and predictable altitude transitions, to minimize unnecessarily large uncertainty distributions in the vertical direction, the ellipsoidal probability region in the $z$-axis (or vertical direction) is restricted to be no more $\pm 820$ feet of the estimated intruder altitude. The particular upper and lower limits in this scenario are merely to demonstrate the inequality path constraint formulation using bounds on the size of the probability regions. In practice, these limits can be set as desired based on the ownship maneuver capabilities and the anticipated operating environment.

The SLIMVEE algorithm developed earlier is applied in this scenario. The centroid of the ellipsoidal probability region is centered about the particle filter estimate, $\mathbf{x}_{k}^{-}$, which is the intruder's predicted position during the 30 -second time horizon without a measurement update. The filter estimates are linearly interpolated between collocation nodes since the difference between a spherical interpolation is negligible in this scenario. Figure 9.4 shows the initial uncertainty volumes around the intruders and the cylindrical keep-out volume around the ownship at the start of the scenario.

The scenario lasts 45 seconds. For the first 15 seconds the ownship performs a measurement update every second. The measurement updates are identified in this scenario by black squares at the ownship's position and by black squares marking each intruder's estimated position. Because of the regular measurement updates, the uncertainty volumes around the intruders remain near the minimum value; however, to better demonstrate how the growth of the uncertainty volumes impact the avoidance trajectory during the 30-second horizon prediction, after the $15^{\text {th }}$ second the ownship does not perform another measurement update.

### 9.5 Cylinder-Ellipsoid Scenario Results

Figure 9.5 shows the top and side views of the ownship and intruders at time 15 seconds. Although the slant range distance between the ownship and Intruder 1's estimated position was 1.25 NM , the ownship had already deviated from its intended flight path by 780 feet to the north (positive $y$-axis). This deviation was necessary to keep the large cylindrical keep-out region around the ownship from intersecting with the projected uncertainty volume


Figure 9.4: Initial Geometry and Uncertainty Volumes for Cylinder-Ellipsoid Scenario
around Intruder 1's future position. Because of the weighted cost functional which penalized vertical deviations more heavily than horizontal deviations, the ownship maintained altitude and deviated horizontally.

Figure 9.6 shows the top and side views of the ownship and intruders' position at time 25.7 seconds, approximately 10 seconds after the last measurement update. The blue circles indicate the ownship's position at each collocation node and the red circles indicate the intruder's predicted position at each node. As expected, without additional measurement updates the probability regions continued to grow. An interesting observation highlighted by Figure 9.6 was the closest point of approach between the ownship's keepout region and Intruder 1's ellipsoidal probability region occurred after the two aircraft have passed. If the keep-out region around the ownship was not symmetrical but instead smaller behind the aircraft, then in this scenario the ownship could have returned sooner


Figure 9.5: Cylinder-Ellipsoid Scenario at Time 15 Seconds
to the intended flight path. This observation validated the ongoing effort by the research community to implement a more appropriate keep-out region. Although not implemented here, the constraint formulation methods demonstrated in this research using superquadrics and sigmoids could have been applied to model a tailored keep-out region, such as one that extended further in front than in back of the ownship or a dynamic region that changed as a function of relative closure speed between the ownship and intruder. Both of these types of keep-out regions have been recently proposed earlier this year (2014) by the research community for consideration in an airborne collision avoidance application for the NAS $[18,19]$.

Figure 9.7 shows the position of the ownship and intruders along with their probability regions at the end of the 30 -second time horizon. As seen earlier, Intruder 1's climbing half-standard rate turn caused the ownship to deviate to the north. This initial avoidance maneuver placed the ownship closer to Intruder 2 who performed a half-standard rate turn directly towards the ownship's new flight path. As a result, the ownship climbed to a maximum altitude of 635 feet and passed over the top of Intruder 2's ellipsoidal probability region. Like the previous figure, this avoidance maneuver highlighted an additional concern with the large keep-out region about the ownship. Whereas Figure 9.6 showed a concern with the large keep-out region in the horizontal direction behind the ownship, Figure 9.7 highlighted a similar concern in the vertical direction below the ownship. In this scenario, Intruder 2 started 500 feet below the ownship's initial altitude and performed a shallow $500 \mathrm{ft} / \mathrm{min}$ descent. When the ownship started the climb to pass over the top of Intruder 2's ellipsoidal probability region, the particle filter had already correctly estimated that the intruder was approximately 800 feet below the ownship in a steady descent. However, the climb by the ownship was necessary to prevent the large keep-out region that extended vertically 820 feet below the ownship's position from intersecting with the top of Intruder 2's probability region. This scenario further underscored the need for an adaptable keep-out region. For instance, in this scenario since Intruder 2 was in a steady descent, an adaptive keep-out region could have decreased the amount of required separation below the ownship


Figure 9.6: Cylinder-Ellipsoid Scenario at Time 25.7 Seconds
since the intruder's velocity vector was in a direction away from the ownship. Nevertheless, given the current cylindrical keep-out region the optimization algorithm correctly calculated a feasible trajectory that satisfied the conditional inequality path constraint. The maximum horizontal deviation in this scenario was 1,484 feet and the maximum vertical deviation was 635 feet. As seen in Figure 9.7 due to the turn-rate maneuver time constant, $\tau_{\omega}$, the predicted positions (red circles) for both turning intruders at the end of the 30 -second time horizon were further away from the green truth trajectories. This occurred because the intruders' predicted turn-rate by design transitioned towards zero in the absence of regular measurement updates.

The NLP solver was SNOPT, which converged much quicker than IPOPT in this particular scenario. However, the NLP times still did not support real-time operations. Table 9.2 shows the average, the shortest, and the longest times for the NLP to calculate a solution for the 30 -second time horizons. Although Intruder 3 was not an active constraint in this scenario, the algorithm still evaluated Intruder 3's estimated position at each collocation node which affected the NLP execution times.

Table 9.2: NLP Execution Times for Cylinder-Ellipsoid Scenario

| Average Time | 111.2 seconds |
| :---: | :---: |
| Shortest Time | 31.3 seconds |
| Longest Time | 231.6 seconds |

### 9.6 Cylinder-Ellipsoid Scenario Observations and Conclusions

This demonstration showed the conditional inequality constraint formulation in equation (9.5) is viable; however, this formulation does have potential concerns. Algorithmically, the conditional inequality constraint evaluation appears as:


Figure 9.7: Cylinder-Ellipsoid Scenario at Time 45 Seconds

$$
\begin{aligned}
& \text { if } \max \left(-\ln \left(\left(\frac{\Delta x_{i j k}}{r}\right)^{2}+\left(\frac{\Delta y_{i j k}}{r}\right)^{2}+\left(\frac{\Delta z_{i j k}}{h}\right)^{100}\right)\right) \leq 0 \\
& \quad \forall\left\{t_{i} \in\left[t_{0}, t_{f}\right], k \in\left[1,\left(n_{e}\right)^{2}\right], j \in[1, \ldots, \text { number of intruders }]\right\} \\
& \quad \text { feasible } \\
& \text { else } \\
& \quad \text { infeasible } \\
& \text { end }
\end{aligned}
$$

One concern with taking the maximum (or minimum) value in this algorithm is the gradient can be sporadic causing the optimizer problems in finding a search direction. Short of an analytical solution, which does not exist for this problem, one means to minimize this concern is to increase the sampling density in equations (9.7) - (9.9); however, this increase will also increase the NLP execution times.

Another more general concern to the approach herein, which is well-documented in the literature, is that convergence is not guaranteed. This lack of guaranteed convergence is especially problematic when using a receding horizon with stochastic inputs. Due to the stochastic nature, at each time horizon the predicted intruder(s) trajectories will be different than the previous time horizon. Consequently, the coupling of rapidly changing stochastic trajectories for the intruders with highly stringent dynamic constraints for the ownship can result in an infeasible solution even when using the previous converged solution as an initial guess. One method to remedy this concern is by taking advantage of the conditional constraint approach described algorithmically in Section 9.1 of this chapter. This approach analytically calculates in cartesian coordinates the extreme most points on the surface of the intruder's ellipsoidal probability region. The mathematical development for this approach appears in the Appendix C to this document. Using this approach, the NLP solver can be guaranteed a feasible initial guess by specifying an initial path that is greater than the extreme most points on the intruder's ellipsoidal probability surface. A potential concern with this initial guess method is that the guess will influence which local minimum the NLP solver finds; however, this may also be advantageous since the user can now influence the

NLP solver to find the desired local minimum, for instance, a minimum that satisfies certain conditional constraints such as right-of-way.

In summary, this scenario demonstrated that the constraint formulation in equation (9.5) is viable but potentially could have difficulty in finding a search direction due to defining the gradient using the maximum value; increasing the sampling density will mitigate this concern. This demonstration also reinforced the need for the ongoing effort to implement a more appropriate keep-out region around the ownship. An area for future research is to use the conditional constraint formulations presented in the work herein to implement the keep-out regions proposed earlier this year (2014) by the research community to Special Committee-228, the special committee developing operational standards for unmanned aircraft $[18,19]$. Another future research area, which spans this entire research effort, is to use the mathematical development presented in this document for finding the extremal points on an intruder's ellipsoidal probability region and use these results to ensure a feasible initial guess for the NLP solver. Since there are multiple extreme paths such as extreme up, extreme down, etc. which will all influence the local minimum the NLP solver finds, an additional research area is to understand how best to pick this initial guess based on satisfying additional conditional constraints such as adhering to right-of-way rules. Ensuring initial guesses are feasible is a rich area for future research. The next section summarizes the research results and identifies potential areas for future research.

## X. Conclusions and Recommendations

$\prod^{H}$HIS FINAL chapter summarizes the body of work and presents recommendations for future research based on the findings in this document. The work presented herein successfully expanded on AFRL's SAA efforts by developing (1) techniques for calculating optimal collision avoidance trajectories for RPAs, and (2) techniques for estimating an intruder's trajectory in a stochastic environment. Likewise, the methodology developed and demonstrated in the body of work herein successfully answered the following three questions:

1. How do you formulate the airborne collision avoidance problem as an optimal control problem? The work herein demonstrated different cost formulations such as minimum time or minimum path deviation for the airborne collision avoidance problem. The intruders' dynamics were modeled as time-varying probability regions and approximated using minimum volume enclosing ellipsoids which were then interpolated spherically at each collocation node and set as inequality path constraints. In addition, the airborne collision avoidance problem required implementing conditional constraints such as satisfying either a vertical $O R$ horizontal separation distance or complying with FAA right-of-way (ROW) rules. These conditional constraints were approximated using either the MAES or sigmoid product methods; both methods achieved reasonable error bounds within the context of the NLP.
2. How should you model and estimate stochastic intruder(s) for an airborne collision avoidance application in the optimal control problem? The work herein demonstrated the use of a particle filter to account for nonlinear intruder observation and propagation models within the context of the airborne collision avoidance optimal control problem. The particle filter accurately modeled the intruder's posterior distribution which were then set as inequality path constraints
for the the airborne collision avoidance optimal control problem. In addition, the work presented herein also compared and contrasted the performance of the Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF), and particle filter (PF) for use in an airborne sense and avoid application within the National Airspace System (NAS). The comparison showed the EKF was the most efficient followed closely by the UKF; however, when using a slow measurement update rate such as 1 Hz certain ownship-intruder geometries could result in reduced observability, which would accentuate linearization errors in the EKF and significantly degraded performance. Although the particle filter offered the highest performance in estimating and predicting an intruder's current and future trajectories for the optimal airborne collision avoidance problem, because of the inherently stochastic and non-deterministic nature, certification by the FAA of a particle filter in a safety-of-flight system for use in the NAS remains an ongoing challenge [52].
3. How do you account for ownship and intruder(s) uncertainties for an airborne collision avoidance application in the optimal control problem? The work presented demonstrated the use of the novel SLIMVEE algorithm developed herein to capture the time-varying uncertainty regions surrounding the intruder and demonstrated the use of superquadrics to numerically approximate a cylindrical keepout region around the ownship. Although not implemented in the work presented, the use of superquadrics can be applied to model any unique keep-out region, to include time-varying regions.

In answering these questions, the body of work herein uncovered a number of key findings and recommendations. These key findings and recommendations are presented in following general areas: optimal control and optimal estimation. The following sections list the most significant recommendations $(\mathrm{R})$ in the general order as they appeared in the document starting with optimal control.

### 10.1 Optimal Control Future Research Recommendations

- A well-known and often-stated limitation of gradient-based NLP search methods is they produce local optimal solutions, which may or may not be global solutions. The formulation and testing of the ROW formulation highlighted the potential applicability of this limitation in the context of airborne collision avoidance. For instance, given identical initial conditions, to enforce a "left turn" constraint required an initial trajectory guess to the left in order for the optimizer to locate the global vice the local optimal solution. A follow-on research effort that explores potential methods for appropriately choosing a "smart" initial guess for complex compounded conditional constraints would be beneficial (R1).
- Another area which would benefit from additional research is to explore the differentiability (steepness) of the gradient for the conditional inequality path constraint in equation (6.19). This remains a particular concern especially when using a small number of fixed collocation nodes, which is likely required in order to satisfy a near real-time implementation. An adaptive node placement strategy could alleviate this concern; however, an adaptive node placement algorithm is not conducive for real-time implementation since NLP convergence times for each time horizon is largely unknown. Thus, an analysis of efficient methods to mitigate against differentiability concerns remains an area for future research (R2).
- Another significant area of concern for a real-time collision avoidance implementation using a direct method is the failure of the NLP solver to find a feasible solution. Lai and Whidborne [90] applied a direct collocation method to solve the optimal control problem for an unmanned obstacle avoidance application. In an optimal airborne collision avoidance application, a failure to converge is a critical area that requires additional study to better understand root causes for potential infeasible solutions, and how best to mitigate against these contingencies in a real-time implementation (R3).
- Comprehensive search algorithms such as genetic algorithms [102] and particle swarm optimization [103] can increase the likelihood of finding the global minimum, yet in the context of the body of work presented, another possible means to achieve a "good" initial guess for the optimal control algorithm is to use the JOCA solution as an initial guess. This approach would utilize the strengths of both algorithms and likely result in a more cost efficient avoidance solution than either of these algorithms by themselves. Thus, developing initial 'good' initial guesses is a potential area for future research (R4).
- Another potential area for future research is to study methods to insure the differential constraints are satisfied when interpolating the state dynamics in an receding horizon implementation, which is necessary to establish the appropriate boundary conditions for the next time horizon. Since the node spacing is dense at the beginning of the trajectory where the interpolation occurs, for low dynamic maneuvers this interpolation will likely not violate the differential constraints; however, in more dynamic cases the interpolated states could violate the differential constraints at the boundary condition because the optimizer only enforces equality at the collocation nodes. Exploring methods and conditions to appropriately bound the interpolated states at the boundary conditions is a potential topic for future research (R5).
- Another potential topic for future research is the use of an adaptive time horizon which extends to include predicted trajectories for all intruders that could influence the avoidance solution. Although the limited evaluation in the work herein using an adaptive horizon did not show remarkable savings, there are potential collision avoidance scenarios where an adaptive time horizon could prove especially beneficial. Thus, a research effort to quantify the cost and benefits of an adaptive time horizon could prove beneficial (R6).
- Methods to improve NLP execution times are one of the principal considerations for enabling widespread use of an optimal control approach in real-time collision avoidance
applications. Thus, methods to improve NLP execution times to facilitate near realtime implementation remains an area for future research (R7).
- Without a control penalty the optimal control solution performs an S-turn in the horizontal-plane and a 'porpoise' in the vertical-plane about the nominal flightpath trajectory prior to commanding a maximum control maneuver away from the intruder(s). Operationally these maneuvers can lead to excessive fuel consumption and degrade surveillance performance over a target area. Furthermore, these maneuvers are not what air traffic control or other pilots expect from an aircraft operating in the NAS. Therefore, for actual flight implementation a potential future research area is to appropriately scale and then quantify performance differences when applying a control penalty to minimize these oscillations about the nominal trajectory (R8).
- The cylinder-ellipsoid keep-out scenario reinforced the need for the ongoing effort to implement a more appropriate keep-out region around the ownship. An area for future research is to use the conditional constraint formulations presented in the work herein to implement the keep-out regions proposed earlier this year (2014) by the research community to Special Committee-228 (R9).
- Likewise, a future research area is to develop techniques to best incorporate at each time step the extreme most points on an intruder's ellipsoidal probability region and use these points to ensure a feasible initial guess for the NLP solver (R10).


### 10.2 Optimal Estimation Future Research Recommendations

- In their seminal work on particle filters, [44] stressed that marginalization "is of outmost importance for high-performance real-time applications." In the current intruder observation and propagation models, the elevation (vertical) measurement is nonlinear, but the 3 -state vertical propagation model is linear, and thus an ideal candidate for marginalization to improve overall filter efficiency. Quantifying performance gains by implementating of a Rao-Blackwell marginalization scheme with
an EKF or UKF for the vertical observation model and a Kalman filter for the vertical dynamics model is an area for future research (R11).
- The work herein briefly explored using a faster than 1 Hz measurement update rate; however, an area for future research is to conduct a more thorough analysis to quantify performance gains and costs resulting from a faster update rate (R12).
- Finally, improving particle filter efficiency to support real-time implementation is an ongoing area for future research (R13).

Although there is still much to be done, this body of work presented a solid method that is practical and represents a good basis for future research. Furthermore, even if realtime implementation is not possible in the near future, the body of work presented can eventually serve as a baseline for evaluating other collision avoidance algorithms. As our national leaders clearly understand, unmanned aircraft will continue to play a vital role in not only our nation's defense but also our nation's economy. The body of work presented herein serves as a solid foundation to build upon to safely integrate remotely piloted aircraft into our national airspace system.

## Appendix A:

工胃 literature with potential applicability for an unmanned aircraft collision avoidance application. Even if the methodology presented by the researchers in the literature was not specifically devised for an RPA collision avoidance application (such as piloted free flight operations), this review still considered these methods since a logical extension such as an inner-loop controller could allow these methods to work for an RPA collision avoidance application. Likewise, although the focus of this review was on collision avoidance against a moving airborne intruder, this review still considered certain avoidance methods that researchers have implemented specifically for stationary obstacles. The logic for the inclusion of these methods is the same as previous; in certain cases, a logical extension could enable these methods to become applicable for a collision avoidance scenario.

The following review lists the problem formulation methods along with selected references that potentially could support an unmanned aircraft SAA collision avoidance application: Mixed Integer (Non)/Linear Programming [33, 117-121]; Dynamic Programming [62, 122, 123]; Neural Network [30, 37, 124]; Model Predictive Control (MPC)/Receding Horizon Control (RHC) [125-128]; Stochastic Optimal Control [39]; Generalized Polynomial Chaos (gPC) [40, 41]; Collision Cone [129-132]; Geometric [133-136]; Force Field [28]; Markov Decision Process (MDP) [137]; Partially Observable Markov Decision Process (POMDP) [46, 51, 53, 123]; Heuristic [138-140]; Genetic Algorithms [73, 141]; Bayesian Optimal Design [142, 143]; Monte Carlo Simulation [144, 145]; Point of Closest Approach (PCA) [132, 136, 146]; Fuzzy Logic [147]; Proportional Navigation [148]; Game Theory [149, 150]; Optimal Control Problem (OCP) [90, 151-153]; Direct orthogonal collocation [35, 64, 154, 155]; others [156-158].

Table A. 1 provides a review of these collision avoidance formulation methods as well as selected references. The far left column lists the overarching problem formulation method and the center column provides a brief description which in general focuses on
the implementation strategy from the most recent reference cited in the far right column. In general the remaining references in the column follow a very similar approach and apply the method in the far left column of the table; however, the table would become too unwieldy and add little additional benefit by attempting to describe the nuance of each reference. Also, some references in the table combine aspects from various techniques. For example, Rathbun et al. [73] primarily used a genetic problem formulation method but they also incorporated a MPC approach to account for uncertainty and generate a realtime trajectory. Therefore, for brevity, the table only list the primary problem formulation method in this and other similar cases.

Table A.1: Survey Results
Survey of Potential RPA Collision Avoidance Formulation Methods

| Formulation Method | Objective: <br> Method Attempts to | References |
| :---: | :---: | :---: |
| Collision Cone | This method attempts to use aircraft position, heading, flight path angle and the derivative of these states to determine if the propagated trajectory will result in a violation of a specified minimum miss distance constraint [131]. By definition, a collision cone is the region surrounding an obstacle or intruder where the avoidance algorithm seeks to keep the ownship's velocity vector out of this region. In this formulation an intruder can have more than one collision cone. This approach is valid for both regular and irregularly shaped objects. This formulation performs pairwise avoidance solutions and does not account for uncertainty. | [129-132] |
| Model Predictive Control (MPC) or Receding Horizon Control (RHC) | This method attempts to minimize uncertainty and facilitate real-time implementation by transitioning an open-loop control scheme into a closed-loop scheme through the use of a finite-time horizon. These methods allow for real-time implementation by calculating a new control at the end of each time horizon. This method does not explicitly account for uncertainty but the iterative nature of the algorithm inherently minimizes the impacts of uncertainty. To improve efficiency, Frew et al. [74] implemented a variable time horizon based on the average uncertainty of the environment. This method provides a concurrent avoidance solution in a multi-intruder environment. | $\begin{aligned} & {[74,125-} \\ & 128] \end{aligned}$ |

Continued on Next Page. . .

Survey Results - Continued

| Formulation <br> Method | Objective: <br> Method Attempts to | References |
| :--- | :--- | :--- |
|  | This method attempts to model an aircraft as a point mass <br> and then treats "each aircraft as a charged particle and use <br> modified electrostatic equations to generate resolution <br> maneuvers" [3]. In this formulation, the method uses the <br> repulsive forces between aircraft to generate collision <br> avoidance maneuvers [3]. Ghosh and Tomlin [159] used a <br> global sink function for each aircraft as a means to attract <br> each aircraft towards its desired destination and they applied <br> repulsive and vortex potential fields about each aircraft to <br> ensure collision avoidance. A downside to this method is "the <br> attractive and repulsive forces might cancel each other and <br> Force Field | [28, 159] |
| "higher-level planners to escape from such trap" [54]. These |  |  |$\quad$.

Continued on Next Page...

Survey Results - Continued

| Formulation Method | Objective: <br> Method Attempts to | References |
| :---: | :---: | :---: |
| Dynamic <br> Programming | This method attempts to apply a sequential decision process [160] based on Bellman's Principle of Optimality to solve subparts of an overall problem and then combines these results to obtain an optimal solution to the complete problem. This method allows system designers to compute and then store results offline to facilitate real-time implementation. This method provides pairwise avoidance solutions. Although this method does not inherently account for uncertainty, POMDP and MDP which are dynamic programming methods explicitly account for uncertainty. | $\begin{aligned} & {[62,122,} \\ & 123] \end{aligned}$ |
| Neural Network | This method attempts to learn and adapt to the environment. The implementation in collision avoidance applications are varied. For example, Horn et al.[37] applied this method to reduce "computational requirements by removing the need for collocation and providing fast computation of gradients when compared with direct and pseudospectral collocation methods." In that implementation this method reduced computational cost and generated RPA trajectories comparable to those produced by direct collocation and pseudospectral methods. This method can be used to generate concurrent avoidance solution; however, Wang et al. [30] did not formulate the avoidance solution in that manner. | [30, 37, 124] |
| Stochastic Optimal Control | This method attempts to explicitly account for and minimize the expected value of state uncertainty in the formulation of the OCP. Liu and Hwang [39] modeled the aircraft dynamics as a Stochastic Differential Equation (SDE) and applied this method to generate an optimal conflict free feedback control law; they solved the stochastic OCP numerically using a Markov chain approximation. This method requires more computational complexity than the deterministic OCP formulation but preserves the same functionality. | [39] |
| Generalized <br> Polynomial Chaos (gPC) | This method attempts to account for state uncertainty by transforming the stochastic trajectory OCP into a deterministic OCP and then solving this resulting deterministic OCP via direct orthogonal collocation methods [41]. The gPC method is computationally intensive. Due to the large computationally requirements, the references cited did not use this formulation as a real-time obstacle avoidance planner but instead used this method during mission planning to determine an a priori path through an area with assumed fixed obstacles with position uncertainty. | [40, 41] |

Continued on Next Page...

Survey Results - Continued

| Formulation Method | Objective: <br> Method Attempts to | References |
| :---: | :---: | :---: |
| Geometric | This method attempts to utilize simple geometric relations and treats all aircraft as point masses to obtain closed-form analytical solutions that keep the ownship outside of a set boundary from an intruder aircraft. Bilimoria [133] defined an optimal collision avoidance solution as one that minimized the ownship's velocity vector changes resulting in a minimum path deviations from the nominal trajectory. This formulation by design performs sequential pairwise solutions which leads to sub-optimal avoidance solutions in a multi-intruder environment since the multi-intruder solution does not minimize deviations from nominal path [133]. Further, this formulation does not account for uncertainty. | [133-136] |
| Genetic <br> Algorithms | This method attempts to employ "a search algorithm based on the conjecture of natural selection and genetics" [161] . In general, the algorithm's multi-path search tends to reduce the possibility of local "minimum trapping" and there is no need for computation of derivatives or other auxiliary functions [161]. This method "explores the search space where the probability of finding improved performance is high" [161]. Durand et al. notes that although Genetic algorithms are very efficient in solving "global combinatorial optimization problem", they are not very efficient in solving local search areas with "good precision" [141]. | [73, 141] |
| Bayesian Optimal Design | This method attempts to solve a non-convex optimization problem while modeling stochastic processes such as wind disturbances on an aircraft. When applied using a Markov system, as done in the cited references, an alternate name for this formulation method is a particle filter, which this document describes in detail in Chapters II and III. Kantas et al. [142] attempted to minimize time to a waypoint while avoiding other aircraft by a set separation distance. Tirri et al. [50] used a particle filter to improve intruder state estimate as compared to an Extended Kalman Filter (EKF) and they also used the particle filter to assess the collision risk potential by estimating the distance at the closest point of approach to the intruder. Disadvantages of particle filters are they require intensive computation overhead, often making real-time implementation challenging. | $\begin{aligned} & {[50,142,} \\ & 143] \end{aligned}$ |

Continued on Next Page...

## Survey Results - Continued

| Formulation Method | Objective: Method Attempts to | References |
| :---: | :---: | :---: |
| Monte Carlo <br> Simulation | This method attempts to use probabilistic models to formulate conflict resolution as the optimization of an expected value criterion with probabilistic constraints [144]. Lecchini et al. [144], applied a Monte Carlo framework to account for uncertainty in an air traffic control collision avoidance application where the penalty function guaranteed constraint satisfaction but delivered suboptimal solutions. This implementation used simulation to calculate the probability of conflict for various pairwise combinations of aircraft descending into a traffic area to determine appropriate time separation to reduce the potential of a conflict. Prandini et al. [145] developed closed-form approximations for the probability of conflict for a pairwise aircraft encounter and found favorable results when using Monte Carlo simulations to demonstrate the effectiveness of this approximation to generate safe resolution maneuvers; however, the authors discovered potential problems with this approach in a congested multiple aircraft environment. | [144, 145] |
| Point of Closest <br> Approach (PCA) | This method attempts to identify the worst-case conflict condition between a pair of aircraft. Krozel and Peters [162] showed that for the 2D case, at the PCA between two aircraft the miss vector and the relative motion vector are orthogonal allowing for the calculation of the time-to-closest approach which researchers have used to design collision avoidance algorithms. For instance, assuming a completely cooperative environment, Park et al. [136] applied this method to develop a cooperative avoidance maneuver know as "Vector Sharing Resolution" where two conflicting RPAs cooperatively maneuver to "share the conflict region." The limitation of this method is that it performs pairwise solutions; to account for this limitation Park et al. proposed identifying an artificial center between two intruders in a multi-intruder environment. | $\begin{aligned} & {[132,136,} \\ & 146] \end{aligned}$ |
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Survey Results - Continued

| Formulation <br> Method | Objective: <br> Method Attempts to | References |
| :---: | :---: | :---: |
| Graph search methods | These methods attempt to use search algorithms to find feasible paths that are conflict free. Mujumdar and Padhi [25] note there are numerous graph search algorithms such the deterministic $A^{*}$ search algorithm, the Voronoi graph search algorithm, and algorithms such as the Probabilistic Roadmap Method that consider uncertainty. Although mission planners mainly use these algorithms to calculate an a priori path, researchers have modified these algorithms to provide reactive or local collision avoidance solutions [25]. For instance Hwangbo et al. [26] applied a coarse global search algorithm to determine a "kinematically feasible obstacle-free path in a discretized 3D workspace" and then used a "fine" local search algorithm to "compute a more accurate trajectory" for the RPA to follow. The authors continued to iterate on this two-phase search scheme and demonstrated real-time performance in simulation. One of the downside of this implementation method is the significant memory storage requirement [25]. | [26] |
| Fuzzy Logic | This method attempts to apply an "if-then" construct based on heuristic information to develop a collision avoidance solution [147]. Dong et al. [147] developed and applied fuzzy logic control algorithms in simulation to demonstrate the ability for a RPA to track a pre-planned path while avoiding unexpected obstacles. In their simple 2D simulation, the authors demonstrated the ability for the RPA to avoid multiple obstacles of varying shapes; however, this method did not minimize a cost function nor achieve an optimal avoidance solution. | [147, 163] |
| Proportional <br> Navigation | This method attempts to minimize the line-of-sight rate between the ownship and an intruder [132]. This method has its genesis in popular strategies for missile engagement scenarios [148]. Han and Bang [148] applied this method in simulation for an unmanned aircraft application. They first discussed sufficient conditions for collision avoidance based on pairwise geometric relationships and then attempted to design an optimal collision avoidance algorithm. Their simulations results were only in 2D and the results did not consider a multi-intruder environment. Further, the results did not discuss the optimality of the avoidance solutions. | [148] |
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Survey Results - Continued

| Formulation Method | Objective: <br> Method Attempts to | References |
| :---: | :---: | :---: |
| Game Theory | This method attempts to provide collision avoidance solution based on a cooperative environment between the ownship and intruder(s). Researchers have used various implementation schemes for this method. For instance, Cruck and Lygeros [150] formulated the conflict situation between the ownship and the intruder as a generalized pursuit-evasion game where the ownship's goal was to ensure separation. The references cited only demonstrated results using computer-based simulations; however, in general, this method provides suboptimal solutions. | $\begin{aligned} & {[149,150,} \\ & 164] \end{aligned}$ |
| Optimal Control <br> Problem (OCP) | This method attempts to find the optimal control that minimizes (or maximizes) a cost function while satisfying differential and algebraic constraints for the system. In general, this method requires the researcher the derive the first-order necessary conditions for optimality via the calculus of variations and Pontryagin's minimum principle [63]. This formulation method inherently does not account for state uncertainty in the problem formulation. | $\begin{aligned} & {[90,151-} \\ & 153] \end{aligned}$ |
| OCP via Direct Collocation | This method attempts to solve the continuous time optimal control problem by using orthogonal basis functions that satisfy the states, controls, differential, and algebraic constraints exactly at discrete collocation nodes. Essentially, this method transcribes an OCP to a Nonlinear Programming (NLP) problem via parametrization and discretization and then solves the NLP using well developed algorithms [90]. This method allows for local collision avoidance in 3D for a fixed-wing RPA both in a non-cooperative and cooperative environment while optimizing towards a global goal; this method performs optimal concurrent collision avoidance and provides a discrete cost function to assess optimality. | $\begin{aligned} & {[35,64,} \\ & 154,155] \end{aligned}$ |
| Other | These methods attempt to achieve optimal or suboptimal avoidance solutions via ad hoc means or methods that do not fit conveniently into other previously defined formulation methods (e.g. heuristic satisficing strategies). Other formulation methods not explicitly included in this table are leader-follower methods which are popular in RPA formation flight implementations and heuristic algorithms such as evolutionary based algorithms that attempt to evolve by learning from previous system outcomes. | $\begin{aligned} & {[138-} \\ & 140,156- \\ & 158] \end{aligned}$ |

## Appendix B:

$\rrbracket$HIS APPENDIX presents the remaining results for the nonlinear filter evaluation from Section 8.7. These results were not included in the main body of this document since these results merely repeated the trend as seen in the earlier results. However, for completeness, these results are included here.

## B. 1 Scenario Two

## B.1.1 Scenario Two, Case Two: Half Standard-Rate Turn.

This 2D case was not a stressing scenario. The initial set up for this scenario was identical to Scenario One, Case Two with the sole exception the intruder's initial heading was now at a $90^{\circ}$ angle to the ownship. At the start of this scenario the intruder was approximately 5.25 NM east ( $x$-axis) and approximately 1.89 NM north ( $y$-axis) of the ownship. The intruder maintained a half standard-rate counterclockwise turn to the south and the scenario terminated with the intruder abeam the ownship separated by a slant range of 2460 feet. The results of this scenario appear in Figure B. 1 where the mean of the


Figure B.1: Mean \& Worst-Case Position Error for Half Standard-Rate Turn
position errors appear in panel (a) and the maximum position errors in panel (b). For this scenario, none of the filter's position errors were over the 820 -foot threshold.

Figure B. 2 shows the mean and maximum turn-rate errors for all three filters. Again, without a priori knowledge of the intruder's maneuvers, the initial mean estimate for the intruder's turn-rate state was zero. Since the intruder in this scenario performed a half standard-rate turn, the initial turn-rate error for all three filters was approximately 1.5 degrees.


Figure B.2: Mean \& Worst-Case Turn-Rate Error for Half Standard-Rate Turn

## B. 2 Scenario Three

## B. 3 Scenario Three, Case Two: Half Standard-Rate Turn

The initial set up for this 3D case was identical to Scenario One, Case Two with the sole exception the intruder now descended at a rate of $1250 \mathrm{ft} / \mathrm{min}$. At the start of this scenario the intruder was approximately 5.25 NM east ( $x$-axis), approximately 1.89 NM north ( $y$-axis), and co-altitude with the ownship. In addition to the $1250 \mathrm{ft} / \mathrm{min}$ descent rate, the intruder also maintained a half standard-rate counterclockwise turn to the south. The scenario terminated with the intruder directly abeam the ownship separated
horizontally by 2460 feet and vertically by 1250 feet. The results of this scenario appear in Figure B.3. For this scenario, none of the filter's position errors were over the 820 -foot threshold. Figure B. 4 shows the turn-rate errors for all three filters.


Figure B.3: Mean \& Worst-Case Position Error for Half Standard-Rate Turn

Like the previous scenarios, the initial mean estimate for the intruder's turn-rate was zero.


Figure B.4: Mean \& Worst-Case Turn-Rate Error for Half Standard-Rate Turn

## B. 4 Scenario Three, Case Three: No Turn

The set up for this final 3D case was identical to Scenario One, Case Three with the exception the intruder now descended at a rate of $1,250 \mathrm{ft} / \mathrm{min}$. At the start of the scenario both aircraft flew towards each with the intruder starting approximately 6.28 NM east ( $x$ axis) and 0.2 NM north ( $y$-axis) of the ownship. The intruder did not turn but maintained a west heading and the scenario terminated with the two aircraft facing each other separated horizontally by 2460 feet and vertically by 1250 feet. The results of this scenario appear in Figure B.5. For this scenario none of the filter's position errors were over the 820 -foot threshold.


Figure B.5: Mean \& Worst-Case Position Error for No Turn

Figure B. 6 shows the mean and maximum turn-rate errors for all three filters. The initial mean estimate for the intruder's turn-rate state was zero. Since the intruder in this scenario did not turn, the errors were small for all three filters.


Figure B.6: Mean \& Worst-Case Turn-Rate Error for No Turn

## Appendix C:

HIS APPENDIX presents the mathematical development described in Section 9.1 to
analytically determine the uppermost and lowermost points on the surface of an ellipsoidal probability region to use as an efficient check for feasibility. Repeating the equation here for convenience, the equation of an ellipsoid $(E)$ in quadratic form appears as:

$$
\begin{equation*}
E(\mathbf{x})=\left(\mathbf{x}-\mathbf{c}_{e}\right)^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right) \leq 1 \tag{C.1}
\end{equation*}
$$

where $\mathbf{A}$ is a positive definite symmetric matrix and $\mathbf{c}_{e}$ is the center of the ellipsoid. The equation for a cylinder $(C)$ with height $h$ and radius $r$ appear as,

$$
\begin{equation*}
x^{2}+y^{2} \leq r^{2} \quad \text { where }|z| \leq h \tag{C.2}
\end{equation*}
$$

thus,

$$
\begin{array}{ll}
E=\left\{\mathbf{x} \in \mathbb{R}^{3}:\right. & \left.E(\mathbf{x})=\left(\mathbf{x}-\mathbf{c}_{e}\right)^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right) \leq 1\right\} \\
C=\left\{\mathbf{x} \in \mathbb{R}^{3}:\right. & \left.x^{2}+y^{2} \leq r^{2} \quad \text { where }|z| \leq h\right\} \tag{C.4}
\end{array}
$$

The top and bottom of the cylinder $(C)$ define bounding planes in the $z$-axis for the inequality path constraint such that the surface of the ellipsoid can either pass entirely above or below the height of the cylinder for a feasible trajectory. Therefore, the first step is to locate the highest and lowest points in the $z$-axis of the ellipsoid, that is, find $\arg \min (E(\mathbf{x})=1)$. This is done by using the implicit function theorem where,

$$
\begin{align*}
& F(\mathbf{x})=E(\mathbf{x})-1=0  \tag{C.6}\\
& \Longrightarrow z=f(x, y) \tag{C.7}
\end{align*}
$$

Therefore,

$$
\begin{align*}
& 0=\frac{\partial E}{\partial x}=2 \mathbf{e}_{1}^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right)+2 \mathbf{e}_{3}^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right) \frac{\partial f}{\partial x}  \tag{C.8}\\
& 0=\frac{\partial E}{\partial y}=2 \mathbf{e}_{2}^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right)+2 \mathbf{e}_{3}^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right) \frac{\partial f}{\partial y} \tag{C.9}
\end{align*}
$$

which implies,

$$
\begin{align*}
\mathbf{e}_{3}^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right) \frac{\partial f}{\partial x} & =-\mathbf{e}_{1}^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right)  \tag{C.10}\\
\mathbf{e}_{3}^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right) \frac{\partial f}{\partial y} & =-\mathbf{e}_{2}^{T} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right) \tag{C.11}
\end{align*}
$$

where $\mathbf{e}_{i}$ denote unit vectors in the $x, y, z$ directions, respectively. In order for

$$
\begin{equation*}
\frac{\partial f}{\partial x}=\frac{\partial f}{\partial y}=0 \tag{C.12}
\end{equation*}
$$

requires that $\mathbf{e}_{i} \mathbf{A}\left(\mathbf{x}-\mathbf{c}_{e}\right)=0$. Thus,

$$
\begin{align*}
& \sum_{j=1}^{3} \mathbf{A}_{1 j}\left(\mathbf{x}-\mathbf{c}_{e_{j}}\right)=0  \tag{C.13}\\
& \sum_{j=1}^{3} \mathbf{A}_{2 j}\left(\mathbf{x}-\mathbf{c}_{e_{j}}\right)=0 \tag{C.14}
\end{align*}
$$

Therefore, in order to satisfy equation (C.1),

$$
\begin{equation*}
1=\left(z-c_{e_{3}}\right) \sum_{j=1}^{3} \mathbf{A}_{3 j}\left(\mathbf{x}-\mathbf{c}_{e_{j}}\right)=0 \tag{C.15}
\end{equation*}
$$

Equations (C.13) - (C.15) determine the minimum and maximum $z$ of the function $z=f(x, y)$. Since equation (C.13) are planes in $\mathbb{R}^{3}$ with the point $\mathbf{c}_{e}$ on both planes. The intersection of these planes is a line defined by

$$
\begin{equation*}
\zeta(t)=\mathbf{c}_{e}+t \beta \tag{C.16}
\end{equation*}
$$

where $\beta$ is the direction vector given by,

$$
\begin{align*}
& \beta= {\left[\begin{array}{ccc}
\hat{i} & \hat{j} & \hat{k} \\
\mathbf{A}_{11} & \mathbf{A}_{12} & \mathbf{A}_{13} \\
\mathbf{A}_{12} & \mathbf{A}_{22} & \mathbf{A}_{23}
\end{array}\right] }  \tag{C.17}\\
&=\left(\mathbf{A}_{12} \mathbf{A}_{23}-\mathbf{A}_{22} \mathbf{A}_{13}\right) \hat{i}+ \\
&\left(\mathbf{A}_{12} \mathbf{A}_{13}-\mathbf{A}_{11} \mathbf{A}_{23}\right) \hat{j}+  \tag{C.18}\\
&\left(\mathbf{A}_{11} \mathbf{A}_{22}-\mathbf{A}_{12}^{2}\right) \hat{k}
\end{align*}
$$

To satisfy equation (C.15), need to determine the value $t$ such that

$$
\begin{equation*}
\left(\zeta(t)-c_{e_{3}}\right) \sum_{j=1}^{3} \mathbf{A}_{3 j}\left(\zeta(t)-c_{e_{3}}\right)=1 \tag{C.19}
\end{equation*}
$$

or

$$
\begin{equation*}
t \beta_{3} \sum_{j=1}^{3} \mathbf{A}_{3 j} \beta_{j} t=1 \tag{C.20}
\end{equation*}
$$

where $\beta_{3}=\left(\mathbf{A}_{11} \mathbf{A}_{22}-\mathbf{A}_{12}^{2}\right)$. Thus,

$$
\begin{align*}
t^{2} & =\left[\beta_{3} \sum_{j=1}^{3} \mathbf{A}_{3 j} \beta_{j}\right]^{-1}  \tag{C.21}\\
t & = \pm \sqrt{\frac{\beta_{3}}{\operatorname{det} \mathbf{A}}} \tag{C.22}
\end{align*}
$$

Therefore, the minimum and maximum altitude, or $z$-axis, of ellipsoid appears as:

$$
\begin{align*}
& z_{\min }=c_{e_{3}}-\sqrt{\frac{\beta_{3}}{\operatorname{det} \mathbf{A}}}  \tag{C.23}\\
& z_{\max }=c_{e_{3}}+\sqrt{\frac{\beta_{3}}{\operatorname{det} \mathbf{A}}} \tag{C.24}
\end{align*}
$$

Repeating the same methodology in equations (C.6) - (C.19), the minimum and maximum $x$ and $y$ axis values of ellipsoid appears are:

$$
\begin{align*}
& x_{\min , \max }=c_{e_{1}} \pm \sqrt{\frac{\beta_{1}}{\operatorname{det} \mathbf{A}}}  \tag{C.25}\\
& y_{\min , \max }=c_{e_{2}} \pm \sqrt{\frac{\beta_{2}}{\operatorname{det} \mathbf{A}}} \tag{C.26}
\end{align*}
$$
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[^5]:    ${ }^{6}$ The distances $820 \mathrm{ft}(250 \mathrm{~m})$ and $2460 \mathrm{ft}(750 \mathrm{~m})$ are assumed as initial planning guidance for developing avoidance algorithms to support the integration of remotely piloted aircraft into the NAS.

