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Abstract

In recent years, thermal sensing in digital devices has become increasingly important.

From a security perspective, new thermal based attacks have revealed vulnerabilities

in digital devices. Traditional temperature sensors using analog-to-digital converters

consume significant power and are not conducive to rapid development. As a result,

there has been an escalating demand for low cost, low power digital temperature

sensors that can be seamlessly integrated onto digital devices. This research seeks to

create a modular Field Programmable Gate Array digital temperature sensor with

auto one-point calibration to eliminate the excessive costs and time associated with

calibrating existing digital temperature sensors. In addition, to support the auxiliary

protection role, the sensor is evaluated alongside a RSA circuit implemented on the

same chip, with methods developed to mitigate noise and power fluctuations intro-

duced by the main circuit. The result is a digital temperature sensor resistant to

noise and suitable for quick mass deployment in digital devices.
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AN FPGA NOISE RESISTANT DIGITAL TEMPERATURE SENSOR

WITH AUTO CALIBRATION

I. Introduction

Over the past few decades, our culture has become increasingly dependent on

digital technologies. A typical person in the US may have two computers, a tablet

device, and a mobile phone, all connected to each other and the rest of the world.

Business, entertainment, and even social groups are now reliant on cyberspace.

In the excitement of advancing technology, security has struggled to keep up [9].

In the digital race to produce the next greatest technology first, security is often

left as a future patch or left for the next device. While this level of security may

be accepted in the commercial realm, it is unacceptable for national defense. To

maintain its position as the leader in air, space, and cyberspace, the U.S. Air Force

must be on the leading edge of security.

Vulnerabilities in the DoD’s devices can have exponentially worse consequences

than vulnerabilities in typical commercial products. While commercial vulnerabilities

may lead to angry users and lost profits, vulnerabilities in defense products can allow

an adversary to exploit critical technology, which include obtaining sensitive infor-

mation, neutralizing defense systems, or, most importantly, reverse engineer devices.

Once a device has been reverse engineered, an adversary can then replicate the

device, mitigating the technological advantage of the United States. Therefore, pro-

tection of United States critical technologies is crucial in order to maintain its edge

on the battlefield. Deputy Attorney General James Cole recently stated, “Intellectual

property is one of America’s greatest assets and protection of these assets is vital to

1



our economy, our health, and our legacy.” [10]

As DoD attempts to reduce its development time of new technologies, the Field

Programmable Gate Array (FPGA) has become a very appealing device for embedded

systems. As the name implies, FPGAs are able to be reprogrammed after fabrication

to suit a wide variety of functions, such as digital signal processing, parallel processing,

etc. FPGAs permit a new hardware design to be simply downloaded onto the device

in minutes, as compared with months of fabricating an Application Specific Integrated

Circuit. Moreover, FPGAs allow hardware to be realized at a fraction of the cost.

As FPGAs become more standard, adversaries will focus on exploiting them.

Currently, little research has been done on identifying vulnerabilities of FPGAs, and

even less on securing them. One such vulnerability involves exposing FPGAs to

extreme temperatures, which can cause critical memory contents, such as encryption

keys, to be revealed or modified. This research focuses on protecting FPGAs from

thermal attacks.

1.1 Problem Statement

To protect an FPGA from thermal attacks, it must be able to discreetly moni-

tor temperature changes. Traditional temperature sensors measure the base-emitter

voltages of bipolar transistors, which varies with temperature [11, 12]. These voltages

must be measured using an analog-to-digital (ADC) converter. While these analog

sensors have proven reliability and a high degree of accuracy, the expense is large area

and significant power consumption due to the ADC, preventing their adoption in mo-

bile devices. These sensors also require separate design and fabrication since they

are not compatible with the Complementary Metal Oxide Semiconductor (CMOS)

process. These problems are additionally compounded if many sensors are desired to

characterize a larger area on the chip.

2



Fully digital temperature sensors based on the correlation between integrated

circuit propagation delay and core temperature are much more suitable for defense

applications. It has generally been assumed that while a digital temperature sensor

is smaller and more efficient than its analog counterparts, that it does so at the

expense of accuracy [3]. However, many of the latest designs have accuracies within

reach of a typical analog sensor and are more than adequate for circuit protection.

A digital temperature sensor’s small size and low power allow for many sensors to

be placed on a single chip, even in mobile devices. An all digital approach allows for

easy integration with Very Large Scale Integration (VLSI) systems and even dynamic

insertion and removal in programmable logic devices such as FPGAs. In the case

of security systems, digital sensor implementations are much more difficult to detect

and disable since they are integrated and dispersed within the device. Thus, digital

temperature sensors are an ideal candidate for thermal circuit protection.

1.2 Research Goals and Hypothesis

1.2.1 Goals.

The main goal of this research is to design an improved digital temperature sen-

sor for thermal circuit protection and determine the accuracy and modularity when

implemented on FPGAs. Two primary goals are to develop auto calibration and

noise resistance. Auto calibration enables rapid mass calibration of many sensors

outside the lab environment, reducing the time and cost of high volume deployment

and permitting operation in the field. Noise resistance involves studying the effects

of additional components and implement measures to mitigate any adverse effects.

Since digital temperature sensors are designed to protect a main circuit, they must

be resistant to noise and power fluctuations due to other components.

3



1.2.2 Hypothesis.

The research hypothesis is that auto calibration using one temperature point pro-

vides reasonable accuracy to be used in circuit protection, while significantly reducing

the deployment time of the sensor. Additionally, it is expected that the digital temper-

ature sensor is negatively affected while a main component is running, yet a modified

calibration is able to correct any offset noise from the additional component.

1.3 Thesis Organization

This chapter presented the problem of thermal attacks on FPGAs and the goal

of designing a digital temperature sensor for thermal circuit protection. Chapter 2

provides background information on thermal attacks and digital temperature sensors.

Chapter 3 describes the research methodology and experimental setup. Chapter 4

presents the design and results of the digital temperature sensor. Finally, Chapter 5

concludes with a summary, contributions, and recommended future work.

4



II. Background

In this chapter, background information is presented to give context to the re-

search. First, description of modern thermal attacks are presented. Then, the basic

design of a digital temperature sensor is presented. Finally, significant improvements

of digital temperature sensors are reviewed, focusing on accuracy, calibration tech-

niques, and noise tolerance.

2.1 Thermal Attacks

In the last decade, adversaries have exploited integrated circuits’ sensitivity to

temperature. Thermal attacks are cheap, quick, and use everyday materials. While

it normally requires physical access to the device, it is surprisingly easy to use both

extreme heat or below-freezing temperatures to either modify the circuit or retrieve

memory contents that could potentially leak a key used for cryptography.

It is well known that extreme heat can degrade the performance or significantly

lower the reliability of electronic devices [13]. Many basic thermal attacks attempt to

use malicious code to self-heat the device. One such study [14] focuses on presenting

the failures of conventional thermal management schemes in defending against these

thermal attacks. Typical thermal management systems employ only a few sensors

to characterize the average heat or monitor only the expected hot spots, leaving

those small, unexpected, yet important areas vulnerable to heat attacks. The study

experimented with heating up the instruction cache of an Alpha 21364 Processor

using continuous NOP instructions - an instruction that does not use any functional

units of the processor, and therefore will not trigger the thermal management. An

easy defense against such an attack would be to increase the number of thermal

sensors. However, this solution would only be practical with extremely small, low

5



power sensors, such as all digital temperature sensors.

Another study looked at the affects of heat on different memory structures [15].

Electrically Erasable Programmable Read-Only Memory (EEPROM) and Flash mem-

ory are built using floating gate transistors to store bits, and predicted lifespan is

around 40 and 100 years, respectively. Using lasers to heat the memory, it was found

that temperatures of 450 degrees Celsius were able to cause the memory cells to lose

their charge, which effectively sets the memory bit to zero. Also, the longer the

exposure, the more bits were affected, up to a certain point. This discovery leaves

cryptographic keys vulnerable to a thermal attack, since an adversary with knowledge

of where the key is stored could change the key to all 0’s, and break the encryption.

A more practical thermal attack, requiring nothing more than a canister of multi-

purpose duster, was shown in a study by Princeton University [1]. The thermal attack

is based on the principle that dynamic memory devices retain data longer under low

temperature, even after power loss. The research group used the canister upside down

to freeze Dynamic Random Access Memory (DRAM) from a typical laptop down to

-50 degrees Celsius. Then, the power was cut, and the DRAM was connected to a

separate machine for analysis. While DRAM will lose its memory contents after sev-

eral seconds at room temperature without power, the low temperature gave sufficient

time to transfer a large percentage of the data [1]. Figure 1 shows a visualization of

memory decay after being frozen. Several popular disk encryption schemes, including

TrueCrypt and BitLocker, were defeated using this basic thermal attack.

2.2 The Digital Temperature Sensor

In the past decade, thermal sensing in digital devices has become increasingly

important. In the commercial realm, increasing processing power has led to increased

heat and the need for thermal management schemes. From a security perspective,
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Figure 1. Visual example of memory decay [1]

thermal detection has become necessary to protect against recent thermal-based at-

tacks on digital devices. As a result, there has been an escalating demand for low

cost, low power temperature sensors that can be seamlessly integrated onto digital

devices. These sensors, known as digital temperature sensors, are well suited for

circuit protection and are the focus of this research.

Digital temperature sensors are based on the correlation between the logic prop-

agation delay of integrated circuits and core temperature. Within a nominal range

as core temperature rises, delay rises nearly linearly. Thus, digital temperature sen-

sors measure the delay of a circuit path to infer the temperature. Typically, a ring

oscillator is used to measure delay. A ring oscillator consists of an odd number of

inverters connected in series that loops back to its input, creating a circular chain

that oscillates with a period given in the following equation (the summation of the

rise and fall times of each device):

Tosc = N(TPHL + TPLH) (1)
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Tosc = Oscillation Period

N = Number of Inverters

TPHL = Inverter Falling Delay Time

TPLH = Inverter Rising Delay Time

The basic digital temperature sensor, first proposed in [2], is shown in Figure 2.

Figure 2. Ring oscillator

To measure temperature, the ring oscillator is timed against a reference clock and

the number of oscillations stored by a digital counter. Calibration is necessary to

correlate the number of oscillations with a reference temperature. Also, because each

device is unique at the physical level, calibration is also unique to each device. At

2.5 volts, the relationship between delay and temperature is almost perfectly linear,

as seen in Figure 3.

Figure 3. Ring oscillator frequency vs temperature at 2.5v [2]

However, as Moore’s Law continued and feature size continued to shrink, voltages

also dropped. Additional experiments with ring oscillators found that lower voltages
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impacted delay more significantly, and the relationship was not quite as linear, as

shown in Figure 4.

Figure 4. Ring oscillator frequency vs temperature at 1.0v [2]

From this basic design, a generic layout has been proposed to characterize the

function of an all-digital temperature sensor, shown in Figure 5. The two main com-

ponents are the Temp-to-Pulse generator and the cyclic Time-to-Digital Converter

(TDC). The former component is composed of a delay line to generate a pulse, where

the width of the pulse is proportional to the temperature. A delay line is any cir-

cular logic that is sensitive to temperature, typically a ring oscillator as discussed

above. The second component, the cyclic time-to-digital converter, digitally encodes

the pulse width to represent a temperature measurement. In the basic design, a

counter can suffice for the TDC component.

Figure 5. Basic layout of digital temperature sensor [3]
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2.3 Improving the Sensor

Since the ring oscillator was first used to measure temperature, there have been

several improvements of the basic temperature sensor. The following reviews the

advances in the critical areas of accuracy, calibration, and noise tolerance.

2.3.1 Accuracy.

It has generally been assumed that while a digital temperature sensor is smaller

and more efficient than its analog counterparts, that it does so at the expense of

accuracy [3]. However, many of the latest designs boast accuracy just as good as

many analog sensors and within reach of the best.

It has been established that accuracy improves with the length of the delay since

the minuscule temperature dependence of delay is amplified over a longer period of

time [16]. To retain minimal area with a sufficiently long delay time, a time amplifier

is proposed in [16]. The time amplifier connects the delay line to a counter to circulate

the delay line a given number of times, similar to a ring oscillator.

Obviously the shorter the delay line, the less area the sensor utilizes. However, a

shorter delay line requires more circulations to achieve the same overall delay time,

increasing the risk of self-heating. Self-heating occurs when the sensor’s delay line

accumulates heat since the time between each propagation for a given inverter is too

low. Thus, the delay line length and circulation count should be balanced with area

and accuracy requirements.

Accuracy becomes a much more difficult problem at lower voltages. As previously

discussed, lower voltages affect the linear relationship between frequency and tem-

perature. To mitigate the effect of low voltages, the number of inverters in the ring

oscillator can be increased. Of course, the trade-off is additional area. Using standard

deviation as a metric, [4] measured frequency of a ring oscillator from 0.95 to 1.05
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volts using a variable number of inverters. The result is shown in Figure 6, from

which the authors conclude that 25 inverters is the optimum number for reasonable

accuracy while retaining a small size on the chip. Of course, the optimum number

may vary according to size of the specific device as well as accuracy requirements.

Figure 6. Standard deviation of oscillation frequency at 40 ◦C [4]

One proposed design takes the basic ring oscillator and replaces inverters with

complex gates [17]. The ideal way to achieve linearity would be to adjust the physical

transistors in the inverters. However, this approach would require a custom built

device, preventing the design from being seamlessly integrated in FPGAs. By using

complex gates, the authors assert that the additional transistors would mitigate the

variation between the gates in the ring oscillator, and thus the curve would be more

linear.

2.3.2 Precision.

Prior research has found digital temperature sensors are very stable at constant

voltages. However, stable voltage requires inconvenient lab-quality power supplies.
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Small variations from common power supplies, such as a battery or household outlets,

can cause fluctuations based on the voltage dependency previously discussed. These

fluctuation cause the precision of the sensor to decrease. A simple, effective solution

to mitigate these fluctuations is to average the sensor readings. In [5], the authors

attempt to find the optimal number of averaging points to increase precision. The

graph of their findings is shown in Figure 7.

Figure 7. Standard deviation of averaged temperature at 30 ◦C vs number of averaged
data points [5]

The study concludes that the precision increases up to 100 data points, after which

the time correlation adds to the error. The only downside of increasing the number

of data points is the decreased sampling rate and increased energy consumption.

However, even with just a few averaging points, the precision remains within one

standard deviation, sufficient for the majority of uses. Thus, the precision of digital

temperature sensors is excellent, and can be increased further with averaging if the

energy and time requirements are met.

2.3.3 Calibration.

One key issue for digital thermal sensors is calibration, which goes hand in hand

with accuracy. Since digital thermal sensors are integrated directly on the device,
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they are subject to the process variations in the CMOS fabrication that make each

device unique at the physical level. While each device will logically function the same,

the minuscule differences in transistor sizes and wire lengths directly affect its delay,

and thus each will have a unique correlation to temperature. Therefore, calibration

aims to find the coefficients for the equation that relates delay and temperature in

each device.

Currently, most digital thermal sensors use rudimentary methods to calibrate the

device. In the case of [2], a specific FPGA with a digital temperature sensor is

calibrated by recording counter values for the entire range of temperatures needed,

using a temperature chamber. Then, the equation is found using statistical regression.

While very accurate, this method requires several hours to profile a single device,

inhibiting mass deployment of the system.

To achieve low cost and mass deployment, several recent efforts have been devoted

to reducing calibration time and cost. One fairly simple approach is to set the initial

temperature, and record the digital output. Then, using this offset, the temperature

can be calculated for any digital output [18]. While extremely quick, this method

generates a large error by assuming a linear response, where all the devices have an

identical slope on the delay vs. temperature curve.

Two point calibration, used in [19, 20, 21, 3, 22, 23, 24], reduces time by requiring

only two different temperature points to calibrate out process variation stemming from

device fabrication. While more efficient than a complete calibration over an entire

temperature range, two-point calibration is still too tedious and time consuming,

especially if a large number of sensors are utilized on a chip.

The latest designs attempt to operate with one-point calibration. One-point cal-

ibration loses some accuracy, but the trade-off is much easier and quicker calibra-

tion, substantially decreasing the time and cost of calibration many sensors. One
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such device achieves one-point calibration using dual-delay-locked-loops (DLLs) to

calibrate the digital temperature sensor [19]. The calibration circuit normalizes the

temperature-to-pulse delay to the reference DLL delay by using multiplexors to select

the number of inverters in the delay line until the two match. The design attempts

to normalize the digital outputs of all devices, so that each device will output the

same code for any given temperature. However, the design has two major downfalls:

The DLLs require a substantial increase in chip area and power [20]; also, the de-

vice is custom fabricated, negating much of the time and cost benefits of one-point

calibration since fabrication is significantly more expensive and time consuming than

implementation on an FPGA.

A newer design in [6] attempts to meet the same goal of normalizing delay, yet

without a significant increase in area or power. The design is an extension of their

previous work of improving accuracy, by increasing the pulse width, by using a fixed

multiplier [3]. This newer design modifies that circuit to use a variable multiplier,

which is adjusted by a calibration circuit. The block diagram of the circuit is shown

in Figure 8.

Figure 8. Auto calibrated proposed digital temperature sensor [6]
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One point calibration is made possible by the variable multiplier. At the calibra-

tion temperature, the multiplier of each sensor is adjusted so the output is uniform

across all sensors at any given temperature. The calibration circuit is implemented

off chip to save space, and removed after initial calibration.

2.3.4 Noise Tolerance.

One particular concern with digital temperature sensors is the impact from other

processing in proximity. While digital temperature sensors are extremely useful, they

are normally not the main program on the device and thus are subject to noise.

Since digital temperature sensors are based on delay from primitive logic, it is crucial

that other processing does not affect the delay or alter the calibration of the device.

Another source of noise may be from the power supply. As seen earlier, voltage has a

small effect on oscillation frequency, which may be interpreted incorrectly as a change

in temperature, when in fact the change may be due to a power supply variation.

The simple solution to the noise problem is to utilize a large number of sensors

both in one spot, as well as spread out over the entire physical area of the chip [25].

In the case of an FPGA, this method requires using the advanced tools to specify the

location of components. Using this scheme, taking the average temperature can help

filter out noise on isolated hot spots. However, the average may actually mask true

thermal extremes that are concentrated in a specific area on the chip.

A more complex solution is presented in [25]. The study focuses on statistical

approaches to characterize the integrity of sensors. Monte Carlo simulations are used

to develop a probability density function of the range of frequencies possible for certain

temperatures given a randomness in fabrication. The goal is to develop an expected

frequency for a given temperature. In addition, the study computes a correlation

coeffecient between different components on the device, where the distance is used
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as the correlation metric. The theory is that a temperature reading in a certain area

should have similar readings to other sensors in close proximity. There should exist

a downward trend from the center of a hotspot outwards to the rest of the chip.

The effect is similar to a low-pass filter, which should increase the integrity of the

temperature profile.

2.3.5 Placement on FPGA.

One particular question that arises with digital temperature sensors is how many

are required and where should they be placed? A device such as an FPGA has

many components that create different hot spots. Thus, a single sensor, even if it is

extremely accurate, may not represent the die temperature and certainly cannot give

a complete thermal profile of the device. One study looks at the minimum number

of digital temperature sensors required to optimally measure all the hotspots of an

FPGA [7]. The naive solution is to determine the range of a sensor (i.e., the range

it can accurately detect a change in temperature) and create a grid over the FPGA.

While this method works reasonably well, it requires many sensors, some of which are

unnecessary. The optimal placement, on the other hand, uses a Recursive Bisection

algorithm to allocate sensors to cover as many hotspots as possible. As long as the

hotspots are known, it allows for optimal coverage of the FPGA while using minimal

area. Figure 9 shows a comparison of the two methods.

Figure 9. Two different digital temperature sensor placement algorithms: (a) Grid
placement (b) Optimal Placement [7]
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2.4 Summary

Integrated circuits’ sensitivity to temperatures has opened up another avenue for

adversaries to exploit. Freezing temperatures can slow the memory loss of dynamic

memory, allowing crucial data to be accessed after power loss. Extremely hot tem-

peratures can degrade electronic components and alter memory contents. Digital

temperature sensors are the ideal solution to detecting temperature changes. Their

small, low power nature allows many of them to be easily placed on integrated circuits,

specifically FPGAs.

The first design of a digital temperature sensor was simply a ring oscillator con-

nected to a counter. Substantial improvements have been made to the basic design,

increasing the accuracy and precision. Calibration improvements have gone from a

complete profiling to two-point and even one-point calibration, reducing time and

costs. One outstanding issue yet to receive much attention is the digital temperature

sensors performance when running concurrently with a main entity on the same chip.

Other than utilizing more sensors with some signal filtering, little research has been

devoted to noise resistance. Still, with all the improvements, digital temperature sen-

sors are a promising replacement for traditional analog sensors, especially for circuit

protection schemes.
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III. Methodology

This chapter presents the research methodology. The approach to meet the re-

search goals is presented, along with a descriptions of the system boundaries and

services. Specific metrics to characterize the sensor are discussed, as well as different

parameters and factors that are varied in the experiments. A thorough description of

the experimental setup and evaluation technique is documented. Finally, the chapter

ends with a summary of the methodology.

3.1 Approach

A pulse based measuring scheme is proposed rather than the typical oscillator

counter previously shown. A pulse based design measures the time for the ring os-

cillator to reach a variable number of circulations, rather than count the number of

oscillations in a given time period. The former is more precise since it eliminates

potential residual delay not counted if the circulation has not completed. Time is

measured by creating a pulse whose width is proportional to the oscillation time.

This pulse is digitally encoded using the system clock as a reference.

The variable number of circulations, also known as the gain, allows for auto cali-

bration. This automatic one-temperature-point calibration meets the goal of modu-

larity, since a single design can be implemented on any FPGA and each digital temper-

ature sensor can simultaneously quickly calibrate to its particular FPGA. Moreover,

one-point calibration does not require thermal equipment, and therefore the sensor

calibration is not confined to the lab environment. Thus, auto calibration significantly

reduces the time and cost of high volume deployment, permitting operation in the

field and allowing for a highly modular digital temperature sensor.

Since the digital temperature sensor is meant to supplement a main entity, it
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is crucial that the sensor be immune to the main entity’s electric noise and power

fluctuations. That is, a sensor’s accuracy should be no worse in the presence of noise.

A 512-bit RSA circuit is used in this research as the main entity. To increase the

sensor’s resistance to noise, two different approaches are explored. The first method

involves halting all other computations during the sensors readings, while the second

uses an extension of the auto calibration to filter out any noise.

3.2 System Boundaries

The System Under Test (SUT) is the Modular Temperature System (MTS). The

block diagram of the SUT is shown in Figure 10. The MTS encompasses the Xil-

inx Virtex 5 ML507 Evaluation Platform, along with all the sub-components. Two

important onboard components of the ML507 are the PowerPC 440 microprocessor

and the Virtex 5 FPGA. On the FPGA, six identical digital temperature sensors

are implemented from a custom VHDL module. The PowerPC 440 microprocessor

executes the C++ code that controls the digital temperature sensors. The custom

Digital Temperature Sensor is the Component Under Test (CUT) and the focus of

this research.

This research limits the study of digital temperature sensors to implementation

on FPGAs, since development is much quicker compared to fabrication, and FPGAs

support the goal of a modular design. More specifically, this research uses only the

Virtex 5 FPGA, although the results could most likely extend to other models.

3.3 System Services

The MTS provides one service to the user. On request, the system reports core

temperature of the Virtex 5 over the UART serial interface for each of the sensors

implemented on the Virtex 5. In this research, six temperature sensors are utilized,
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Figure 10. System Under Test block diagram.

and thus six temperatures are reported. The outcome of this service is ASCII text

of the temperatures in Celsius. The service is active only after auto calibration. A

failure outcome would be invalid/missing calibration data, which throws an error.

Barring system malfunctions, no other failure outcomes are expected.

3.4 Workload

3.4.1 Ambient Temperature.

The only workload submitted to the system is the ambient temperature. The

temperature affects the circuit delay of the FPGA which is used to infer temperature.

Typically, the higher the temperature, the higher the delay, and thus the slower the

device performs. Therefore, to measure the performance of the MTS, it is crucial

that the temperature be controlled. The only parameters of this workload are the

temperature range and increment level.
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3.5 Performance Metrics

The following metrics are used to characterize the MTS, in order of importance

to the research goals.

3.5.1 Digital Temperature Sensor Accuracy.

The accuracy metric supports a primary objective of this research. Accuracy is

defined as the absolute difference between the System Monitor analog temperature

sensor on the FPGA board and the temperature reported by MTS. The accuracy is

measured after auto calibration at room temperature. Accuracy is measured at 9

temperature points, from 0 ◦C to 80 ◦C in 10 ◦C increments.

3.5.2 Digital Temperature Sensor Noise Resistance.

The digital temperature sensor noise resistance supports a primary objective of

this research. Noise resistance is the ability of the sensor to retain accuracy while

a main entity is concurrently running. The sensor is considered to be resistant to

noise if there is no significant difference between the error of the sensor with and

without the main entity running. A significant difference is defined as more than

one standard deviation of error. The error for each digital temperature sensor is the

difference between the System Monitor analog temperature sensor and the digital

temperature sensor. The errors are measured after calibration at room temperature,

unless otherwise stated.

3.5.3 Digital Temperature Sensor Precision.

The precision metric supports the secondary objective of this research. Precision

is defined as the consistency of multiple readings of the same data, measured by the

standard deviation of the temperature sensor readings at each temperature set point.
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3.5.4 Digital Temperature Sensor Area.

Supporting the secondary objective of this research, percentage of total area uti-

lized on the FPGA is measured via the resource utilization report from the Xilinx

design tools, specifically the flip-flop, LUT, and BRAM resources.

3.6 System Parameters

3.6.1 Specific FPGA Device.

Several FPGAs of the same model are used in this research. While functionally

equivalent, variations in the fabrication render each device unique at the physical sub-

micron level. Consequently, physical characteristics such as delay are also unique to

each device. Since the Digital Temperature Sensor correlates delay with temperature,

the system is sensitive to a particular device. By varying the specific FPGA, the

modularity of the sensor is tested. In other words, this parameter evaluates the

ability of the sensor to calibrate appropriately to a particular device to ensure a high

degree of accuracy on any Virtex 5 FPGA.

3.6.2 Ambient Noise.

The MTS is a secondary service for a primary system. However, the electric noise

from the primary system can potentially affect the delay of the Digital Temperature

Sensor, which can result in erroneous temperature readings and thus poor accuracy.

To compare the accuracy in the presence of noise, a system without noise is compared

to a system with additional circuitry designed to simulate an intense CPU load.

Without noise is defined as only the circuitry of the MTS.
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3.6.3 Microprocessor.

The Virtex 5 ML507 FPGA Platform provides two choices for a microprocessor a

PowerPC 440 hardcore processor and a MicroBlaze softcore processor. The former is a

fabricated processor on FPGA chip, while the latter is synthesized on the FPGA. The

Digital Temperature Sensor accuracy may be dependent on the type of microprocessor

used in the design. This research utilizes the hardcore PowerPC processor only.

3.6.4 Calibration Point.

The system uses one-point calibration for convenience. However, the error is ex-

pected to grow the further the temperature is from the one calibration point. Since

the relationship between delay and temperature is not linear, the degree of error is

dependant on the calibration temperature point. While an ideal temperature cali-

bration point may yield the least overall error, room temperature is desirable since

no external temperature chamber is required for calibration, allowing calibration to

occur after deployment. Since this device may be used in extreme environments,

room temperature may vary widely. Thus, different calibration temperature points

are compared. The accuracy results from this parameter can then be used to deter-

mine whether recalibration is necessary, given accuracy and trust requirements of the

mission.

3.7 Experimental Factors

The following discusses the factors and the levels chosen of the both the system

parameters and the workload.
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3.7.1 Specific FPGA Device.

Two different factor levels are used to vary the specific FPGA device (all of the

same model). First, a single FPGA is used with six temperature sensors implemented

on the device. The single FPGA is meant to test the intra-chip process variation. In

other words, one digital temperature sensor is curve fitted from the System Monitor

ADC and evaluated against the other five sensors after auto calibration.

The second factor level involves three FPGA boards with six temperature sensors

implemented on each FPGA. This factor level is designed to test the inter process

variation of the FPGAs. The additional two FPGA boards are all evaluated against

the same digital temperature sensor originally curve fitted from the single FPGA

board factor. The FPGA containing the curve fitted sensor is known as the Master

FPGA. The FPGAs are chosen arbitrary and are not from the same fabrication batch,

theoriectially representing worst case process variation.

3.7.2 Ambient Temperature.

The ambient temperature is varied to test the accuracy and latency of the MTS.

The temperature is varied from 0 degrees Celsius to 80 degrees Celsius, in 10 degree

increments, for a total of nine temperature values. This temperature range is chosen

to encompass the anticipated operating range of this device once deployed in the field.

3.7.3 Ambient Noise.

Ambient noise is created by implementing a 512-bit RSA circuit on the Virtex

5 FPGA alongside the six temperature sensors. The 512-bit RSA circuit utilizes

over 50% of the FPGA resources, providing a good workload to represent a highly

computational circuit. This factor has two levels: with noise (RSA) and without

noise (no additional circuitry).
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3.7.4 Calibration Point.

The calibration point is varied to test the accuracy in different temperature envi-

ronments when using auto calibration. Three calibration points are chosen to repre-

sent the expected range of sensor operation in even the most extreme environments.

The three levels are 0 ◦C, 25 ◦C, and 50 ◦C.

3.8 Evaluation Technique

Direct measurement is the only practical evaluation technique since process varia-

tion is a major factor in this experiment, which is too difficult using simulation or an

analytical approach. Furthermore, using actual hardware demonstrates the validity

of this research more than a simulation. The following describes the experimental

setup and the validation process.

The experimental setup is composed of three Virtex 5 ML507 FPGA Evaluation

Platforms, a digitally-controlled temperature chamber, a digital thermometer, and a

laptop computer. For a given experiment, one FPGA is placed inside the temperature

chamber with connection lines (RS232, power, JTAG) routed through a penetration

port to the laptop computer. The computer is able to download the FPGA design

bitstream and control program execution while the FPGA is in an isolated environ-

ment. The computer is also connected to the temperature chamber via RS232 so the

computer can control the temperature set point of the chamber. A picture of the

setup is shown in Figure 11.

The first step of the experiment is to download the hardware bitstream (the hard-

ware configuration) to the FPGA. Each FPGA is configured with the same design -

six temperature sensors and a 512-bit RSA encryption circuit. The number of invert-

ers in the delay line is set at 75, based on previous research [4] and empirical data.

The baseline gain from which all digital temperature sensors are calibrated is set at
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Figure 11. Experiment setup

8192 oscillations. The high gain and relatively short delay line ensures a very fine

calibration resolution without a substantial increase in size or power consumption.

Each sensor is auto calibrated at room temperature (unless otherwise stated) using

the Virtex onboard System Monitor ADC sensor as the one-point reference. While

room temperature may not be the most accurate calibration temperature point, it

is the most practical since no temperature chamber is required for operation outside

the lab environment. The gain values of each sensor are now unique to account for

the process variation among the sensors. The gain values are stored locally on the

FPGA, and the device theoretically never needs calibration again. However, if the

device will be used in a different temperature range, re-calibration is recommended

to ensure the highest accuracy.

Once the device has gone through the auto calibration, the temperature reporting

service is now active and the verification step begins. The temperature sensors are

measured from 0 ◦C to 80 ◦C ambient temperature every 10 ◦C using a programmable

temperature chamber. The FPGA is given five minutes at each point to reach ther-

mal equilibrium prior to measurement, at which the core temperature is typically
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10 ◦C to 15 ◦C higher than the ambient temperature. Each measurement consists of

ten temperature readings. This process is repeated for each combination of selected

experiments.

3.9 Experimental Design

For this research, a partial factorial experimental design is chosen. From previous

research, such as [26] and [4], digital temperature sensors have very repeatable, stable

responses. In addition, each factor tends to be independent and does not require

iterating through all possibilities. This method allows for far fewer experiments,

while maximizing the amount of information from analysis.

For the purposes of this research, one experiment consists of configuring the FPGA

with a design, running the calibration program if required, and iterating through the

nine temperature points. At each temperature point, ten readings are taken from the

MTS. Thus, each experiment generates 90 readings for each sensor. Using six sensors

generates 540 total readings.

For the single Master FPGA, one experiment is run both without any calibration

and then using auto calibration. Next, three FPGA are run through the experi-

ment to evaluate auto calibration with multiple FPGAs. The final experiment with

auto calibration involves three temperature calibration points. Thus, auto calibration

requires a total of eight experiments.

To evaluate noise resistance, a single FPGA is run with and without RSA active

to justify the need for resistance. Two further experiments are performed to evaluate

the two noise resistance methods attempted. Noise resistance therefore requires four

experiments.

A combined total of 12 distinct experiments per design are required. In addition,

other smaller prerequisite experiments may be required, such verifying the correctness
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of the sensor, determining correct delay length, etc.

Variance is expected to be relatively low, since prior research has found digital

temperature sensors to be very repeatable. Therefore, a 95% confidence interval

is used. A failure indicates a lack of precision or accuracy. For thermal circuit

protection, a false positive in detecting a large temperature change is more desirable

than a false negative.

3.10 Methodology Summary

The goal of this research is to design and evaluate an improved digital temperature

sensor implemented on a Virtex 5 FPGA ML507 Platform. The two major improve-

ments are the auto calibration and noise resistance. The new design is evaluated

by direct measurement using a digitally-controlled temperature chamber. Auto cali-

bration is evaluated on a single FPGA and across multiple FPGAs. The calibration

point is also varied as another factor. Noise resistance experiments vary the ambient

noise. The digital temperature sensor, the component under test, is evaluated based

on the accuracy, precision, and area.
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IV. Design and Results

This chapter documents the digital temperature sensor design and results of the

implementation. The system diagram is presented, along with details of the digital

temperature sensor. Results include evaluating auto calibration both on one FPGA

and across multiple FPGAs. Two methods for noise resistance are discussed. The

effects of adding a main circuit (RSA) are studied and compared with the proposed

noise resistant implementations. All results are evaluated using the metrics defined

in Chapter 3, including accuracy and precision.

4.1 System Design

The proposed digital temperature sensor is implemented on an FPGA to facili-

tate quick development and deployment. The alternative of creating a custom chip

requires fabrication, which is exponentially more expensive and time consuming than

implementation onto an FPGA. The Xilinx Virtex 5 is chosen for this research be-

cause of its availability and popularity among researchers. The ML507 Evaluation

board provides a platform to test the Virtex 5 and includes a Power PC, UART ports,

RAM, JTAG programmer, etc. The system block diagram is shown in Figure 12.

For a given FPGA, six temperature sensors are implemented in two three-sensor

arrays. Four control registers are used for each array - three registers for each of the

sensor’s output and one register to control all three sensors. The control register sends

the START and RESET signals to the sensors, so all three are run simultaneously.

The design details of the digital temperature sensor are presented below.
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Figure 12. System block diagram

4.2 Digital Temperature Sensor Design

The proposed digital temperature sensor design is shown in Figure 13. The pulse

based design measures the time for a ring oscillator to reach a variable number of

circulations, rather than count the number of oscillations in a given time period. As-

suming the system clock frequency is higher than the delay line oscillation frequency,

the pulse based design is more precise since it eliminates potential residual delay not

counted if the circulation has not completed.

The sensor is comprised of two main components - a delay generator and a time-

to-digital converter. The delay generator uses a fixed ring oscillator and a counter to

generate a circulation period sensitive to delay. The total circulation time is measured

by creating a pulse: the START initiates the pulse and the counter terminates the

pulse when the counter has reached the variable preset number of oscillations. The
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Figure 13. Proposed design of the digital temperature sensor

variable number of oscillations, known as the gain, allows for easy adjustment of the

pulse width, an important aspect for calibration.

The time-to-digital converter digitally encodes the pulse width using the system

clock as a reference. An AND gate continually increments a counter as long as the

pulse is high, so that the time is effectively the number of clock cycles of the system.

The digital temperature sensor is built with a delay line length of 75 inverters,

based on previous research and testing [4]. The delay line length is long enough to

prevent self-heating, yet still use an incredibly small area of the FPGA, as discussed

later in the chapter. The baseline gain from which all other sensors are calibrated is

set at 8192 oscillations. The large gain allows for a sufficiently long delay to ensure

a high degree of accuracy, as explained in Section 2.3.1. The high gain also provides

more precise tuning for the calibration, since each oscillation accounts for a smaller

percentage of the overall pulse width.

4.2.1 Auto Calibration.

An important feature of the sensor is auto calibration, which allows the device

to be calibrated dynamically at its current temperature. Auto calibration, utiliz-

ing one-point calibration, offers several advantages over previous calibration methods

discussed in Section 2.3.2. Full calibration, taking numerous measurements over the
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range of expected use, is far too tedious for multiple devices and requires preci-

sion equipment to produce the desired temperatures. Two-point calibration is more

practical. However, even two-point calibration still requires external equipment to

achieve two significantly different temperature points. For thermal sensing applica-

tions, where many sensors are placed on a chip, each sensor is required to be indepen-

dently calibrated. Thus, two-point calibration is not feasible for a digital temperature

sensor.

One-point calibration allows for calibration at room temperature without external

equipment. While one-point calibration is not as accurate as two-point calibration,

the trade-off is significant cost and time savings, especially since precision and accu-

racy requirements may vary. For example, to detect the freezing attack referenced in

Section 2.1, sensing a large change in temperature may be more important than the

precision or accuracy of the exact temperature points.

One point calibration is made possible by the proposed sensor’s variable gain

input, which effectively adjusts the pulse width of each sensor. Since each temperature

sensor will be unique at the physical level, the delay of each sensor on the device is

also unique. The variable gain allows the calibration to normalize all temperature

sensors to a reference device. The reference device is usually an analog sensor or

another digital temperature sensor.

Auto calibration is the ability of the sensor to calibrate without user intervention.

Since one-point calibration is possible at any given temperature, the user is not re-

quired to control temperature, unlike other methods of calibration. Other one-point

calibration designs mentioned in Section 2.3.2 were not suitable for auto calibration.

The sensor of [19] requires substantially more hardware than similar sensors, losing

a key benefit of digital temperature sensors. The one-point calibration in [24] is im-

plemented off chip and removed after initial calibration. Despite the size savings,
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the sensor has lost the ability to recalibrate if the operating temperature changes

significantly, increasing the error.

The following explains the calibration process. Propagation delay for an equal

strength CMOS inverter is given by the following equation:

D =
L

W

CL

Cox

∗ 1

µ
∗ ln(3 − 4Vth/Vdd)

Vdd(1 − Vth/Vdd)
(2)

L = Gate Length, W = Gate Width

CL = Load Capacitance

Cox = Gate Oxide Capacitance

Vth = Threshold Voltage

Vdd = Supply Voltage

µ = Electron Mobility

Only two variables within this are affected by temperature: µ, the electron mobil-

ity, and Vth, the threshold voltage. It is estimated that the temperature dependence

due to Vth is only a few percent of that due to µ and therefore negligible [19]. We

assume, at a loss of accuracy, that µ varies linearly with temperature. Since the

supply voltage Vdd is kept constant, the equation can be simplified to the following:

D = P ∗ T ∗ C (3)

Here, P is the process variation, T is the temperature dependence, and C is the

remaining constants. Since the length of the ring oscillator is fixed (but not the

number of circulations), the delay represents one circulation of the ring oscillator.
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The digital output DOUT of the reference digital temperature sensor, known as the

master sensor, is now:

DoutM(T ) = NM ∗DM = PM ∗ T ∗ C ∗NM (4)

The term NM is the gain (the number of oscillations required), chosen empirically

or based on previous research. The master sensor is fitted to actual temperatures by

multiple point calibration and least-squares regression. A second order polynomial

model is utilized since it provides the best fit. Higher order models provide negligibly

higher accuracy that is lost in calibration due to assumptions made earlier. This

tedious portion is only required once to find the general correlation between delay

and temperature for any sensor on any Virtex 5. The calibration temperature point

TC is chosen, usually room temperature, and the master DOUT is recorded.

DoutM(TC) = NM ∗DM = PM ∗ TC ∗ C ∗NM (5)

For any other digital temperature sensor, one-point calibration is now possible.

At the same calibration temperature, the DOUTI is recorded. The only unknown is

the PI , the process variation due to unique device fabrication.

DoutI(TC) = NI ∗DM = PI ∗ TC ∗ C ∗NI (6)

The process variation is compensated by adjusting the gain value for each indi-

vidual device. At the calibration temperature, the gain is found by the difference in
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the process, reflected by the difference in the DOUT values.

NI =
NM ∗DoutM

DoutI
(7)

After this one-point calibration, each device will ideally have the same DOUT

value for any given temperature, regardless of the physical differences and the unique

delays. To recap, auto calibration assumes that the sensors all have the same slope

and differ only by the y-intercept on the digital out vs temperature curve. A second

order polynomial equation is fitted to one single sensor. Using a single temperature

point, the unique y-intercept value is found that normalizes all the sensors to the

general equation.

4.2.2 Noise Resistance.

Another key feature of the proposed digital temperature sensor is its resistance

to digital component noise. The digital temperature sensor is meant to provide a

critical auxiliary role alongside a main component operating within the same device.

Implemented alone, the temperature sensor is clumsy and expensive at best. How-

ever, most previous research does not include a main computational activity in the

implementation and experimentation. Because digital temperature sensors rely on

the delay of integrated circuits, it is expected that additional circuitry running con-

currently may effect this delay, and consequently the calibration and accuracy of the

sensors. A more thorough investigation on the cause of noise is provide at the end of

the chapter. While ignoring additional circuitry may provide a more accurate sensor,

it is not realistic and does not support the original intent of the sensor. Thus, it is

imperative that the sensor be immune to noise from other circuits. Two methods are

proposed to filter out noise from the main activity: Noise Lock and Noise Calibration.
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4.2.2.1 Noise Lock.

A lock is placed on the device while the digital temperature sensor is taking a

sample, forcing the main circuit to remain idle during a temperature read, ensuring

the sensor is free from noise. However, the obvious loss of computational time leads

to slower devices, depending on the sensor sampling rate. It also may not be possible

to lock a main circuit via an interrupt in the middle of a long main process.

4.2.2.2 Noise Calibration.

A more elegant solution is calibrating the sensor to account for the extra noise

present. One-point calibration, as discussed earlier, is used twice - once with the main

circuit in operation and once without, storing two gain vales for each sensor. The

sensor is calibrated during the execution of the main circuit to filter out the noise

generated. When sampling after calibration, the sensor checks whether the main

activity is occurring and selects the correct calibration. Using this method, the main

activity is not modified, and the circuit does not sacrifice speed or area. If the main

circuit is modified, a quick recalibration is all that is required to maintain an accurate

sensor.

4.3 Auto Calibration Results

The following section documents the results of the auto calibration experiments,

both for a single FPGA and for multiple FPGAs. For experimentation, six digital

temperature sensors are implemented on each FPGA. The single FPGA evaluates

the inter-chip process variation, while the multiple FPGA experiment evaluates the

intra-chip process variation. The single FPGA is the device used to generate the

general correlation between a sensor’s delay and temperature. This device is known

as the Master FPGA.
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4.3.1 Single FPGA.

Although all six temperature sensors are implemented on the same device, each

still has their own process variation, and must be individually calibrated. To show the

need for calibration, the measurement results for each sensor before calibration are

shown in Figure 14. Here, the process variation is incorrectly assumed to be uniform

for the entire device, and thus the gain of each sensor is fixed at 8192 oscillations.

In other words, every sensor uses the equation of the Master Sensor relating delay to

temperature.

Figure 14. Digital temperature sensor response without calibration

The effect of device process variation is readily evident in Figure 14, resulting in

a wide disparity of temperature readings. Thus, the need for individual calibration

of each sensor is shown. Since the slope of each curve is roughly similar, only the

y-intercept values separate these responses. Auto calibration adjusts the gain of each

sensor, which correlates to the y-intercept values.

Auto calibration is run, calibrating each sensor simultaneously at room tempera-

ture using the onboard System Monitor ADC sensor as the one-point reference. Room
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temperature is set at 25 ◦C. The same measurement is repeated, with results shown

in Figure 15 on the same scale. The curves of each sensor are now normalized to the

Master Sensor. After auto calibration, the unique gain of each sensor compensates for

the device process variation and allows each sensor to give approximately the same

digital out value for a given core temperature. A zoomed graphed is shown in Figure

16, highlighting the minuscule differences in slope among the sensors, causing error.

Figure 15. Digital temperature sensor response after auto calibration

4.3.1.1 Accuracy.

The average error of each sensor, using the System Monitor ADC as a reference,

is shown in Figure 17, where the maximum error of all the sensors is about 4 ◦C.

Taking the average of all the sensors at each temperature point yields a maximum

error of 3 ◦C. The error here is due to the assumptions made earlier. Firstly, we

assumed that µ varies linearly with temperature based on experimentally fitted data.

As shown in Figure 17, the error increases the further the temperature point is from

the calibration temperature. Another source of error is ignoring the effect of Vth on

temperature. Although the effect is small, the process variation is not completely
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Figure 16. Digital temperature sensor response after auto calibration

removed, adding to the error. While these assumptions cause a decrease in accuracy,

the simple equation allowing for one-point calibration translates to significant cost

and time savings, as explained in Section 4.1.1.

Figure 17. Digital temperature sensor response error vs System Monitor ADC on a
single FPGA after auto calibration
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4.3.1.2 Precision.

Precision ensures the digital temperature sensor is reliable even with one reading.

The standard deviation of each sensor for each temperature point is shown in Figure

18. The precision is excellent, varying at most a quarter of a degree, consistent with

previous research on the stability of temperature sensors. The precision seems to

increase slightly at higher temperatures, but the change is insignificant.

Figure 18. Digital temperature sensor response precision (standard deviation of 10
readings)

4.3.1.3 Area.

The secondary performance metric of area is measured using the Xilinx design

tool PlanAhead. With the delay line length set at 75 inverters, an array of three

digital temperature sensors uses just 291 registers and 455 LUTs. The Virtex 5

XC5VFX70T has a total of 44800 registers and LUTS, rendering utilization at around

1%. Decreasing the delay line length reduces the utilization even further, but increases

the chance of self-heating. Self-heating can cause the temperature sensor to add heat

to the area it is measuring, negating the calibration and generating significant error.
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4.3.2 Multiple FPGAs.

Auto calibration is now evaluated across multiple FPGAs. The inter-chip process

variation is expected to be greater than the intra-chip process variation evaluated on

a single FPGA in the previous section. All sensors on a single FPGA have obviously

gone through the exact same fabrication process. As such, the PMOS and NMOS

strength of the inverters is much more similar than that of an inverter fabriated in

a separate process on another chip. Thus, the single FPGA is expected to have less

process variation than across two different FPGAs. Three FPGAs are calibrated at

room temperature using their respective onboard System Monitor ADC sensors, yet

using the correlation coefficients obtained from the Master FPGA (FPGA 0)as the

reference for all sensors. The results of the sensors are shown in Figure 19.

Figure 19. Digital temperature sensor response error vs System Monitor ADC across
3 FPGAs after auto calibration

4.3.2.1 Accuracy.

The average error of the ten readings of each sensor is shown in Figure 19. As

expected, sensors from the FPGA used to derive the master curve (on the master
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Table 1. Max error of averaging sensors at each temperature point

Max Avg Error (± 20 ◦C) Max Avg Error (± 30 ◦C)
FPGA0 1.26 3.0
FPGA1 3.59 6.4
FPGA2 2.96 5.45

FPGA 0) have the least error. The increased inter-chip process variation produces a

greater error among sensors from the remaining FPGAs, due to the assumptions dis-

cussed previously. The max error for any one sensor is about 7 ◦C. Averaging among

all the sensors on a given chip brings the error down even further. Table 1 presents

the average for all the sensors on each FPGA in a practical format. If the sensor is

operating within 20 ◦C from its calibration point, the error at under 4 ◦C might be

acceptable. However, if the operating temperature expands to 30 ◦C or more from its

calibration point, accuracy drop to a potentially unacceptable 6 ◦C max error and a

recalibration might be required.

4.3.2.2 Precision.

Precision across three FPGA boards is measured by the standard deviation of the

ten temperature readings at each temperature point. Results are shown in Figure

20. The precision is not unlike the precision of sensors on a single FPGA. There-

fore, process variation, even across multiple FPGAs, does not significantly affect the

precision.

4.3.3 Multiple Calibration Points.

Up until this point, the calibration temperature has been fixed at room tempera-

ture, which for out purposes is 25 ◦C. Although this value represents the most likely

temperature for calibration outside the lab environment, the device may be used in
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Figure 20. Digital temperature sensor response precision across 3 FPGAs

extreme temperatures (either hot or cold) and must retain its accuracy. As seen previ-

ously, the error of the sensor increases the further the operating temperature is from

the calibration temperature. To minimize error, the device should be recalibrated

near the expected operating temperature. The error at three different calibration

points is shown in Figure 21.

As expected, the average error increases the further the temperature point is from

the calibration point. In order to keep the error at a reasonable level across the entire

temperature spectrum, recalibration is necessary. Specifically, the need for recalibra-

tion is evident when the core temperature is ±30◦C from the calibration temperature,

when the average error may exceed 5 ◦C. Considering that this experiment is done

on the Master FPGA, the additional error from increased process variation on other

FPGA may yield an unacceptable error. While recalibration can increases the accu-

racy, it also introduces a vulnerability for sensors used in defense application. Since

the recalibration uses the System Monitor ADC as a reference, any exploitation of

the analog sensor could compromise the digital temperature sensors during recalibra-

tion - the reason the digital temperature sensor is utilized in the first place. Thus,

43



Figure 21. Digital temperature sensor response at 3 calibration temperature points on
a single FPGA

recalibration should be used sparingly, depending on the accuracy requirements and

the trust of the reference sensor.

4.4 Noise Resistance Results

Here, results of the noise resistance are presented. A 512-bit RSA encryption

circuit is implemented on the same FPGA as six digital temperature sensors. To

evaluate the impact of the RSA circuit and show the need for noise resistance, the

six temperature sensors are measured with the RSA circuit disabled vs concurrently

encrypting during the temperature readings, shown in Figure 22.

Clearly, RSA impacts the accuracy of the sensor. The higher digital out values

with RSA running indicate the sensors required more time to complete the oscillations

and thus were slower. The two proposed methods to filter out the effects of RSA,

namely Noise Lock and Noise Calibration, are now evaluated.

First, results from implementing the noise lock are shown in Figure 23. As ex-

pected, the Noise Lock mitigates the enormous sensor error caused by RSA. Since the
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Figure 22. Digital temperature sensor error with 512-bit RSA computing

Figure 23. Digital temperature sensor response with 512-bit RSA computing using
Noise Lock
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Noise Lock effectively separates the two processes, they run independently just as if

the temperature sensor was running without RSA. The obvious caveat is that sensor

readings cause delay in the RSA circuit. To allow RSA to run concurrently alongside

the digital temperature sensors, the other proposed method of Noise Calibration is

evaluated, with results shown in Figure 24. It appears that Noise Calibration is able

to correct the offset from the RSA noise.

Figure 24. Digital temperature sensor response with 512-bit RSA computing after
Noise Calibration

Looking at the error in Figure 25, the sensor performs no worse in the presence

of noise after Noise Calibration compared with calibration without noise. Thus, the

digital temperature sensor is able to run alongside a main circuit without a substantial

loss of accuracy, so long as a separate calibration is run simultaneously with the main

circuit to account for the additional noise. The error is also approximately the same

as the Nock Lock method, except without the performance penalty.

Standard error bars are added to the previous graph to quantitatively check the

difference between the two curves, assuming a normal distribution. For clarity, only

three sensors are shown. The only failure is for sensor 0 (sensor 6 w/RSA), and only
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Figure 25. Digital temperature sensor error with 512-bit RSA computing after Noise
Calibration

at temperatures distant from the calibration point. However, the error is so low for

this sensor in either case, it can be safely ignored.

Figure 26. Digital temperature sensor error with 512-bit RSA computing after noise
calibration

It is difficult to point to the exact source of noise from the additional RSA circuit.

Since the circuit and sensors are implemented on an FPGA, the specific details of
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the design are left to the Xilinx synthesizer. Two major sources of internal noise in

integrated circuits are: noise coupled from a common resistive path or noise that is

capacitively coupled from another signal path [27]. The result is a drop in voltage,

dependant on the number of gates changing states simultaneously. A drop in voltage

equates to an increase in delay. In the case of the large 512-bit RSA circuit, the

change in voltage is significant. Normally this change in voltage isn’t a problem with

digital circuits since the circuit will functionally operate the same but with a slight

speed penalty. Yet, because a digital temperature sensor is highly dependant on this

speed, any voltage drop will affect accuracy.

Another probable cause for noise is the load capacitance. Since the digital temper-

ature sensors are implemented on the same FPGA chip as the 512-bit RSA circuit, it

is highly likely that they share circuitry from routing, buses, etc., which will increase

the capacitance at the output nodes of the logic gates and contribute to the overall

delay of the circuit [27]. Figure 27 summarizes the impact of both capacitance and

voltage on the delay of a circuit.

Figure 27. CMOS inverter propagation delay vs load capacitance for varying voltages
[8]
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Clearly, both voltage and load capacitance are known to affect the delay of in-

tegrated circuits. As seen in the graph, lower voltages magnify the effect of load

capacitance on delay. Noise calibration would in effect be calibrating out the change

in voltage or capacitance. Initially, voltage was assumed to be kept constant, which

means any change in voltage requires a recalibration. Regardless of the specific rea-

son, the recalibration with the inclusion of noise allows the sensor to operate with no

worse accuracy than calibration without the noise.
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V. Conclusions

5.1 Research Goals

The purpose of this research was to design and evaluate an improved digital tem-

perature sensor for circuit protection. The two significant improvements studied were

the addition of auto calibration and noise resistance. The goal of auto calibration

was to develop a quick, one-point calibration method that can operate on any FPGA

of the same model, saving time and money, as well as permitting operation in the

field. The other primary goal was to evaluate the sensor in the presence of noise from

a main circuit and develop methods to mitigate negative effects.

5.2 Conclusions

These goals were met by developing a noise resistant digital temperature sensor

with auto calibration. The pulse based design using a delay generator with a time-

to-digital converter is more precise than counting delay loops in a given time. The

variable preset number of oscillations allows for adjustment of the pulse width. One

point calibration then adjusts the pulse of each sensor to account for the unique

process variation of each sensor. To define a reference pulse width, a sensor designated

as the Master sensor was fitted against the analog diode sensor on the Master FPGA.

Noise resistance was achieved by running the auto calibration concurrently with the

main entity, thus calibrating out the noise. The sensor chooses the appropriate gain

depending if the main circuit is active.

Evaluation of the auto calibration accuracy confirms the modularity of the sensor.

On the Master FPGA within ± 30 ◦C of the calibration temperature, the maximum

error was only 3.0 ◦C when averaging the sensor response at each temperature point.

Among three FPGA, where the fabrication variation is assumed to be higher, the
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same maximum average error increased to 6.4 ◦C. Decreasing the temperature span

to ± 20 ◦C brings that number down to 3.6 ◦C. Thus, accuracy decreases slightly

when using the sensor on an arbitrary FPGA of the same model. Changing the

calibration temperature had a negligible effect on the accuracy. The conclusion is

that the sensor can operate with a tolerable accuracy on any Virtex 5 FPGA at any

calibration temperature between 0 ◦and 50 ◦C. Recalibration can reduce these errors

even further.

Studying the effects of running a main circuit alongside the sensor showed a sub-

stantial error due to increase in delay at similar temperatures. The proposed solution

calibrates out the difference by running the auto calibration concurrently with the

main circuit. Results of the noise calibration showed no worse accuracy when com-

pared with calibration without noise. The conclusion is that the sensor can operate

with a main circuit as designed without compromising performance.

5.3 Contributions

This research produced an advanced digital temperature sensor suitable for ther-

mal circuit protection. By discreetly monitoring the core temperature of digital de-

vices, the sensor is able to react to drastic changes in temperature due to freezing

or heating attacks. To protect the circuit, the sensor can trigger the erasure of the

sensitive data, such as encryption keys, or shutdown the device to prevent damage.

Auto calibration ensures a modular design that can easily be implemented on any

Virtex 5 and achieve reasonable accuracy. Recalibration allows the sensor to adapt to

changing temperature environments in the field. In addition, auto calibration using

one temperature point allows numerous sensors to be deployed simultaneously and

instantly be calibrated and ready for use, saving substantial time and costs over sen-

sors requiring individual calibration. The sensor is also able to operate alongside a
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main component embedded on the same chip by calibrating out the noise otherwise

adversely affecting the sensor. Thus, the sensor is able to accurately protect a circuit

in close proximity.

5.4 Recommended Future Work

This research could be extended in several areas. First, the sensor could be im-

plemented and tested on different models of FPGAs, as well as different FPGA man-

ufacturers. The sensor could also be tested alongside different main entities, such

as other encryption circuits or even multiple entities. More research could also be

done on the cause of the effects from the encryption circuit, which may lead to other

methods of filtering out the noise.

52



Appendix A. Digital Temperature Sensor VHDL code

----------------------------------------------------------------------------------

-- Company: AFIT

-- Engineers: Lt Brandon Brown

-- Create Date: 14:31:54 07/16/2010

-- Design Name:

-- Module Name: sensor - Structural

-- Project Name:

-- Target Devices:

-- Tool versions:

-- Description:

--

-- Dependencies:

--

-- Revision:

-- Revision 0.01 - File Created

-- Additional Comments:

--

----------------------------------------------------------------------------------

library IEEE;

use IEEE.STD_LOGIC_1164.ALL;

use IEEE.STD_LOGIC_ARITH.ALL;

use IEEE.STD_LOGIC_UNSIGNED.ALL;

entity sensor is

Generic (width : positive := 13; depth : natural := 20);

Port ( clk : in STD_LOGIC;
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en : in STD_LOGIC;

reset : in STD_LOGIC;

gain : in STD_LOGIC_VECTOR (width-1 downto 0);

count_out : out STD_LOGIC_VECTOR (width-1 downto 0));

end sensor;

architecture Structural of sensor is

component counter32 is

Generic (width : positive);

Port ( clk : in STD_LOGIC;

reset : in STD_LOGIC;

en : in STD_LOGIC;

sum : out STD_LOGIC_VECTOR (width-1 downto 0)

);

end component;

component RingOscillator is

Generic (N : positive);

Port ( EN : in STD_LOGIC;

osc_out : out STD_LOGIC);

end component;

component andGate2 is

Port ( in1 : in STD_LOGIC;

in2 : in STD_LOGIC;

out1 : out STD_LOGIC);

end component;
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component xorGate2 is

Port ( in1 : in STD_LOGIC;

in2 : in STD_LOGIC;

out1 : out STD_LOGIC);

end component;

component comparator is

Generic (width : positive);

Port ( A : in STD_LOGIC_VECTOR (width-1 downto 0);

B : in STD_LOGIC_VECTOR (width-1 downto 0);

less : out STD_LOGIC;

equal : out STD_LOGIC;

greater : out STD_LOGIC);

end component;

signal cycles_counted : std_logic_vector (width-1 downto 0);

signal osc_output, compare_equal, xor_out, and_out : std_logic;

begin

RO1: RingOscillator generic map (N => depth) -- N gives N + 1 inverters in delay line

port map(EN => en, osc_out => osc_output);

delay_counter: counter32 generic map (width => width)

port map(clk => osc_output, reset => reset, en => compare_equal,

sum => cycles_counted);
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compare: comparator generic map (width => width)

port map(A => cycles_counted, B => gain, equal => compare_equal);

xor_gate: xorGate2 port map(in1 => compare_equal, in2 => en, out1 => xor_out);

and_gate: andGate2 port map(in1 => xor_out, in2 => clk, out1 => and_out);

output_counter: counter32 generic map (width => width)

port map(clk => and_out, reset => reset, en => ’0’, sum => count_out);

end Structural;
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