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Abstract

The steep terrain and high orography of Greenland, and its location iretiieat North
Atlantic, leaves it ideally located to interact with atmospheric flow, particulamyppyic-

scale weather systems as they move across the Atlantic storm-track betwéeAider-

ica and Europe. This interaction leads to the formation of a variety of intensestale
weather systems around Greenland. Barrier winds form as air is advestards the
island, but is unable to pass over it, easterly and westerly tip jets form asaateterated
around the southern-most tip of Greenland and mesocyclones may devétaplee of
the mountain.

All of these mesoscale systems have been shown to be associated with @iteyese
interaction. In particular the westerly tip jet has been implicated in forcing-ogean
convection in the Irminger Sea, and there has been speculation that tbdygas may
play a similar role in the Labrador Sea to the south-west of Cape Farewetk tHe
impacts of both easterly and westerly tip jets on the oceanic circulation ardigated,
through a combination of observational studies and numerical modelling fisstly a
simple 1-D mixed-layer model and secondly a 3-D global general circulatimdtel.

We find that the easterly tip jet cannot force convection in the LabradoimSen anal-
ogous way to the westerly tip jet in the Irminger Sea; the synoptic conditionslitdnigly
associated with the easterly jets result in only modest heat fluxes whicltcsignifi-
cantly impact the depth of the mixed-layer. However, once parameterizednroean
general circulation model, both tip jets had an important impact on the circuldtitie o
North Atlantic. Notably, the westerly jet caused a significant cooling in botlstinace
and deep waters in the Labrador Sea, an increase in subpolar gysparaof up to 2.5
Sv and a spin-up of the Irminger Gyre, suggesting the jet plays a role dompdéioning

for, as well as triggering of, open-ocean convection in the subpaddas: se
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Chapter 1

Introduction

1.1 Oceans and Their Role in the Climate System

1.1.1 Climate
The Oxford English Dictionary defines climate as
“[the] general weather conditions prevailing in an area over a long gh&rio

Such a definition, however, is far from adequate and conceals theaht@nmability of the
Earth system on almost every timescale and the highly complex interactionsbetvee
atmosphere, hydrosphere, cryosphere, biosphere and geosphieh together control
such variability.

The oceans cover around 71% of the surface of the Earth to an avidpth of around
4000 m. Such a vast quantity of any fluid could be expected to contain reassivunts
of internal energy, and this is especially true for the ocean, whose mastitteent, water,
has one of the highest heat capacities (and latent heat of fusion padsation) of any
chemical. The upper few metres of the oceans thus exceeds heat capdbityentire
atmosphere, and the storage of such a vast quantity of thermal enésdikache ‘fly-

wheel of the climate system.

1.1.2 Heat Transport

The spherical nature of the Earth’s surface and the inclination of thi Eathe Sun
results in a large discrepancy between the solar radiation received sarfaee of the

Earth between the equator and the high latitudes. This discrepancy lead®nstant
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Figure 1.1: (a) Meridional heat transport required to maintain the olestttemperature distribu-
tion calculated from top of atmosphere (TOA) radiation fleead estimates of the atmospheric
contribution to this transport calculated from NCEP and B&Fglobal reanalysis products. (b)
Meridional heat transport provided by the oceans, total@arebasin. Both panels adapted from
Trenberth and Caron (2001).

radiative heating in the low latitudes and a constant radiative cooling in the neglians
(Gill, 1982). In order to maintain the climate and heat distribution observetk thast
be a significant transport of heat between the equator and the poldsgure 1.1(a)
we can see the total meridional heat transport that is required to baldacadiative
discrepancy, which peaks at around°3¥S. Also shown is the total atmospheric merid-
ional heat transport( ¢,p,vT dz dA, calculated from NCEP (dashed line) and ECMWF
(dot-dashed line) are also shown. Clearly the atmosphere cannot @@Viof the heat
transport required to account for the observed temperature distribtiiemesidual be-
tween these is the meridional heat transport provided by the oceangule B.1(b) we
can see the heat transport provided by the oceans as a whole andnetdthipthe ma-
jor basins. The oceanic heat transport peaks at arourfdN/S, where it may reach 2
PW, approximately the same heat transported poleward by the atmospbkandat lat-
itudes. Note that there is a distinct asymmetry in heat transport betweensths,haith
the Atlantic ocean transporting heat northwards at all latitudes, peakarguad 20°N.
Estimates of oceanic meridional heat transport can also be made throaghrdéa-
surements of ocean velocity and temperature. Much of the northward naaspart
occurs in the region of the western boundary current. In the AtlanticeXample, this
can be relatively easily measured as it passes the Florida Straits, wheutigary cur-
rent is<100 km in zonal extent. Northward transport away from the westerndzny
is calculated as an Ekman transport, and the interior geostrophic tramspattulated

from observed profiles of temperature and salinity, with a referencé $evd¢o ensure
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Figure 1.2: Northward ocean heat transport in PW ( x 10!> W) through the Atlantic ocean,
calculated from oceanic sections obtained during the WQGi@R) Bryden and Imawaki (2001).

no net mass transport across the basin. Figure 1.2 shows the meridiah#iamsport in
the Atlantic, derived from analysis of oceanographic sections redaideng the World
Ocean Circulation Experiment (WOCE), from Bryden and Imawaki (20®References

for the individual studies are contained therein.

1.1.3 The Thermohaline Circulation

The existence of the thermohaline circulation, or meridional overturninglation, is the
primary reason for the northwards transport of heat at all latitudes iAtdhatic ocean.
The circulation can be visualised as a conveyor-like system (Broet®8i), whereby
warm water flows northward along the western boundary of the Atlantio hewards
the polar regions. On reaching these northerly latitudes, the large airaparature dif-
ferences cause this warm surface water to cool, and freshwates #ligeits salinity, thus
increasing its density and eventually allowing it to sink, or convect, and #tenrsouth

as the deep southern limb of the conveyor system. Although useful, suictueegs a
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gross simplification and contains some factual inaccuracies. For examgpmrikersion
of warm surface water to deep abyssal water in the North Atlantic is nattincous pro-
cess, but rather occurs sporadically in a very limited number of locatioassfhll and
Schott, 1999). In addition, the majority of the return flow does not returnadttantic
basin by passing through the Indonesian archipelago and south caAbtcis advected
through Drake Passage with the Antarctic Circumpolar Current (ACEhteeing the At-
lantic in the south-west of the basin (Broecker, 1991). It is the thermahalioulation
which is thought to be responsible for the comparatively mild climate of nortBerape,
with the Gulf Stream and North Atlantic Current carrying the warm surfaatems to-
wards the north-east Atlantic at a rate of up td°1®%/ (Ganachaud and Wunsch, 2000),
where it begins to give up its heat content to the atmosphere. Kallberg emsfBrd
(2005) illustrate the spatial patterns of heat loss in the North Atlantic regadoulated
from the ECMWF ERA-40 reanalysis. In the annual mean, most sensibiéshest from
the GIN Seas, the Labrador Sea and the region where the Gulf Streamatesgfrom the
coast of North America, with average heat losses to the atmosphere peaingl 80
W m~2, 80 W nT2 and 60 W nT?, respectively. Mean sensible heat loss in the Boreal
winter (December-January-February) are around double thesesyand heat losses of
up to 100 W nT2 occur over much of the subpolar North Atlantic. Latent heat loss is
strongest over the Gulf Stream separation region during all seasdthsin@an losses
ranging from around 120 W n# during June—July—August to around 290 Wduring
September—October—November.

It has been suggested that the thermohaline circulation may exist in two dsttibte
states, one in the current configuration, whereby warm water is treegpoorth before
sinking and returning south, and another where this circulation collapgsdss replaced
by a slow, diapycnal upwelling in the north Atlantic, reminiscent of the presan Pa-
cific Ocean (Stmmel, 1961; Rahmstorf, 1995; Broecker, 1997; Marotzke and Willehran
1991). Hysteresis behaviour indicative of bi-stable thermohaline regimasheen seen
in a wide range of intermediate complexity climate models (Rahmstaaf, 2005), al-
though general circulation models tend to show a more linear responseskovieger

forcing (e.g. Rincet al. (2001)).
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Attempts have been made to evaluate whether any changes are occurriagyamth
port of the thermohaline circulation. For example Bryagral. (2005), using a series of
measurements starting in 1957, suggested that the overturning may hasneday as
much as 30% over 10 years. However the measurements were sparse ianiigt|e
was known about the variability of the circulation, so this decrease cousity @ an
artifact of aliasing. Since the RAPID monitoring array has been installetsa@6.5°N
in the Atlantic, it has become much easier to record the high-frequencyildyiaf the
MOC. Transports across the array are estimated asf18.6 Sv, with a range of over 30
Sv, and no significant trend (Cunninghatnal., 2007). More recently, efforts have been
made to combine the ARGO float array with satellite altimetry to calculate the transport
in the upper 1000 m of the Atlantic (Willis, 2010). This method allows the constmof
a relatively long timeseries of the overturning. Between 2004 and 2006Fexdimb of
the meridional overturning circulation at 4N was estimated as 15:52.4 Sv. Again a
very strong high-frequency variability and significant interseasontrannual variabil-
ity was observed, but no significant trend was observed in the lastrg,yaal probably

not within the last 20.

1.1.4 Circulation in the North Atlantic

In the previous section we described the meridional overturning circulai@morthward
flow of warm water, which then sinks in the polar regions before retursingh as a deep
flow. This is, however, a significant simplification of the processes oiccuin the North
Atlantic. Figure 1.3 shows the topography/bathymetry and relevant locatioine North
Atlantic region, and Figure 1.4 shows two schematics of circulation in the Nadfém#c,
the first due to Worthington (1970) and the second a modified version diyt&cCart-
ney and Talley (1984), both from McCartney and Talley (1984). Thesepictures of
the circulation are qualitatively similar: they both describe the northward flowaom
water in the North Atlantic Current, some of which is recirculated around thpdar
gyre, traversing the Irminger and Labrador basins. The remaindeisok#ter continues
northwards into the Greenland-lceland-Norwegian (GIN) Seasimuggsmarily over the
Iceland-Scotland Ridge, although some fluid does pass northwardglthtioei Denmark

Strait. As it flows cyclonically around the GIN Seas, this water loses largetgies of
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Figure 1.3: Topographic map of the North Atlantic sector, highlightargas of relevance for this
study. Shading shows elevation in metres.
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Figure 1.4: Schematics of the general circulation patterns of the NAttantic from (a) Wor-
thington (1970) and (b) McCartney and Talley (1984). Salié$ represent warm, saline currents,
unfilled lines cold fresh currents and dashed lines the detejprr flow. The curled terminations of
the solid lines represent sites of deep convection.

heat to the atmosphere, resulting in the densification of the surface watker@sion
of the stratification of the water column. This may lead to near full depth ctiovec
and the production of bottom water (Marshall and Schott, 1999). Thisrottater is
dammed behind the Greenland-Iceland-Scotland (GIS) ridge, and altgrauerflows
the Denmark Strait and Iceland-Scotland ridges, forming Denmark Streitflow Water
(DSOW) and Iceland-Scotland Overflow Water (ISOW) respectively,rate of approxi-

mately~5.6 Sv, divided approximately equally between the two overflows (Dickadn a
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Brown, 1994). This entrains significant quantities of ambient water (imatudabrador
Sea Water — we shall discuss this shortly) as it overflows, resulting ingpwarof around
13 Sv (Dickson and Brown, 1994) in the Deep Western Boundary GufAVBC) as it
passes Cape Farewell, the southern-most point of Greenland.

The water in the North Atlantic Current (NAC) that does not pass over tBeriGge
progresses around the subpolar gyre. As it does so it becomes anttiresher through
interaction with the atmosphere, forming increasingly deep modal waters in tineléy
current (Talley and McCartney, 1982). In the centre of the Labr&dar, some of this
water is ‘trapped’ within a recirculation. This is where the deepest mode-whtsbrador
Sea Water—is sporadically formed as the water column overturns to deptbls gan
exceed 2000 m (Lazi@t al, 2002), in what is known as open-ocean convection (Marshall
and Schott, 1999). Labrador Sea Water eventually forms an importastitcemt of North
Atlantic Deep Water, which makes up much of the deep limb of the meridional onartu
circulation. In the next section we will discuss the process of openroceavection

globally and in particularly in the Labrador Sea.

1.2 Open-Ocean Convection

In the previous section we complicated the picture of a simple overturnindatiau by
considering in more detail the circulation in the North Atlantic. In this section, wk lo
more closely at the process of water mass transformation, whereby threupger ocean
water is densified, eventually coming to form the deep waters of the sowthleaing
limb of the overturning circulation. We follow the excellent review of Marshalll Schott

(1999).

1.2.1 Conditioning the Ocean for Convection

The ocean is, in most places and at most times, a stably stratifieddjyi@£ > 0), which

is forced at its upper surface, the air/sea interface, by fluxes ofdmoyy(a combination
of heat and moisture/salt) and momentum. A useful measure of the static stabiliy of
ocean is given by the Bruntaisila frequencyN? = 0b/0z = —g¢'dp/0z, whereg' is
the reduced gravity/p andb is the buoyancy of the fluid. V2 > 0, then the fluid

has a stable stratification, and the Brurii¥la frequency represents the local frequency
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with which a water parcel would oscillate if displaced in the vertical (i.e. it is tleallo
frequency of internal gravity waves). If, on the other han®, < 0, then N becomes
complex and the fluid is statically unstable, with dense water overlying lese deatsr,

and convective overturning occurs. It is common to non-dimentiondidey dividing
through by a typical value of the Coriolis frequency, usuglly= 10~* s~!. Typical
values of N/ f in the deep ocean can be as low as 5, rising to around 30-50 in the upper
1000 m of the water column and can reach a maximum of 100 near the océaresar in

the pycnocline (Marshall and Schott, 1999). Given these relativelpgistratifications,

it should come as no surprise that deep oceanic convection is limited to a smaknaf
geographic locations, where a number of prerequisites are met.

The first of these prerequisites is that the water column is not too strongtifistt in
the first instance, perhaps from a degree of convective mixing in thveopiewinter (this
does leave a slight ‘chicken and egg’ situation, however one can imagrstrtification
becoming progressively weaker over a number of harsh winters dridllyaestratifying
over the summer, eventually leading to true deep convection). The seceredjpisite
is the existence of a local recirculating cyclonic gyre. The impacts of sidiehtare are
twofold. Firstly, it will act as a barrier, effectively trapping water withitloaving this
water to be repeatedly modified by any strong buoyancy forcing that maydsent in
the area. Secondly, within such gyres, isopycnals tend to ‘dome’ tovthedsurface,
which has the effect of weakening the stratification as deeper, less strdhifid moves
towards the surface. The surface water then does not have to besatnersyly modified
before it can overturn to significant depth. The final prerequisite is thet alwious — that
there must be a significantly strong buoyancy flux at the ocean surfaeese the surface
waters to increase sufficiently in density. Given the dependence of tisétylef seawater
on both temperature and salinity, this increase of surface density can comeither
intense cooling of the ocean surface through sensible and/or latentdlease to the
atmosphere, or salinification through strong surface evaporation @& t@jection on the
formation of sea-ice. There are thus a few very different sites whezaroc convection

can occur.
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Figure 1.5: Schematic showing the stages of the convective procespteatitom Marshall and
Schott (1999). (a) Preconditioning; (b) Deep convectiai;Loss of balance and spreading; (d)
Restratification. The curly arrows represent a buoyancytfiomugh the surface and the shading
shows the volume of fluid which has been effectively mixed.

1.2.2 The Dynamics of Ocean Convection

What follows is a brief discussion of the dynamics associated with convedtithow-
ing Marshall and Schott (1999). Figure 1.5 shows the basic stagesiassiowith deep
convective plumes. In 1.5(a) we can see the doming of isopycnals assbuidh the
cyclonic circulation common to all convection sites (we will describe thesdlghdxote
that there is a moderate degree of buoyancy flux through the surféite ofean, typical
of the prevailing synoptic conditions during the onset of winter. Theséoagtadually
erode the existing stratification, creating a relatively well mixed patch in therngaean,
with lateral scales of order 100 km. In Figure 1.5(b), a series of metegicaloevents
with strong buoyancy fluxes have allowed the onset of deep conve&lesp convection
does not occur concurrently throughout the mixed patch, but occemivective plumes
or ‘chimneys’ which typically have lateral scales of order 10 km, althougly thay be
as small as 1 km. Since acoustiéppler current profilers have become available, there
have been numerous studies to measure the vertical velocities associatduegsticon-
vective plumes (Schott and Leaman, 1991; Scéiodl., 1996; Gaillarcet al, 1997). Most
of these studies have reported vertical velocities within the plumes of betsvaed 10

cm s, which given the scale of the plumes would represent a significant masgtra
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between the upper and deep oceans. However it still is not clear whiéhplumes rep-
resent a true transport of mass into the deep ocean, or simply act as ngeimig &hich
homogenise the water in the plumes down to depth. As the plumes descendetbayeb
influenced by the rotation of the Earth, and become ‘rigid’ in a similar manneaytoil
columns, which acts to prevent the plumes from significant lateral spigatiive convec-
tively mixed pillars then tend to become unstable (Figure 1.5c), and lead torthatfon
of mesoscale eddies, with a lateral extent scaling with the local Rosshyrdgfon radius
(Gascard, 1973). These eddies act to transport the modified deappr@terties away
from the formation region, along with a more general spreading into the ini@oag

isoneutral surfaces (Figure 1.5d).

1.2.3 Locations of Oceanic Convection
1.2.3.1 The Labrador Sea

The subpolar gyre recirculates much of the North Atlantic Current arthmd.abrador
Sea, and this cyclonic flow is enhanced by the West Greenland Cunehedrador Cur-
rent which flow around the boundary of the basin, carrying relativeld éresh water
which has been transported from the Arctic in the narrow East Gree@arrént. These
currents, potentially with the influence of the strong climatological wind stredg$pall
and Pickart, 2003) which occurs to the east (and to a lesser extent shieoiv&reenland
result in a closed recirculation in the central Labrador Sea, which rmasdmcumented as
far back as Wist (1935). This acts to precondition the Labrador Sea, both trappitey wa
masses and doming isopycnals. The vertical structure of the centraldab®ea at the
beginning of a given winter generally involves relatively cold, fresh wateghe upper
100-200 m of the water column, probably as a result of exchange withotivedary cur-
rents, with warmer, more saline Irminger Water extending down from hen®tmé 700

m depth. Below this generally lies a large mass of nearly homogeneous, eredotie
very weakly stratified water, remnants of homogenisation by deep comventjorevi-
ous winters (Roaclet al,, 1993; Aagaard, 1970; Marshall and Schott, 1999). Thus the
central Labrador Sea is very well preconditioned for overturning tag@iven suitable
buoyancy forcing. As the central Labrador Sea usually remains éeethiroughout the

winter, and moisture fluxes at this latitude have a net freshening effecfpthiag can
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only be provided by atmosphere-ocean heat fluxes. So-called ‘cotstbreaks’ are
common across the wintertime Labrador Sea (LabSeaGroup, 1998). did-aic out-
break, very cold and dry continental air is advected across the Lab&md from Canada
and the northern United States, and can cause combined latent and Seesilflexes of
over 1000 W n72 (Grossman and Betts, 1990; Renfrew and Moore, 1999; Pagowski an
Moore, 2001). It is these heat fluxes, corresponding to buoyanxgdigreater thait0—"
N m~2 s~! (Marshall and Schott, 1999) which are strong enough to force ctioveia
the Labrador Sea. It should be noted that it is not necessarily the nainthese cold-air
outbreaks which control the onset and extent of convection: a centaitber of cold-
air outbreaks spread equally throughout a winter may well cause signi§iciallower
convection than a smaller number of closely clustered events. We noted dzati¢he
formation of sea-ice and subsequent brine rejection does not playificsigbrole in the
preconditioning for, or triggering of, convection in the Labrador Seavéi@r the pres-
ence and extent of sea-ice around the margins of the basin have lo@emtsthave an im-
portant indirect effect. As the wind blows over the ocean surface,\itatgly exchanges
heat and moisture with the ocean. In situations such as are present eveattrador
Sea in winter—where cold, dry air is blowing over a relatively warm ocetire-air will
warm and moisten as it does so and thus become less effective at remeairfgadm the
ocean further downstream. These exchanges do not happen aayveae as effectively
(if at all) over consolidated sea-ice, therefore a sea-ice edge whiemegls towards the
Labrador convective site will result in colder, drier air removing moreylamay from the
ocean at the convective site and thus increasing the final depth of the-taperd This
was seen to be the case in the winter of 2008, when deep convection seseaibin the
Labrador Sea, despite a series of relatively mild winters meaning the ocgamotizave
been particularly well preconditioned &deet al, 2009a). This extended ice edge was
thought to be due to an unusually large amount of ice advection througtathie Strait as
a result of the ice-pack being less consolidated than normal. Aimost pacatipthen, a
series of mild winters resulted in deep convection returning to the Labradowgh less
robust atmospheric forcing over the preceeding years than woultlyuseaecessary.
Deep convection in the central Labrador Sea has been observecan @éather

Ship Bravo (Lazier, 1973), and during oceanographic cruises o@38Hudson (Clarke
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Figure 1.6: Topographic map of the Greenland-Iceland-Norwegian Seighlighting areas of
relevance for this study. Shading shows elevation in metn@sents are schematic and indicate
approximate location but not magnitude.

and Gascard, 1983) and the RV Knorr (Picleiral., 2002) to a depth of over 1400 m. Itis
both interesting and important to note that the rate, volume and propertiebraidax Sea
water produced in the Central Labrador Sea are not constant, jujwise considerably
from year to year, depending on the nature of the winter (Lazier, 1D&ksonet al.,
1996; Yashayaev, 2007). These changes contribute to the variabilibheaferidional

overturning circulation.

1.2.3.2 The Greenland-Iceland-Norwegian Seas

The mechanism of oceanic convection in the GIN seas is to a large extent sotiiat in
the Labrador Sea, with one important exception: that, being further ribetfprmation of
sea-ice becomes of direct importance in preconditioning the ocean. Tikeafjeyclonic
flow around the GIN seas starts with the warm, salty North Atlantic current. i&s th
crosses the Iceland-Scotland ridge, it becomes the Norwegian-Atlamtentuand con-

tinues to flow northwards, partly to the south-west of Spitzbergen as teeSpézbergen
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current before entering the Arctic Ocean. The return flow from thdi@&f@cean com-
prises the narrow, cold and fresh East-Greenland current, whictcaifis south of Jan
Mayen forming the Jan Mayen Current, and to the north of Iceland, forthm&ast Ice-
land Current. The centre of this cyclonic flow, then, lies approximately hajf between
Jan Mayen and Spitzbergen (Figure 1.6). The vertical structure ottremndhere is fairly
similar to that in the Labrador Sea. The very surface of the water columndsacal
fresh, again most likely from lateral exchange with the East Greenlang@uand its
offshoots. Underlying this relatively thin surface layer is a layer of Atlalmtiermediate
Water and then Greenland Sea Deep Water which, analogously to LalSeadVater, is
weakly stratified due to convection in previous winters.

During the early boreal winter, sea-ice starts to form in the GIN seasadjny east-
wards from the coast of Greenland. The formation of this sea-ice sadinifeesurface
waters and causes the mixed-layer to begin to deepen, at the rate ofieggisdy 1 m
day~! (Schottet al,, 1993). This, combined with reasonably modest heat fluxes (of the
order of a few hundred W n?) can cause mixing down to around 300 m. This deepening
of the thermocline may then increase the temperature of the surface watingca rapid
retreat of the newly formed sea-ice (Roaathal., 1993). This retreat generally leaves a
tongue of ice, the ‘Is-Odden’, extending from Jan Mayen and curyetpnically around
the convection site. A thorough description of the formation of this featur&véndy
Wadhamset al. (1996). Deep convection thus generally occurs in the open-water embay
ment formed by the Odden, and so ice, while required to precondition thes€dhl for
convection, does not play a dominant role in the triggering of deep ctang/isbeck
et al, 1995; Marshall and Schott, 1999). The extent of winter convectionaisiiN seas
appears to show a similar degree of variability as the Labrador Sea. Soteesndre not
strong enough to result in any (observed) deep convection, olisaaiecampaigns in the
1980s and 1990s showed convection not exceeding 1500 m (Ratdls1989; Schott
et al, 1993), although more recently (and interestingly when deep convecsmat
expected to take place) convective chimneys extending to as deep as24& been
observed (Wadhanet al., 2002).

Since around the year 2000, the Odden ice tongue has occurred mily (Rogers

and Hung, 2008). However, during two cruises to the Greenland S€8in a convective
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chimney was observed extending to greater than 2400 m depth (Wachains2002).
The Odden had not been present in the area in either 2000 or 20Qfessing that a
mechanism other than brine rejection from the forming ice must have precaowditior
and triggered the deep convection. Wadhams et al. suggest that it wais,dase, simply
strong surface cooling which was responsible for the triggering of deepection in the
Greenland Sea.

Marshall and Schott (1999) suggest that the sub-mesoscale eddids fatm on
the edge of the mixed patch following convection are important only in dissipatesgth
mixed patches as they are formed through geostrophic adjustment at dsecddige well
mixed area. This interpretation, however, has been questioned byrGased. (2002),
who observed numerous sub-mesoscale eddies, with a core diameteurnd & km and
lifetimes in excess of 9 months, extending to depths of around 2000 m, thtbagise
of float and hydrographic tracer data. These eddies were shown faarrbed from a
combination of surface Arctic water and ‘return Atlantic water’ in approxinyadel:2
ratio, and had a SF6 concentration significantly lower than that of theusdiog water,
into which it had been released as a tracer. The core of these small edelisgely
homogeneous, and thus they provide a mechanism for deep water fornrateasing
their constituent water to depth as they decay. Gasetatl (2002) that such eddiesand
a significant contribution to the production of Greenland Sea Deep Wateg inititer of
1996/1997.

Lilly and Rhines (2002) discussed observations from a mooring in the tabfea,
from which, through comparisons with a numerical model, they were able ¢o ihé
existence of very similar eddies to those observed in the Greenland Sessbgsir@et al.
(2002) in the Labrador Sea during June—November 1994. In was egpiditly that a
number of these eddies could not be the result of in-situ convection, aredmost likely
formed in the boundary of the Irminger Current. It is thus likely that suaktuies play a

role in deep water formation in the Labrador Sea as well as in the Greendand S

1.2.3.3 The Mediterranean

The Western Mediterranean

The cyclonic circulation around the Gulf of Lion in the northeastern Meditezan
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is dominated by the northward boundary currents of Corsica (the Westd@o current
and the Tyrrhenian current) and westward flow along the coast of ewutfrance, the
North Mediterranean current and the Catalan current to the soutlofedgain (Astraldi
and Gasparini, 1992; Marshall and Schott, 1999). The cyclonic ctionlés closed by
a seasonally varying northward transport of Levantine intermediate \Wdikwt, 1987).
This results in a large doming of isopycnals in the centre of the Gulf of Liowjdga
it well preconditioned for deep convection. As in the Labrador and Gl sprior to
the onset of convection, the vertical structure of the water column in the dsulion
has three distinct layers (Marshall and Schott, 1999). At the surfacaound 150 m
is a layer of modified Atlantic water which has flowed into the Mediterranearugro
the Strait of Gibraltar. Below this, extending up to approximately 500 m deptheis th
Levantine Intermediate Water and then a homogeneous mass of Westernridadie
Deep Water.

Convection in the Gulf of Lion is primarily driven by the Mistral (Marshall gchott,
1999), a low-level, orographically induced (primarily katabatic) northerigd which
flows off the coast of France, resulting in regular cold-air outbreaks the Gulf (Caccia
et al, 2004). Due to the relative ease of access, the Gulf of Lions is prolablipest
studied convective site in the world oceans. Convection here showg strgmannual
variability as it does in other locations. Some of the first measurements céctomv here
in 1969 (MEDOC-Group, 1970) showed strong convection, reachépghd in excess of
2000 m, however by 1971 convection was significantly shallower. In 188ivection
was again observed to as deep as 2200 m (Leaman and Schott, 1991)1a08 tm in
1991. More recently, high resolution numerical modelling studies haveesteg)that it
is not the total heat that is removed from the ocean that controls the extmtwection
(for example total heat fluxes in the winters of 1998-1999 and 1999-2@@e similar, but
convection in 1998-1999 penetrated to 2200 m while in 1999-2000 it egleimaximum
of 1400 m) but the temporal distribution of strong heat flux events (Hdrad, 2007).

Schroedeet al. (2008) discuss the results of five cruises between October 2004 and
October 2006, in which they observed an extensive renewal of datgy im the Western
Mediterranean, extending from the Gulf of Lions to the Catalan subbasigiging rise

to a new deep water mass, with extremely high heat and salt content. Tlexteeevent
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and subsequent deep water renewal is thought to have resulted fcomkanation of
factors. The winter of 2004/2005 was the driest and most severe ofdbegng 40 years,
which was likely to have a bearing on forcing convection (Fetrél,, 2007), however it
is likely that an increase in the salt and heat content in the intermediate lagarglth
advection from the Eastern Mediterranean also played an important aiie{eret al,,
2006). It is worth noting that although these convective events led to agsinorease
in the temperature and salinity of the Western Mediterranean deep wateratieismass
had been increasing in both temperature and salinity since the 1950s, rdicd|gdy
since around 1985. Rixen (2005) note that this is probably forced bgnalies in the
winter averaged heat flux anomalies in the region, which in turn are wekleted with
heat fluxes averaged over the North Atlantic. It is thus suggested thatjek in Western
Mediterranean deep water, which are relatively easy and cheap to measy be used
as a proxy for the more climatically sensitive changes of deep water in thie Nibantic.
The Eastern Mediterranean

Mancaet al.(2002) describe the hydrography and meteorological forcing of thiéso
ern Adriatic Sea recorded during cruises between March 1997 anchM&99. A sub-
basin scale cyclonic gyre exists in the Southern Adriatic, where the basindsxto well
over 1000 m in depth. In addition, the area is predisposed to outbreakddo&nd dry
continental air, thus providing both preconditioning and forcing for opegan convec-
tion. In addition, the Southern Adriatic has the three-layer structure comnutheosites
of open ocean convection, caused by the inflow of high salinity Levantitezrhediate
Water (LIW) through the Strait of Otranto. During this time period, convecthixing
was only observed to depths of 400 m in 1998 and 700 m in 1999, howeseious
observational evidence exists suggesting convection to depths ofda800rm (Obchin-
nikov et al,, 1985).

Deep convection has also been observed in the Aegean Sea (Roetherl806),
given the correct conditions, and at times deep water from this sourchanayaccounted
for around 20% of the deep water below 1200 m in the Eastern Meditamangth this
new source being known as the Eastern Mediterranean Transient [Bings discharges
from the Aegean Sea, the average from 1989 to 1995 though to bedataisv (Las-

caratos et al., 1999) are thought to have been brought about by longlwnges in the
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Figure 1.7: (a) Mid-depth ocean float displacements (red arrows scae8086) and (b)
geostrophic pressure at 700 m, from Lavereteal. (2000). Note the recirculations in the Irminger
and south-eastern Labrador Seas.

salinity of intermediate water due to a decrease in river discharge, chamgiee wind
driven circulation, or changes in the local surface meteorology (J@&8&3 and refer-

ences therein).

1.2.4 Convection in the Irminger Sea?

During the World Ocean Circulation Experiment (WOCE), a number of cagaaphic
sections were occupied across the Labrador Basin, the Iceland BesRockall Trough
and the Newfoundland Basin (amongst many othersket3y. (1997) used the data from
these sections to study the spreading of LSW from its origin in the Labrashrising
temperature and salinity characteristics as well as CFC concentrationss &F@s a
good passive tracer for LSW, as CFC concentration will be highest iarwaasses that
have recently been in contact with the atmosphere (Wallace and Laziel). 188ing
these observations, S al. (1997) inferred a transit time for newly ventilated LSW in
the Labrador Basin to travel into the Irminger Basin of only around 6 moiithis.transit
time implied an average velocity for the ventilated water of around 4.5 timrauch
faster than previous estimates of velocities of around 1.5¢hinsthe boundary currents,
or 0.5 cm s in the ocean interior (Read and Gould, 1992; Ellett, 1993; Cunningham

and Haine, 1995). Significant differences were seen in the propeftibe LSW water
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masses between the Labrador and Irminger Basins, with the LSW in the Imiaga
being warmer and more saline. This is exactly what would be expected if L88/ w
formed in-situ in the Irminger Sea, as surface waters tend to freshenocamh@&g they
travel around the subpolar gyre from the Irminger to the Labrador Baghespite this,

Sy et al. attributed this change in LSW properties to mixing of the LSW with ambient
mid-depth fluid as it spread from the Labrador to the Irminger Sea. Suond@usion
was not surprising, as at the time the extent of preconditioning in the IrmBegawas

not well known.

During the Labrador Sea Deep Convection Experiment (LabSeaGt898), again
as part of the WOCE, a large number of PALACE (Profiling Autonomousrésagjan
Circulation Explorer) floats were released into the Atlantic subpolar gyaeehderet al.
(2000) used these floats to study the structure and circulation of thelauBlantic by
collating over 7400 profiles and in excess of 200 years of drift velocifidse deepest
mixed layers were observed to lie in the Labrador Sea, nearby a cychairculation
where the ocean was very well preconditioned for overturning to taleeplelowever,
other isolated minima in the geostrophic pressure field were found. One s tings
in the south-east Labrador Sea, suggestive of the possibility of adagooonvection
site within the Labrador Sea, but arguably more important was the existéacstrong
recirculation in the Irminger Sea. This suggested that the Irminger Seaalsullie a site
of LSW formation, if the atmospheric forcing here was sufficiently strortge @yre had
remained undiscovered despite numerous occupations of sections therdrgninger Sea
as it is of a very barotropic nature, and thus cannot be seen in veloctmgated from
conductivity-temperature-depth (CTD) sections, which rely on gedsicghear from a
reference level (Pickasdt al, 2003a).

Pickartet al. (2003a) used oceanographic sections obtained in 1991, much earlier in
the year than those used in the study of LSW spreading, meaning that tyanbwap
which forms on the surface ocean every spring was less developese Dibservations
were used to argue that LSW was indeed being formed in the Irminger Baghen
were indicative of a convective water mass which had recently begun tratifgs In
addition, climatological data (in particular potential vorticity) were examined séiowed

an “extremum of LSW properties” in the Irminger Sea, with less indication dir&dor
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Sea Water between the Irminger and Labrador Basins. Such a distributdficislt to

explain without a source of LSW located in the Irminger Basin. Pickart edlab used
an advective-diffusive model, based on the circulation patterns ofrideret al. (2000),
adjusted to become non-divergent, to examine the spreading rate of Li8Wyasious
diffusivities and in both high and low LSW production regimes. It was fothmat, in

order for a passive tracer (e.g. the CFC signal of LSW) to spread iatbrtfinger Basin
in the 6 months reported by Sy et al. (1997), an internal spreading rat®wfid 13 cm
s~! was required — a speed so fast for an interior pathway that it vergg®amphysical.

Baconet al.(2003) used a combination of profile data from floats and CTD sections to
look for convective activity in the Irminger Sea. A mixed-layer between@Qind 1000
m was observed, with the upper 300 m of the water column said to have beared
away by a vigorous high salinity eddy. This mixed-layer was assumed tofbewed
in-situ in the Irminger Sea, as a simple heat flux calculation suggested thadhtobs
seen over the winter in the Irminger Sea was consistent with observed eftiee mixed-
layer. This required an average heat flux over the winter of 255, some 30 W m?
greater than was observed in the previous winter. Bacon et al. attributdiffei®nce
to the existence of the Greenland tip jet (Doyle and Shapiro, 1999), whizdpmble of
removing large quantities of heat from the ocean over relatively shadgseof time. We
shall discuss the tip jet in detail shortly. It was noted that only around 8 dagip jet
enhanced forcing over the winter could provide the missing 30 W required for the
observed mixed-layer to form. However, no discussion of the frequehihese jets was
given (9 days of consecutive forcing is likely to result in a deeper miagdr than 9 days
spread equally throughout the winter). Additionally the assumed 800 W heat flux
attributed to the tip jet may be somewhat too low (see for example Doyle and 8hapir
(1999), Figure 18, which shows a sensible heat flux in excess of 860°%Y.

Pickartet al. (2003b) used an idealised setup of the MIT general circulation model
to study the impact of a very idealised tip jet on the ocean. The model wap géthua
horizontal resolution of 5 km, with 20 levels in the vertical and a very simpleisiidal’
representation of Greenland and simple shelf bathymetry to provide a higlalysed rep-
resentation of the North Atlantic Ocean. A climatology of tip jet events was amtstt

from historical meteorological data from Cape Farewell, and this was tesadsign a
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frequency of occurrence to the tip jet. The tip jet itself was simply an are@igheat

flux and wind stress curl periodically applied to the ocean, which waswiseunforced
apart from relaxation to a prescribed buoyancy and velocity structuhe &outhern and
eastern boundaries. The hydrographic structure was initialised tosegpirthe temper-
ature and salinity structure typical in the Irminger Sea in late summer. Over therwin
under the forcing of the tip jet, the model mixed-layer was seen to deepenstognseof
1500 m, within a cyclonic gyre which span up in response to the strong wiesssturl
imposed by the tip jet. Despite the simplicity of the model setup, this provided the first
evidence of tip jets forcing convection in the Irminger Sea.

Falinaet al. (2007) used a series of oceanographic sections between 1991Gthb20
study the variability of LSW in the Irminger Sea. It was found that to a largergxthe
variability of the hydrographic properties in the Irminger Basin were cdirtidy earlier
convection in the Labrador Sea and the subsequent advection of thesrermasses into
the Irminger Sea. However, it was noted that the LSW in the Irminger Basia késtinct
bi-modal structure. Thus, while there was water in the Irminger Sea whidhbhan
convectively formed in the Labrador Basin, this was modified by deepemion in the
Irminger Sea. Furthermore, it was shown that in 1997, oxygen cordiemis in LSW in
the southern Irminger Sea were higher than in the eastern Labradaga@asuggesting
a water mass which was convectively formed within the Irminger Sea.

Vageet al. (2008) reported the results from some moorings which were placed in the
Irminger Sea to the east of Cape Farewell in the winters of 2002/2003 GO®IZD04.
Unfortunately these winters were lacking in strong atmospheric forcirdyttmoored
profilers recorded mixed-layer depths not exceeding 400 m and 3@0 the two win-
ters, respectively. It was found that a simple mixed-layer model, basedicne® al.
(1989), was able to reproduce the onset and extent of the observed-tayer deepen-
ing with good accuracy. If this same model was applied to the much more nvmtst
of 1996/1997, then the mixed-layer was seen to deepen to around 160@&mfarced
by ‘best estimate’ meteorological variables. If the signal of any tip jets wasved
from these forcing timeseries by smoothing over them, then the mixed-layee oed by

around 400 m less than it did when the tip jet forcing was included.
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The studies we have discussed here are not conclusive; indeedlyhgaynto con-
clusively prove that deep convection does occur in the Irminger Sealstre it during
active convection, as has been done in the Labrador Sea. On thedalagadence,
however, it does seem very likely that a LSW-like water mass is formed irrthieder
Sea. This raises important questions with regard to the extent and variability\ig
production in the Irminger Sea, the influence of this on the general circulatid its
representation within oceanic models. These are some guestions which vadteviipt

to address in this thesis.

1.3 The North Atlantic Oscillation

The North Atlantic Oscillation (NAO) is the primary mode of atmospheric variability in
the North Atlantic sector. It is manifested as a dipole in the variability in mean seb-le
pressure between Iceland and the Azures. A good review of the implatie IAO

is given by Hurrell and Deser (2009). One of the major impacts of the NAQ@ ike
North Atlantic stormtrack, which describes the path likely to be taken by synepéie
cyclones in the area during the boreal winter. When the NAQO is in its positigsq the
stormtrack is displaced to the north-east, with proportionally more cyclonesmgmo
the Irminger Sea region, and an increase in storminess in the GIN seass@ordingly,
the cyclone activity further south tends to decrease when the NAQO is initwpgshase.
When the NAO is in its opposite, negative phase, cyclones tend to traclefudhhe
south, generally moving across the North Atlantic towards the United Kingdberelare
associated changes in near-surface temperature with milder wintersostiegm Europe
during NAO+ conditions, for example see Hurrell (1995). These changes alsorinfiue
the transport of moisture by atmospheric convergence, and thus anefidsded in the
mean precipitation patterns (Hurrell, 1995). The NAO is also related to ananaksea-
surface temperature (SST) in the North Atlantic on monthly and seasonal sitegsogoth
through changes in air-sea heat fluxes and changes in the wind duuemts associated

with the varying atmospheric circulation.
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Figure 1.8: A infra-red satellite image of the North Atlantic, showing@soscale cyclone formed
in the lee of Greenland, a dry slot formed by the descent ofadr§jrom the Greenland plateau,
and an acceleration of air around Cape Farewell, from S¢d888).

1.4 Mesoscale Features Forced by the Orography of Greenland

Greenland is, in effect, a massive mountain situated in the North Atlantic Capprgx-
imately the size of the Tibetan Plateau, although approximately half the heigthjnga
elevations in excess of 3500 m, and so plays an important role in the weathemorth
Atlantic (Scorer, 1988). This is partly facilitated by the location of the North mita
storm track, which is ideally situated to interact with Greenland (Hoskins ahdie¥,
1990). Kristansson and Mclnnes (1999) showed, in a series of model integrations in
which the elevation of Greenland was varied, that the landmass may act tortérape
deepening of cyclones passing between Greenland and Iceland diyniglor deflecting
the advection of cold air at the rear of the cyclone, and thereby redtharigcal baroclin-
icity. However Peterseet al. (2003) suggested that the strengthening of the geopotential
gradient to the south-east of Greenland may lead to the deepening qitisyscale cy-
clones which track across the Atlantic to the south of Greenland and toBand&nd.
This may have been the case with the case study described by Cammas (1999)
Greenland has also been shown to play an important role in the formatiorawf po
mesoscale cyclones in the Labrador Sea, and lee cyclones in the IrmegeKisin and
Heinemann (2002) describe how vortex stretching in fjords on the east ob Green-
land during piterags (extremely strong low-level winds formed by an intieraof the

synoptic-scale flow and katabatic winds) may lead to cyclogenesis in the@eehland.
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A case study of such an event was presented by Mills and Anders08)(2Bloore and
Vachon (2002) describe how the orography of Greenland led to the gplittim synoptic-
scale cyclone, the remnant of which in the Labrador Sea interacted withmar-level
potential vorticity anomaly and led to the spin-up of a polar low. Polar lows (ylamery
and Farrell, 1992; Businger, 1985) are small-scale, intense cyclomostavhich have
been shown to increase deep water formation, and thus may lead to arsenardhe
meridional overturning circulation (Condre al., 2008). Figure 1.8 illustrates a number
of features which may be formed by the interaction of Greenland and the @teris
flow.

An area of climatologically high wind speeds with high directional consisteraey w
identified along the east coast of Greenland by Moore (2003). Thidndsative of a
barrier flow parallel to the coast. Barrier flomél(afsson and Bougeault, 1996; King and
Turner, 1997) form where flow with a low Froude numbanpinges on a barrier. The
flow is unable to pass over the barrier, which thus acts like a dam. This leagségsure
gradient forming perpendicular to the barrier, and a resultant flowllpata the coast
which is in approximate geostrophic balance. Barrier winds along the eb&seenland
can reach speeds in excess of 30 Th, extending around 400 km from the coast in the
zonal direction, the local Rossby deformation radius (Moore and Benft005). The
wind stress curl applied to the ocean by such a flow has been implicated ipinhepsof
gyres in the Irminger and Labrador Seas (Spall and Pickart, 2008)hwk we have seen
are important in preconditioning the ocean for convection.

The final mesoscale systems caused by the interaction of Greenlancdhaptisgcale
flow are tip jets. These are intense, low-level jets which originate at CamsvEl, the
southern-most point of Greenland 1.9. The impact of these jets on the isdea primary

theme of this thesis, and we shall now discuss them in some detail.

1.4.1 Tip Jets
1.4.1.1 Westerly tip jets

Doyle and Shapiro (1999) undertook one of the first studies of thetéwsgstip jet,

The Froude number, given liyr = U/N H, whereU is a typical velocity,N is the buoyancy frequency
and H is the obstacle height, gives a measure of the ability of a flow to pass owdrstacle. Small values
(less than unity) ofF'r indicate blocking of the flow. Moore and Renfrew (2005) estimate typicaliffe
numbers near the east coast of Greenland to be around 0.3.
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Figure 1.9: Mesoscale simulations of (a) a typical easterly tip jetngsiM5, and (b) a typi-
cal westerly tip jet, using WRF. Adapted from Martin and Mo¢2607) and Hayet al. (2009)
respectively.

analysing a number of mesoscale model simulations of Greenland for seaktadies
(29/01/1997 and 18/02/1997), idealised case studies, and for flovadvaussian moun-
tain using the Coupled Ocean-Atmosphere Mesoscale Prediction SystenME&Anodel
at 15 km resolution. Qualitatively similar behaviour was seen in both the Gaus®un-
tain and idealised Greenland simulations, with tip jets forming from the southesh-mo
point of the mountain in both cases. With the real Greenland topograptvwevieg, the
downstream flow was significantly altered due to the non-symmetrical moumigicoan-
plex topography (e.g. fjords) on the lee side. Similar jets were also olusarvine
case study simulations, although they were modified by interaction with the foacid)
synoptic-scale flow. Doyle and Shapiro (1999) attributed the existentieedip jet to
conservation of the Bernoulli functionT" + v?/2 + gz, requiring an acceleration of the
flow as air descended from the plateau of Greenland, thus losing gravitbgiotential.
In the case study simulations, 10 m wind speeds of up to 35'masd “an upward sur-
face heat flux> 500 W nT2 extending> 800 km downstreant’were found. This led to
speculation that the tip jet, through both these very strong heat fluxeseantiigh wind
stress curl associated with the strong winds and spatial scale of the jdik&lpso have
a significant impact on the oceanic thermohaline circulation.

Dornbracket al. (2004) discussed some of the first measurements of a westerly tip jet,

through the use of LIDAR during a research flight over the Irminger $bay observed

2Note that although Doyle and Shapiro (1999) refer simply to ‘surfaaéthec, it is clear from their Fig.
18 that they are only discussing sensible heat fluxes.
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near-surface wind speeds in excess of 30 svhich extended vertically to the top of
the observation window (approximately 4 km). Two distinct jets were obdemwih a
turbulent wake between them.

Moore and Renfrew (2005) used satellite-derived ocean vector WihdsSeawinds
instrument aboard QuikSCAT) to derive a 5 year climatology of high wineédments
around Greenland. They noted a low directional consistency and lenggesd deviation
in the wind field around Cape Farewell which, in combination with a high pridibhabf
observing a high wind speed event here, suggested that westerly tipgediscammon
winter time feature. A composite analysis of westerly tip jets showed that theglated
to the existence of a low-pressure centre between Greenland anddlogtzsioh provides
the necessary synoptic conditions to accelerate air around Cape Fakéoare and Ren-
frew (2005) were unable to discuss the dynamics of westerly tip jets, asutkS QAT
dataset used to create their climatology only provided surface winds dnawer the
open ocean. They suggested, however, that the conservation mfWlefunction de-
scribed by Doyle and Shapiro (1999) was probably not the only mechamisponsible
for creating the westerly tip jet, but that acceleration of air as it is deflectachd Cape
Farewell by the cyclone between Greenland and Iceland was also like§/itodgmrtant,
e.g. see Peterset al. (2003).

Bakalianet al. (2007) looked at the influence of the Iceland low latitude (ILLA) on
the frequency of the westerly tip jet, and the implications of this for oceanicembion
in the Irminger Sea. They noted that there was a correlation between tiAedhd the
frequency of tip jets, partly, although not completely related to the link betwreeNAO
and the frequency of tip jet events (the correlation between the ILLA arjettipequency
was stronger than that between the NAO phase and tip jet frequenayas lalso noted
that there was a statistically significant correlation between the tip jet freguerd the
two year lagged ILLA. This correlation is not well understood, howevespeculative
mechanism was suggested, whereby topographic Rossby waveatgeri®r strong wind
stress curl east of Greenland, described by Spall and PickarBY2@werse the North
Atlantic in approximately 2 years, at which point they may interact with the Irntinge
Gyre. This may lead to a change in heat content or temperature gradienits thigh

Irminger gyre, which may in turn influence cyclone development in the leaeéi@and,



1.4 Mesoscale Features Forced by the Orography of Greenland 26

and thus the formation of tip jets.

Vageet al. (2009b) used 40 years of reanalysis data (between 1957 and 2002 fr
the ECMWF ERA-40 reanalysis project, Uppataal. (2005)), and empirical orthogonal
function (EOF) identification, to find 586 westerly tip jet events which were tralysed.
Vageet al. (2009b) noted that the frequency of the westerly tip jet was related to both
the phase and strength of the NAO and to the ILLA. Additionally, an analyfsthe
trajectories of air parcels that made up these tip jets was carried out. lbwag fhat the
vast majority of air parcels in westerly tip jets originate to the west of Greeniardow
Froude number regime, and are accelerated as they are deflected @aqm Farewell,
in accordance with the suggestion of Moore and Renfrew (2005).eTWas however, an
along-track pressure decrease over southern Greenland, sngdeat a minority of the
air parcels were accelerated as they descended from Greenlangygested by Doyle
and Shapiro (1999). &eet al. (2009b) also noted that westerly tip jets were associated

with a northward shift and downward extension of the upper tropogpjetistream.

1.4.1.2 Easterly tip jets

Moore (2003) used the NCEP/NCAR global reanalysis dataset to deaeattimatology
of high wind speed events>(17 m s1) around Greenland. Moore was able to identify
the westerly tip jet described by Doyle and Shapiro (1999), but also idehgfiperiodic
strong easterly wind to the south-west of Cape Farewell, associated with@éssure
system to the south of Greenland. Moore dubbed this the ‘reverse’ tip ighdw more
commonly referred to as the easterly tip jet. Renfedl. (2009) provide justification for
this change of nomenclature. The frequency of this easterly tip jet wasecée related
to the strength and phase of the NAO, but on average the chance ofiogsane of these
jets during a typical winter is around 10%. In hindsight, Moore (2003psested that the
feature described by Moore and Vachon (2002) was probably iassdavith a typical
easterly tip jet. It was also noted that, while the westerly tip jet was an almost tabally z
feature, the easterly tip jet had a stronger meridional component to the floye Bnd
Shapiro (1999) discussed the extremely high heat fluxes that werésberassociated
with the westerly tip jet and Moore (2003) suggested that the same wasfyrahee of

the easterly tip jet, although he did note that the air masses that make up théy geister
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were likely to be warmer and more moist than air in the westerly jets, due to a longer
transit time over the ocean.

Moore and Renfrew (2005) included a discussion of the easterly tip jediin@uikSCAT
climatology of high wind speeds around Greenland. They described sterlgget as
an extension of a barrier flow immediately to the north-east of Cape FarepAglthe
barrier disappears, the flow becomes supergeostrophic, and ategles it curves an-
ticyclonically away from Cape Farewell. Assuming no synoptic (backgipynessure
gradient, Moore and Renfrew (2005) showed that the radius of thisyaltigc curvature
is R = —v/f, and this agreed to first order with the easterly tip jet composites, despite
the presence of a background pressure gradient.

Martin and Moore (2007) performed a simulation of an easterly tip jet usingIib
mesoscale model. Simulated surface wind speeds in the jet were up to 30 Martin
and Moore (2007) suggested that the heat fluxes associated with thbseihd speeds
could significantly contribute to convective overturning to the south-wke&reenland,
around the recirculation described by Lavendeal. (2000). Sensible heat fluxes were
seen to reach up to 100 WTh over a small area, and latent heat fluxes up to 150 W
m~2 over much of the jet. These fluxes are significantly lower than those seBoylg
and Shapiro (1999) associated with the westerly tip jet, however buoyiameg were of
the order of those which Marshall and Schott (1999) noted were edjtor open ocean
convection.

Renfrewet al. (2009) described the structure of an easterly tip jet from flight-level data
and dropsonde data recorded during the Greenland Flow DistortioniEyren(GFDex)
during February & March 2007. Wind speeds of up to 50thwere observed at altitudes
between 600 and 800 metres near the Greenland coast. The verticalofttencore of
the jet was seen to vary between 1500 m and 2500 m, depending on thgrstoéihe
jet, increasing with increasing jet speed. The atmospheric boundaryvegeobserved
to be conditionally unstable, suggestive of relatively high ocean-atmospieat fluxes.
Extremely strong momentum fluxes, corresponding to the high wind speedsale®
observed.

Outtenet al. (2009) performed numerical simulations of the easterly tip jet observed

by Renfrewet al. (2009) and used these to perform a dynamical analysis of the easterly
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jet. An analysis of the momentum budget in the core of the jet suggested thjgt the
exists in three distinct regimes, depending on the position along the jet lotosgime
1, the jet is well described as a barrier flow, in geostrophic balancessthe jet, but
under an acceleration forced by the pressure-gradient force tiderjet. As the height of
Greenland decreases, the jet enters regime 2, where the Coriolis tesmdsedominant,
with the resulting anticyclonic curvature leading to a strong centrifugaéfaoting upon
the jet. Above the level of the topography, the jet is in approximate gradiimt bal-
ance, but below this level turbulent flux convergence is important. Thériigime exists
where the anticyclonic curvature of the jet decreases, and the dynaitiesjet become
better described by the geostrophic relationship, before the jet finallpaliss into the
background synoptic-scale wind field.

It is clear that in the subpolar seas around Greenland a host of strosgsoade
weather systems are active and both observational and modelling studiesuggested

that these features are often associated with strong atmospheric fortiegazean.

1.5 Representation of Air-Sea fluxes in the Analyses

Ocean-only general circulation models (OGCMs) are generally drivexugin the ap-
plication of fluxes of heat, moisture and momentum, which are prescribed atéza
surface, often from fields provided by atmospheric model producis.thius important
that these analyses are accurate, so that they can correctly foroeetimeso However, it
has been seen that the fluxes in some global atmospheric (re)analysex accurately
represented, particularly the fluxes associated with small scale atmosphenicmena.
Josey (2001) compared fluxes from the European Centre for MedamngdkWeather
Forecasting (ECMWF) and National Center for Environmental Predichi@@HP) global
reanalyses as well as National Oceanography Centre (NOC) climatolifdiesit fluxes
with fluxes calculated from buoy-derived fluxes in the North Atlantic. I$¥aund that the
reanalyses (ECMWF/NCEP) underestimated the gain of heat througiwvakieradiation
and overestimated the latent release of heat to the atmosphere. This ledndeaesti-
mation of net heat gain by the ocean of up to 30 W2mThe NOC climatology, based

on ship meteorological data was found to perform significantly better. Made error
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in the reanalyses was attributed to the choice of bulk algorithm employed inahalye
sis models. Smitlet al. (2001) compared the NCEP reanalysis with meteorological data
from research ships, finding an underestimation in wind speed at all |ajtusbeeasing
with increasing wind speed. Renfrest al. (2002) presented a comparison of surface
turbulent fluxes of ECMWF and NCEP reanalyses with data from a stgpebmeteoro-
logical station in the Labrador Sea. It was found that the NCEP reanalysisstimated
sensible and latent heat fluxes by 50% and 27% respectively, whilesfiotee ECMWF
reanalysis were generally within 10% of those calculated from obsergatibhe poor
performance of the NCEP reanalysis was attributed to roughness lengtieshbialk flux
formulations which were unsuitable for high wind speeds, particularly iasangth large
air-sea temperature differences, such as the Labrador Sea. elade{2002) compared
wind stress forcing of the ocean in ECMWF and NCEP reanalyses and@@dma-
tology, among others, finding an underestimation of wind stress in the tropeains

in the NCEP reanalysis. St al. (2003) compared surface meteorological and turbu-
lent heat flux variables in a number of analysis products, including NCEFE&MWF
with buoy data in the Atlantic Ocean. It was again seen that heat loss, (etiicin

the NCEP reanalysis could be overestimated by up to 60%. Chelton and F(20ia5)
compared ECMWF and NCEP winds with satellite-derived winds from QuikSeawd
NSCAT. They found no consistent bias in the NCEP product, howevef\BIE was seen

to underestimate wind speeds by around 0.4 tah average, equivalent to up to a 10%
under-representation of wind stress. Chel&tral. (2006) discussed using QuUikSCAT
winds for marine weather forecasting. This included a discussion of twvemgpectral
density of wind speed in ECMWF and NCEP reanalyses, which were ssaniticantly
lack power at scales of less than around 1000 km, suggesting a poeseatation of
small scale atmospheric features in the reanalyses. Coetladn(2006) showed that the
ECMWF ERA-40 reanalysis does not capture the majority of polar mesaowslwith
diameter less than 500 km in the north-east Atlantic. We shall discuss tlesegpation

of small-scale atmospheric features in the reanalyses further in Chapter 3.
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1.6 Thesis Outline

In Chapter 2, we investigate the ability of the easterly tip jet to force oceaniection in

the south-east Labrador Sea, using oceanic float data, reanalgsandisan implementa-
tion of a one-dimensional mixed-layer model. In Chapter 3 we discuss theseagation

of small-scale atmospheric features in the ECMWF and NCEP reanalysketheper-
formance of these reanalyses around Greenland. This is achievedHhiee validation

of reanalysis fields and QuikSCAT winds with low-level flight data gathehadhg the
Greenland Flow Distortion Experiment (GFDex). In Chapter 4 we discesi®timulation

of ocean general circulation models, particularly the FRUGAL OGCM, wisaksed in
Chapter 6, and the air-sea flux algorithms that are used in this model. Weisdsssd

the spinning-up of the FRUGAL model and creation of a control run foettperiments

in Chapter 6. In Chapter 5 we develop a parametrisation of the westerlyastetlg tip

jets. A number of metrics are employed to show that the parametrisation results in a
improvement in the wind speed distributions around Greenland, and a onasiimal
mixed-layer model is used to demonstrate the impact of the parametrisation on mixed
layer development over a single winter. In Chapter 6 we use the tip jet paisation
within the FRUGAL OCGM to perform a number of perturbation/control ekxpents to

gain an understanding of the impact of the tip jet on the ocean. Chaptee¥asummary

of this thesis, and suggests directions for future work.



Chapter 2

The Role of Easterly Tip Jets in

Forcing Oceanic Convection.

It has been speculated that low-level easterly tip jets, caused by thectigarnaf synoptic-
scale atmospheric flow and Greenland, are an important mechanism ¢orgfapen
ocean convection in the south-east Labrador Sea. Here float datametedrological
reanalysis fields from the winter of 1996/1997, in combination with a simple miexget-
ocean model, are used to show that, although relatively deep ocearcttonvdid oc-
cur during this winter, the primary forcing mechanism was cold-air outlsré@im the
Labrador coast rather than the smaller scale easterly tip jets. During this,whet&lorth
Atlantic Oscillation (NAO) was in a weak positive phase. Similar treatments of the win
ters of 1994/1995 (strong, positive NAO) and 1995/1996 (stroncatiegNAQ) suggest
that the result is robust regardless of the state of the NAO. This workéws published
in Geophysical Research Lettedoi:10.1029/2007GL032971.

2.1 Introduction

The interaction of the steep, high topography of Greenland and synopt&naaller scale
cyclones causes a number of intense, small scale wind phenomena #newwhst of
Greenland. The first of these, so-called ‘tip jets’ (Doyle and Shapir@9), @re low-level
westerly jets emanating from Cape Farewell characterised by a small metidident
of around 200 km, a zonal extent of up to 1000 km and surface wineldspgenerally

exceeding 25 ms' (Moore and Renfrew, 2005). In addition, an easterly ‘easterly tip
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jet’ was later suggested by NCEP reanalysis (Moore, 2003). A climatolbhigb wind
speed events using QuikSCAT-derived surface winds (Moore antié¥e 2005) showed
that both westerly tip jets and easterly tip jets were common wintertime featurese Doy
and Shapiro (1999) noted that there were often extremely high ocean tepdtere heat
fluxes associated with these events, up to around 800/ possibly with significant
effects on the ocean below.

Ocean observations (Lavendsral., 2000) revealed recirculations and relatively deep
mixed-layers indicative of open ocean convection in the Irminger and s@agthlabrador
Seas. Such circulations are important in preconditioning the ocean feecton (Mar-
shall and Schott, 1999), doming up isopycnals, so exposing more weeddijied water
to the atmospheric forcing, as well as isolating the water column, thus allowpegued
modification by the atmosphere. This, together with the enhanced heat dissesiated
with the Greenland westerly tip jet, rekindled interest in the Irminger Sea assbi®
convection site, with potentially important implications for the meridional overtgrnin
circulation (Pickaret al, 2003a,b; Bacoet al., 2003; Centurioni and Gould, 2004).

In an idealised modelling study, Pickat al. (2003a) used a climatological repre-
sentation of the tip jet and a simple representation of Greenland to show thai jbe
was important both in the preconditioning of the model ocean through théspmowof
cyclonic wind stress curl and in the triggering of deep convection up t6 h8Gupport-
ing theories that deep water formation does take place in the Irminger SeatRical.
(2003b).

Baconet al. (2003) observed two convective chimneys in the Irminger Sea extending
to depths of 700 m and 1000 m, from three hydrographic sections in Getdbeember
1996, August—September 1997 and July 1997 and a profiling float ladrah27 Octo-
ber, 1996. It was shown, by predicting the extent of convection thatdvesult from the
observed heat fluxes in the Irminger Sea that the 700 m convective calasformed in-
situ in the winter of 1996/1997. Additionally, it was shown that the 1000 m colcoutd
not have been advected from convective sites as far afield as thadaatBea, and that
the most likely region of formation for this column was in the vicinity of Cape Fatkw
Bacon et al. noted that convection to the depth of 27000 m would have e€qgaiir aver-

age surface heat flux some 30 W-nstronger than that observed near Cape Farewell,
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however it was suggested that only a few days of very strong heafdtaing, possi-
bly associated with the westerly tip jet, could result in the formation of a 1000ap de
convective column.

Centurioni and Gould (2004) described wintertime conditions in the interidef
Irminger Sea, as observed by profiling floats between 1997 and 20@y. réported that
potential temperature and salinity minima were most apparent in the southrmesjer
Sea and that this is where convection was most likely to occur. It was aled tiat the
south-west Irminger Sea is where the ocean will be most strongly fosctwlisreenland
westerly tip jet. To investigate the impact of the tip jet in mixed-layer deepening in this
region, an idealised tip jet heat flux was applied to three one-dimensionadiaiyer
models initialised with float profiles, describing linear rotating convection;lmaar ro-
tating convection and static adjustment. The deepest winter mean mixed- |ggks de
produced were 550 db in the case of non-linear rotating convectiorevemit was con-
cluded that, at least during the period of the study, there was not signifiahrador Sea
Water renewal within the Irminger Sea.

Wintertime observations of mixed-layer depth in the Irminger Sea are relativatge,
due largely to the inhospitable winter conditions in the area. However, direasure-
ments in the winters of 2002/2003 and 2003/2004d¥et al, 2008) showed mixed-
layers deepening to around 400 m before the onset of restratificatiorgdhe spring.
During these winters, the North Atlantic Oscillation (NAO) index was not stiyopgsi-
tive, reducing the number of robust tip jets (Moore, 2003). A one dimeasinixed-layer
model (Priceet al, 1989) was able to reproduce the deepening of the mixed-layer. How-
ever if the signature of the tip jets was removed from the forcing fields, thedataxesr
only deepened to around 300 m&yeet al, 2008). Application of the same model to the
high NAO winter of 1994/1995 showed a deepening of the mixed-layeregitog 1600
m with the tip jet signature present, and only around 1200 m once the siginatdibeen
removed (\Ageet al., 2008). Thus it is clear that tip jets have a strong influence on ocean
processes in the Irminger Sea.

An important question, first raised by Moore and Renfrew (2005), whbiarently
remains unanswered is whether easterly tip jets have a similar such effdw enuth-

east Labrador Sea. A simulation of one of the strongest easterly tip jetfietbivy
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Moore and Renfrew (2005), using a high resolution atmosphere onlylnstaeved fairly
strong heat fluxes, up to 250 WThin the core of the jet, in the vicinity of the south-
east Labrador recirculation (Martin and Moore, 2007). An examinatidiuoyancy flux
through the surface of the ocean led Martin and Moore (2007) to spgeché easterly tip
jets could indeed be important in the deepening of the mixed-layagest al. (2008) also
speculate on the possibility that easterly tip jets have an impact on deep watetitm,
though they note that the air in the jets may be too modified to strongly affect daeoc
In this chapter we present an analysis of heat fluxes in the ECMWF ERA&ahalysis
over the secondary convective site in the Labrador Sea, to the sostlofigape Farewell
in Greenland. Ocean float data are used to establish the extent of oceavéction and
a one-dimensional mixed-layer model is then employed to highlight the metemallog
conditions that control the onset and extent of open-ocean conventitwe area. An
atmospheric trajectory model is used to investigate the immediate history of a@garc
that reach the secondary convective site, both when there are streag-atmosphere

heat fluxes in the area, and during easterly tip jets.

2.2 Ocean Observations

Float observations of the ocean are generally relatively sparse. 2803, the ARGO
program has become fully operational, with 3000 profiling floats deployedi¢nout the
global ocean. Even so, there is not enough data for the constructtirok series of
mixed-layer depth in the small area in which we are interested. We thus cotiséde
winter of 1996/1997, during which a large number of Profiling Autonomaagrangian
Explorer (PALACE) floats (Davis, 1998) were released into the subpueh Atlantic
during the Labrador Sea Deep Convection experiment, at the height @dHd Ocean
Circulation Experiment (WOCE). These floats descend to a depth of éppately 1000
dB, where they drift freely for around a week before returning to tiréase, measuring
profiles of conductivity and temperature around every 10 dB. Once@sutface, they
transmit this data to the Service ARGOS satellite system. The location of the float at
the time of transmission is calculated by thédpler frequency shift of the transmitted
signal. This temporary period of high float concentration in the north Atlatibeva the

construction of a timeseries of mixed-layer depth within the recirculation in tiid ssast
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Figure 2.1: Density profiles showing the mixed-layer depth calculatsdgithe method of Pickart
et al. (2002). The vertical red lines show the mean and two standiewition envelope over the
subjectively estimated mixed-layer.

Labrador Sea, first identified by Lavendsral. (2000).

Temperature and salinity profiles recorded from the floats were useddolata
mixed-layer depth using the method of Pickattal. (2002), whereby a subjective es-
timation of mixed-layer depth is made using a potential density profile, and theanean
standard deviation from the surface to this point are calculated. The defite mixed-
layer is then taken to be the depth at which the potential density profile pemthameves
further than two standard deviations from the mean. Some graphical exaofpleese
calculations are shown in Figure 2.1. The vertical, solid red lines show the dezesity
over the subjectively estimated mixed layer, and the vertical dashed redshoasthe
two standard deviation envelope. The horizontal red line shows the daidudapth of
the mixed-layer, that is, where the density profile permanently leaves thetawdasd
deviation envelope.

The calculated depths of the mixed-layer are shown in Figure 2.2. Thedeward
to be consistent with those found in a previous study Laveetad. (2002), with the
deepest mixed layers in this area lying between 600 and 800 m. The calalégpitd of
the mixed-layer in the region 57—60I, 45-50W are shown in Figure 2.2. A total of 60
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Figure 2.2: Mixed-layer depths in the south-east Labrador Sea measyrpofiling floats. The
box shows the area over which float data was collected. Batryris contoured every 500 m.
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Table 2.1: Dates, times and mixed-layer depths of the float profiles irstds study.

Date Time MLD (m) Date Time MLD (m)
1996-11-14 2136 70 1997-01-17 2136 251
1996-11-16 0224 92 1997-01-18 0448 281
1996-11-16 0712 71 1997-01-23 2136 321
1996-11-18 0448 145 || 1997-01-25 0224 280
1996-11-19 0936 125 || 1997-01-27 0448 363
1996-11-24 2136 27 1997-01-28 0224 321
1996-11-26 0712 60 1997-02-02 0224 106
1996-11-26 1200 27 1997-02-02 2136 406
1996-11-28 0448 198 || 1997-02-04 0224 344
1996-12-04 2136 49 1997-02-04 0224 344
1996-12-06 0448 93 1997-02-07 0224 361
1996-12-06 1200 167 | 1997-02-12 0224 203
1996-12-08 0448 214 | 1997-02-12 2136 585
1996-12-08 1912 48 1997-02-14 0224 451
1996-12-14 2136 145 || 1997-02-14 0224 451
1996-12-16 0224 215 || 1997-02-17 0224 437
1996-12-16 0448 125 || 1997-02-19 1219 800
1996-12-18 0448 214 || 1997-02-22 1912 638
1996-12-24 2136 187 || 1997-02-24 0224 534
1996-12-26 0224 178 || 1997-02-24 1200 502
1996-12-26 0224 178 || 1997-02-27 0224 617
1996-12-28 0448 17 1997-03-04 1912 745
1996-12-29 0224 69 1997-03-06 0224 642
1996-12-29 1200 311 || 1997-03-09 0448 617
1997-01-03 2136 278 | 1997-03-19 0448 637
1997-01-05 0224 237 || 1997-03-26 1200 695
1997-01-05 0224 237 || 1997-03-31 1912 92
1997-01-07 0448 166
1997-01-08 1200 111
1997-01-13 2136 257
1997-01-15 0224 258
1997-01-15 0224 258
1997-01-17 0448 187

float profiles with mixed-layer depths ranging from 27 m in mid-November @r&0n

mid February were found, detailed in Table 2.1. The results here arstmmwith those
presented by Lavendet al. (2002), who used float data from the same WOCE period to
describe open-ocean deep convection in the Labrador Sea. Lavatrale(2002) noted
that mixed-layers in excess of 400 m were present throughout thadabbasin, however

all of the deepest mixed layers (in excess of 1000 m) were observeduo inca small

area in the west of the basin, dubbed the ‘convective region’. Thigecbire region was
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seen to coincide with one of the strong recirculations discovered by davetal. (2000),

where the ocean is well preconditioned for deep convection. Lavexiager(2002) also
noted that there was an unexpected cluster of profiles with a mixed-lagped#han 500
m to the south-wast of Cape Farewell (the area we are concerned wdth bet no full

discussion was given.

It is worth noting, that this study would be relatively difficult to repeat farrent
winters using the ARGO network, as this is still not as dense as was therflagimthe
North Atlantic during the WOCE, although it may be possible depending on theotamp
distribution of float profiles through the winter. For example, in the studg deging the
winters of 2007/2008 and 2008/2009, there were 39 and 42 floatscieshe around
2/3 the number used in this study. If these are relatively evenly distributedghout
the winter, then this study may be repeatable for those winters. However imirker
of 2009/2010 only 20 float profiles were recorded in the study areeshwiould prob-
ably not provide a high enough resolution timeseries of mixed-layer dep#ptat this

analysis.

2.3 A 1-D Mixed-Layer Ocean Model

The model we employ is an implementation of the Price, Weller and Pinkel (hereaf
PWP) mixed-layer water-column model (Prieeal,, 1989). This model evolves fields of
salinity, S (PSU), temperaturd, (°C) and meridional and zonal currents, v) (m s™})
and includes parameterisations of convection due to static instability and mixengpdu
shear instability. This allows the model to give a representation of the deftie afixed

layer as it evolves with time, forced by prescribed fluxes at the air-sedaote

2.3.1 Formulation

The model equations are now described. Temperature evolves agctodin

oT_ 100
ot poc 0z’

whereQ) = gsw.e + dwne + ¢s + qu 1S the sum of net shortwave, longwave, sensible and

latent heat fluxes respectively, is a reference density for sea water 1025 kg m=3)



2.3 A 1-D Mixed-Layer Ocean Model 39

andc is the specific heat capacity for sea water. The fluxgs, ¢s andq_ are applied
to the surface of the water column, whijgy,., is absorbed throughout the water column,

according to a double exponential depth dependence, given by
1(z) = 1(0) [ e/ 4 Be™/%2]

The values offy, I, A\; and )\, are highly dependent of the properties of the water under
consideration. The values used in this study are those for reasonaly roliel-ocean

water, and are given by

I =0.62 A1 =0.6m

Salt/moisture fluxes are only enforced on the surface of the water colutharan
given by
oS  O[E - P]

ot 0z
whereF is the total evaporation anfl the total precipitation.

Momentum is introduced into the entire mixed layer according to

ov 107

— =—fkxv—-——,

8t f L0 87&
wherev = (u, v) is the horizontal velocity vectok is the unit vector normal to the ocean
surface;r = (7., 7,) is the horizontal wind stress vector agids the Coriolis frequency.
Momentum is removed at the bottom of the ocean with a drag coefficient af.0.00

The density of the water column is approximated using a linear equation of state,
p=po+a(T—"To)+B(S—S),

wherea and g are the thermal and haline expansion coefficients respectively. The pre
scribed values for these afie= —0.23 kg m—3 K~! andg = 0.76 kg m~—3 PSU™".
All of the differentials are calculated using a first-order finite differescheme.

When the momentum equation is time stepped, the Coriolis rotatjtk x v is applied
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Figure 2.3: A simplified flow chart showing the major routines in the PWP edod

by rotating the water column through half an inertial rotation for the time stepréeaf-
plying the momentum flux due to the wind stressand finally rotating the fluid through
the rest of the rotation for the time step. A simplified representation of the flaveof

program is shown in Figure 2.3.

2.3.2 \Vertical Motion

Vertical velocities are not considered in the model, however there argfouesses by

horizontal momentum, as well 85 S characteristics are transferred between layers.
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2.3.2.1 Background diffusion

The model has a vertical diffusion scheme, given by

0P 0?®

—_— = K—

ot 022’
wherex is a diffusion coefficient, an@ is 7', S or v. The value of is free to be chosen,
though numerous observational campaigns (e.g. see Wunsch and 064)) have
measured pelagic dissipation to be of the order®f m? s—!, and this is the value that

we adopt in this study.

2.3.2.2 Static instability

A static instability mixing routine is called whenev@p/0z < 0 at the surface. If this is
found to be the case, then characteristics are progressively homedémis the surface

down untildp/0z > 0 everywhere in the profile.

2.3.2.3 Bulk mixing

Bulk mixing takes place whenever the bulk Richardson number,

Aph
Ry= - <065,
po (Av)

Herey is the acceleration due to gravity,the depth of the mixed layer, andl denotes
the difference in some characteristic between the mixed layer and the topstfatified
part of the fluid column. If any layers are found to halg < 0.65 thenT, S andv

characteristics are homogenised from the surface to the first layeeikher 0.65.

2.3.2.4 Gradient mixing

The gradient Richardson number is given by

_ 9(9p/0z)
T po(0v/02)?

If R, < 0.25 anywhere in the profile, then it is assumed that the vertical shear of hori-

zontal velocity is large enough to bring about vertical mixidgy, is first calculated over
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the stratified part of the profile. If the smallest valueRyfis found to be less than 0.25,

then the two levels that produced this value, for instahaad;j + 1 are partially mixed

R
) =P; - (1— R,g> (®; _‘I)j+1)/27
g9

R
j+1 = Pjp1 — < - R}q) (@) — @j+1)/2'
g

R, is then recalculated from — 1 to j + 2 and the search continues unfi, > 0.25

according to

everywhere in the profile. This vertical shear mixing has the effect obéimmg out the

jump inT, S andv characteristics at the base of the mixed-layer.

2.3.3 Model forcing and initialisation

The model is forced with 6-hourly timeseries of latent and sensible heasflunet in-
coming solar and outgoing longwave radiation, convective and stratifoecigitation,
evaporation and meridional and zonal wind stress. These are gehieosiethe ECMWF
ERA-40 reanalysis (Uppalat al, 2005), by averaging over the area 5760 45-50
°W, an area to the south-west of Cape Farewell encompassing the satithadrador
Sea gyre identified by Lavendet al. (2000).

The model was initialised on the #4November, 1996, as this was when sufficient
data became available, using temperature and salinity profiles obtained &#&®AILLACE
floats, Figure 2.4. No ocean velocity profiles were available, so zorhheridional
velocities were initialised to be 0.1 nT5in the mixed layer, decreasing linearly to zero
at depth.

To gain an understanding of the uncertainty introduced into the model by asin
arbitrary float profile at the beginning of the winter period to be reptesga of the
mixed layer throughout the domain, we initialise the model from every obdgie
file throughout the integration period (a period of 139 days from tH& df4November,
1996 until the end of March, 1997) which was suitable to initialise the model, ioseth
which were deep enough (at least 1200 m) and suitably stratified. Thksre$ these
integrations are shown in Figure 2.5. The grey lines in 2.5 (a) show thet@rohf the
modelled mixed-layer when initialised by all of the observed profiles from &leARE

floats (the mixed-layer depths of which are shown as red dots). As &xhegven both
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Figure 2.4: The two profile sets of temperatureQ, black) and salinity (PSU, red) which were
used to initialise the PWP model.

the temporal and spatial spread of the initial profiles, the range of therfitxald-layer
depth in the model is relatively large. Having said this, the evolution of the miyed ia
the majority of the model integrations shows a similar pattern. The model shairtya f
slow deepening of the mixed-layer though the first half of the integratiorsistent with
the observations. Through February and the beginning of March, tlielngenerally
shows an increased rate of mixed-layer deepening, again consistettievithservations,
although by this time there is a fairly large spread in the modelled mixed-layer. Mixed
layer deepening generally slows in the model after the middle of Marchesqmonding
well with a cessation of mixed-layer deepening in the observations. A stiggef re-
stratification is seen in the observations towards the end of March; this égaotin any
of the model integrations which were initialised before this time. Figure 2.5 @ysh
the mean of all of the initialised model integrations as well as the one and twaastiand

deviation envelopes.
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Figure 2.5: Quantifying uncertainty in the PWP model. The top panel shiv@svolution of the
model when initialised from each suitable observed profiie;bottom panel shows the mean of
all of the initialised profiles, as well as the one and two dtad deviation envelopes.

2.4 Atmospheric Forcing

Having ascertained from the float data that moderately deep convectiorred in the
South-East Labrador Sea in the winter of 1996/1997, we now evaluateplogtance of

easterly tip jets in triggering these events.

2.4.1 The ERA-40 Dataset

The ERA-40 dataset is a reanalysis project, run by the ECMWF for agefid5 years
from September 1957. The aim of the project is to produce a long term atersp
dataset using a consistent data assimilation system. As one of the only mutteeca
reanalysis datasets (a notable exception being the NCEP/NCAR ongoingagriose-
analysis), ERA-40 offers perhaps the best representation of the @teresover the past
four decades, and as such the surface layers of the reanalysfsearased as the bound-
ary conditions for forcing ocean-only general circulation models. Theeainahs at a

resolution of T159, which is equivalent to around 125 km with 60 verticadlfe For



2.4 Atmospheric Forcing 45

Table 2.2: North Atlantic Oscillation (NAO) index for the three winteconsidered in this study.

Winter (DJFM) NAO Index
1994/1995 +2.44
1995/1996 —2.32
1996/1997 +0.18

further details on ERA-40, see Uppala et al. (2005), or Chapter 3.

2.4.2 Easterly Tip Jets in ERA-40

Easterly tip jets are objectively identified in the ERA-40 re-analysis as times wige
peak wind speed in the box bounded by 5728045-50°W is at least 15 ms!, Figure
2.6(b) and the average wind direction is between 45 and 135 degreesdmh, Figure
2.6(c). During this winter, the majority of the easterly tip jets occurred in twotetas
the first occurring in early January and the second in late March. All@fhigh heat
flux events (greater in magnitude tha@0 W m~2) lie in between these two clusters of
easterly tip jet activity. Indeed it can be seen in Figure 2.6(d) that theraSgejets
identified in the reanalysis are associated with lower than average he=t filuthe area,
with atmosphere to ocean fluxes (i.e. a warming of the ocean) at times.

We may filter the signature of the easterly tip jet out of the timeseries used ® forc
the 1-dimensional ocean model by replacing points in the timeseries whicheatéigtl
as tip jets with mean values over the rest of the winter. Forcing the model with thes
modified timeseries thus allows us to evaluate the impact of the easterly tip jet on-mixed
layer deepening. When forced with this modified ‘no tipjet’ forcing, the mibegabr
evolution is essentially indistinguishable from that seen in Figure 2.6(a)trenéinal
difference between the two runs is 5 m (a single grid point), with the deepedntayer
forming in the run in which the tip jet forcing is removed. This suggests, thigaat in
our idealised set-up, that the easterly tip jet has no net effect on mixeddagpening in

the south-east Labrador Sea.

2.4.3 The NAO

Moore (2003) showed that there exists a negative correlation betwedndidence of

easterly tip jets and the NAO index, and a positive correlation between theihze&x
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Figure 2.6: Timeseries for October—March 1996/1997 showing (a) Mibeekr depth from float
profiles and PWP model (shading shows spread from two init@llps), for convenience, (b) 10
metre peak wind speed (mY), showing the 15 ms! threshold for a easterly tip jet, (c) 10 metre
wind direction, showing the 4#5and 135 thresholds for a easterly tip jet, (d) Latent, sensible
and total turbulent heat fluxes (W) over the south-east Labrador Sea in the ECMWF ERA-40
dataset. Vertical shaded areas show the objectively defiastérly tip jets. Note that large heat
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2.4 Atmospheric Forcing 47

NDJFM NAO Index

| | | | | | | |
1820 1840 1860 1880 1900 1920 1940 1960 1980 2000
Year

Figure 2.7: Winter (November—March) NAO indicies from 1820 to 2000. Tieee win-
ters we have considered in this study are highlighted in gre&AO data obtained from
http://ww. cru. uea. ac. uk/ cru/ dat a/ nao. ht m accessedMarch, 2008.

and the incidence of forward tip jets. Given that during the winter of 1985/ the NAO
was in a weakly positive phase (Table 2.2), we would expect there tonse fhan aver-
age easterly tip jets during this time. It is possible, therefore, that if we omlgider this
winter we may underestimate the role that easterly tip jets play in forcing oceamiec
tion. To address this issue, we have considered two further winterd/1%8b, when the
NAO was in a strongly positive phase, and 1995/1996 when the NAO wasgbgrneg-
ative. Significantly more easterly tip jets were observed in the winter of 1996/land
significantly fewer in the winter of 1994/1995. This is consistent with the mbsens of
Moore (2003). During both of these winters easterly tip jets were assdaidtie weaker
than average air-sea heat fluxes, as was the case in the winter of @9B6ALtimeseries
of the NAO index from 1820 to 2000 is show in Figure 2.7. The three wintéistwwe
study in this chapter are highlighted in green. Note that the NAO index duriogtithe

winters which we study are some of the strongest on record.

2.4.4 Average Atmospheric Conditions

Figures 2.6 and 2.8 show that the vast majority of events in the three wintérai¢ha
have considered when ocean to atmosphere heat fluxes were lamweeh¢00 and800

W m~2, were associated with flow from the north or north west. Composites of the 20
analysis times with the largest heat flux out of the ocean (in ERA-40, 1.428ded 6
hourly data) are shown in Fig. 2.9 for the winters of 1996/1997 (weakjtige NAO,

top), 1994/1995 (strongly positive NAO, middle) and 1995/1996 (stronggative NAO,

bottom). The composite synoptic situation for all of these cases shows a é&ssype
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Figure 2.9: Composite of combined latent and sensible heat flux (W nshaded), 10 m wind
vectors every 2.25and mean sea level pressure (contours, every 4 hPa) for thigl2ést heat flux
events in 1996/1997 (top), 1994/1995 (middle), 1995/19@6t¢m). The box to the south-west of
Cape Farewell shows the area over which float data were teflend meteorological variables

were averaged.
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centre off the south-east coast of Greenland, with a generally nastewly flow over the
bulk of the Labrador Sea, including the secondary convection site in thh sast of the
basin. The strongest heat fluxes are generally seen in the centraldoalSea, around
60° N, 55° W, near the primary convection site, however the fluxes in the secondary
convection site excee600 W m~2 during the positive NAO winters, which could be
strong enough to trigger deep convection if the ocean is suitably precoratitiadNote
also that the heat fluxes and wind field show the signature of a westerly tip jbe
east of Cape Farewell, indicating that this synoptic situation is also providingneed
atmospheric forcing of the Irminger Sea convection site. A previous stlitlyioarea
(Lavenderet al., 2002) showed a January—April mean of heat fluxes, constructad us
a bias-corrected version of the NCEP reanalysis. This displayed no maximthe
South-East Labrador Sea. This is not inconsistent with the resultsnpedse Fig. 2.9
which shows a maximum in this area; when the ERA-40 heat fluxes used inutiisae
averaged over the same January—April period, broadly the same $patiaks are seen
(not shown). Equally, when the NCEP reanalysis is composited by higtloravents
in the South-East Labrador Sea, a picture similar to Fig. 2.9 emerges.

When constructing a climatology of easterly tip jets, Moore (2003) subjdgtile
fined easterly tip jets in the NCEP/NCAR reanalysis as times when the peak véad sp
was gale force or greater (i.e. at least 17 M)s Here we use a slightly lower threshold
of 15 m s7!, to ensure that we identify all easterly tip jets in our objective, automatic
analysis. The number of easterly tip jets identified in the analysis will clearlghsts/e
to this choice of threshold, however the composite synoptic situation is not.igihédat
flux events are entirely independent of easterly tip jets, thus the compo#ite 2 high-
est heat flux events is unaffected by changing the easterly tip jet thdesimd speed.
The composite of all of the easterly tip jets in the winter of 1995/1996 is showiguré-
2.10. The panel on the left shows the composite when the threshold is $atts? and
the panel on the right shows the composite when the threshold is set to 20. riTlse
synoptic situation is similar in both, with a low pressure centre to the south-ivEstpe
Farewell. As one would expect, the heat fluxes are stronger in the rgittpanel where
the winds are on average stronger, however these fluxes are stilfg@itaen compared

to the largest heat fluxes when the atmosphere in this area is in a westéntg rethis
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Figure 2.10: A comparison of composited heat fluxes (W fpshaded), 10 m wind vectors every
2.25 degrees, and mean sea-level pressure (contours,&Wts) during easterly tip jets in the
1996/1997 winter for (left) a tip jet threshold of 15 m's (right) a tip jet threshold of 20 m 3.

is especially true in the area immediately to the south-west of Cape Farewellethe@

are interested in this study, where there is very little difference between theamels.

2.4.5 Air Mass History

In order to help understand why heat fluxes associated with easterly tigrgetompar-
atively weak despite the relatively strong winds, we now examine the shorthistory
of air parcels which are located over the centre of the secondary @amvsite, and one
degree north, east, south and west, at 950 hPa, during high heahfileaaterly tip jet
events. We consider the history of the three highest heat flux eventsatidee strongest
easterly tip jet events during the winter of 1996/1997.

The history of the air parcels is calculated using the British Atmospheric DataeCe
atmospheric trajectory model, with air parcels advected by the ECMWF ar2hi¥ x
2.5° winds, which are a combination of ERA-15 and operational winds, aedhévery
6 hours. The winds are linearly interpolated in space and time onto the jpasigbn,
which are then advected using  drder Runge-Kutta time stepping scheme, following
Dritschel and Ambaum (1997).

Figure 2.11 shows the trajectories of air parcels during the 24 hours immniggidte
to the high heat flux or robust easterly tip jet event. As one may expeauttire synoptic
composites (Figure 2.9), air parcels which are located over the southa@asdor Sea
during high heat flux events (red, green, cyan) have been adviedtedn the west (Hud-
son Bay area) or from the north-west around Baffin Island. All o§¢hair parcels have

been advected at fairly low levels, generally below 900 hPa and afritres asouth-east
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Figure 2.11: 24 hour trajectory history of air parcels centred at 58547.5°W at 950 hPa, with

a 1° spread. The red, green and cyan trajectories are for the tighest heat flux events in the
winter of 1996/1997 and the blue, yellow and magenta arehfthree strongest easterly tip jets
of the same winter. Bathymetry is contoured every 500 m.

convection site with potential temperatures betweén °C and—3 °C (Figure 2.12).

Conversely, during easterly tip jets (blue, yellow, magenta), the air paacelad-
vected to the convection site from the west and north west. The parcéfg dwo of
the easterly tip jets are advected from the Denmark Strait area, with the thipging
advected in from much further from the south. Running the trajectory nfodel series
of other easterly tip jets shows that this is an exception to the norm, and the majority
of air parcels during easterly tip jets are advected from the Denmark Stait Again,
the parcels generally remain at fairly low levels, generally below 850 hiRhagive at
the convection site with potential temperatures betwedr?C and 0°C for the parcels
advected from the north-east and a potential temperature of ov€r for the parcels
advected in from further south (Figure 2.13).

The temperature difference over the secondary convection site dugisgtio regimes
goes some way to explain why heat fluxes are so reduced during edigt¢ehg (the av-
erage sea surface temperature in this area during the winter is ard\@jql However it
does not tell the whole story; one must also consider how much moisture therthés
air. Unfortunately the atmospheric trajectory model used does not outpitfarmation

on atmospheric moisture, so we cannot see how this evolves with time along tle¢ mod
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Figure 2.12: 24 hour history of air parcels centred at 588, 47.50W at 950 hPa, with a1
spread for the three highest heat flux events in the wintel98641997 showing (top) pressure
(hPa) (bottom) potential temperatufe)).

trajectories, however we can look at atmospheric moisture in the vicinity in the &R
dataset. Figure 2.14 shows the average relative humidity in ERA-40 dughdnbat flux
events (left) and easterly tip jets (right). During high heat flux events,itterar the sec-
ondary convection site has a relative humidity of around 70% and durstgrbatip jets
there is a meridional gradient of relative humidity from 70% in the north of traain

to around 83% in the south. The comparatively high relative humidity durigtpds tip

jets will further reduce heat fluxes at these times. Note that relative humiaéypben
used here as an indication of the relative strengths of the latent heat feasiarly tip

jet and high heat flux conditions. A full treatment, however, requiresidenation of the
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Figure 2.13: 24 hour history of air parcels centred at 588, 47.50W at 950 hPa, with a1
spread for the three strongest tip jet events in the wintet986/1997 showing (top) pressure
(hPa) (bottom) potential temperatufe)).

air-sea humidity difference.

2.5 Discussion and Conclusions

Through the study of ocean temperature and salinity profiles during thenefrit896/1997
we have confirmed that deep convection occurred at the secondaryotion site in the
south east Labrador Sea. Convection in the area was observed tmaper@over 800 m

depth, consistent with mixed-layer depths seen by Lavender et al. )22 represent
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Figure 2.14: Composite of 2 m relative humidity (%) during the winter oBB81997 for (left) the
three highest heat flux events, and (right) the three stisiregesterly tip jet events.

the deepest mixed-layers observed in the eastern Labrador Seauld ble noted, how-
ever, that in the western Labrador Sea, where the ocean is equallyreetingitioned,
but heat fluxes tend to be stronger due to the proximity of the site to the Northiédane
Continent, mixed-layers were observed to penetrate to depths of ar@30dni during
the same winter as this study (Lavender et al, 2002). In stronger wintétsd- layers
in the western Labrador Sea convective region have been obserasdleep as 2300 m
(Dickson et al., 1996).

It has been speculated (Moore, 2003; Moore and Renfrew, 20@&jrivand Moore,
2007) that easterly tip jets may be important in causing convection in this ameairmilar
manner to the way that westerly tip jets have been shown to trigger convecttbe in
Irminger gyre (Pickaret al, 2003a,b; \Ageet al, 2008). Martin and Moore (2007)
showed through a high resolution numerical study of a particularly rgbtishat heat
fluxes can be relatively high during easterly tip jets, with latent fluxes of uib@oW
m~2 and sensible heat fluxes of betweghand 100 W m~—2. These enhanced fluxes
are not well resolved in the ECMWF ERA-40 dataset, but there is a repeson of
the jet in the reanalysis, albeit a somewhat coarse representation with wioor speed
some 10-15 ms! too low. The instantaneous latent and sensible heat fluxes based on
ECMWF winds, temperature and humidity for 0000 UTC on December 21, 20@0
case simulated by Martin and Moore (2007)) are around W m~—2 and —40 W m—2

respectively. We suggest that these small negative fluxes are duexoessive advection
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of warm air from the south by the parent cyclone and a lack of advecfiocol® air from
the north east of Cape Farewell, resulting in an overestimation of surifaiesrgerature
in the south-east Labrador Sea at this time. Despite this drawback, it isempthasising
that the250 W m~—2 heat fluxes associated with this strong easterly tip jet in the mesoscale
model (Martin and Moore, 2007) are significantly smaller than the largestflees seen
in this area (Fig. 2d). Recall that the average of the 20 largest heagfants is500 W
m~2, with peak values arourit0 W m~2. Despite the weak representation of the fluxes
associated with easterly tip jets in ERA-40, the deepening of the mixed-layeelis w
captured (in fact overestimated) in the 1-dimensional model when forcéuddataset.
This suggests that despite the crude representation of easterly tip jets & RAe heat
flux fields are well represented on the scale of the Labrador recirculatio

Although ERA-40 does not show enhanced heat fluxes during easpgeys, periods
of strong heat fluxes over the secondary Labrador Sea conveitdars observed in the
dataset, with peak values of arouris) W m~2. These strong fluxes coincide with the
onset of the deepening of the mixed-layer, and are associated with icaldthreaks
from the Labrador coast. During these periods the atmosphere over tinadoa Sea
is in a westerly regime and elevated ocean-atmosphere fluxes ob@yé¥ m—2 have
been observed (Renfrew and Moore, 1999; Renfetwal., 2002). Hence we conclude
that open ocean convection in the south-east Labrador Sea is bedegl forimarily by
westerly cold-air outbreaks off the Labrador Coast and not eastejtsipThus, in terms
of atmospheric forcing, the south-east Labrador Sea convection sietisfgghe central
Labrador Sea and Irminger Sea convection regime, i.e. open oceagctionvat these
three sites may be triggered by broadly the same synoptic-scale meteoriobitgiaon.
We note, however, that a definitive conclusion on the role that easterlytgiplggy in this
area requires a much longer climatology using a high resolution dataset edrigttly

represents the detail of the structure of, and fluxes associated witre#p jets.



Chapter 3

The Greenland Flow Distortion

Experiment

3.1 Introduction

Ocean only general circulation models (OGCMs) are an important tool irasarg our
understanding of the three dimensional structure and flow of the ocabmwsing rel-
atively quick integrations by avoiding the added complexity and computatiashlaf
a model atmosphere. Such models, however, rely on surface boucwiaditions (i.e.
surface meteorological variables) to be prescribed for every modeltémethus it is
important for these forcing fields to accurately represent the state otriesphere at
the air-sea interface. This is especially important in regions of opemam@avection;
the Labrador Sea, Irminger Sea and Greenland-lceland-Norwegias & well as the
Mediterranean and Weddell Seas. It is here, where the ocean is vatiklfied, that the
atmosphere is strongly coupled to abyssal waters and the propertiedeghecean are
set. In many of these regions, however, the observational networlaisesdue to their
remote location and often inhospitable conditions, thus it is difficult to reliabligate
the atmospheric models which are used to force OGCMs.

In the late winter of 2007/2008, an aircraft based observational campasigng the
Facility for Airborne Atmospheric Measurement (FAAM), was run out @flikvk, Ice-
land: The Greenland Flow Distortion Experiment (GFDex). The primary dithni® cam-

paign was to gain the first in-situ measurements of the flow distortion effecteehtand,
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and how these affect weather systems, both local and remote, anéd a&itesgctions in
the Irminger, Greenland, and Labrador Seas. The large quantity ofliglity surface
layer data recorded during low-level flight legs also presents an ighgairtunity to val-
idate model surface fields in these areas, and gain an understandiog aféil flow
distortion effects such as barrier winds and tip jets are represented inroletgoal anal-
yses.

In this chapter we compare the aircraft measurements with meteorologitatesur
variables from the ECMWEF operational analysis, retrieved at both NAGONSO reso-
lution, the latter being used as a proxy for the ERA-40 reanalysis whichasgailable
post mid-2002. We also include the lower resolution NCEP/NCAR ongoingplgsis,
archived at 2.52.5 degrees, which, although not used subsequently in this thesis, is one
of the most commonly used datasets for forcing ocean models. In additidkS QAT
vector winds are considered to see how they perform in the area of s@uikSCAT
winds will later be used in the creation of a general characterisation of timetshe
subsequent development of a technique for bogussing the Greenlgeidrip the ERA-
40 reanalysis (Chapter 5). This works makes up part of a larger stkdgh has been

published in theQuarterly Journal of the Royal Meteorological Society

3.2 Datasets

3.2.1 Observational Data
3.2.1.1 GFDex

The Greenland Flow Distortion experiment was centred on an aircraédfsedd cam-
paign based in Keflak, Iceland. The aircraft used was a modified BAe-146, a four en-
gined former passenger jet, now capable of carrying 18 scientists azwl dhew, along
with a variety of scientific equipment (Figure 3.1). The aircraft was clepafoperating
down to altitudes as low as 100 ft (approx. 30 m), allowing measurementsseya-
tive of the air-sea interface to be made. The fields of interest to us are Widsh are
important for air-sea interaction at the surface, namely sea surfacersomge 2 m air
temperature, mean sea-level pressure, 2 m specific and relative hudditywind speed

and direction, as well as latent heat, sensible heat and momentum fluxggtline ocean
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Figure 3.1: The Facility for Airborne Atmospheric Measurement (FAAMi)caaft. The BAe-146
is equipped with high quality instrumentation, capablesafarding high frequency measurements
of temperature, humidity and three dimensional winds, agabather variables.

surface. Timeseriéof these fields along the flight track, along with a number of others,
have been compiled into the GFDex ‘turbulent flux database’. The instiiatiam and
measurement techniques used, along with the quality control procedeidescribed in
detail by Petersen and Renfrew (2009), however for completenessfaliscussion of

the aircraft instrumentation and construction of the database in included her

e Three dimensional winds and flight-level pressureA five port pressure system
on the nose of the aircraft, along with symmetrically placed static pressureqror
either side of the aircraft allowed angles of attack, sideslip and true aitdpebe
measured. When these are combined with measurements of the aircrafiastoc
altitude from the aircraft’s Inertial Navigation Unit (INU), it is possible tarige
three-dimensional winds at a frequency of 32 Hz. A pre-detachmdibtration
flight suggested horizontal wind measurement uncertairt@87 m s''. During
the campaign, the measurement uncertainty was taken o #6.5 m s!, with

relative errors ok 0.1 m s L.

Flight level static pressure is recorded with a measurement uncertainty bP@.

1We refer to the aircraft data as a timeseries, however strictly speakinig thig accurate. Due to the
relative speed of the aircraft and scale and longevity of the featuieg bampled, the data are closer to a
spatial series at one moment in time.
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e Flight level temperature. Temperature is recorded through the use of two Rose-
mount temperature sensors, one of which is deiced with a heating elemeserhe
sors have a measurement uncertainty af0.3 K, with relative errors ok 0.01 K.

We were able to use the non-deiced sensor for all flights other than B2&fe it
became frozen up and the deiced sensor had to be used. The heatingt aheime
deiced sensor caused a small positive bias in the recorded temperdiiaie, by
comparison with the non-deiced probe in non-icing conditions was deterrtoned
be 0.48 K. The temperature series for B274 was thus offset(by¥8 K to account

for this bias. Temperature is recorded at 32 Hz.

e Flight level specific humidity. Specific humidity, or more accurately, total water
content, is measured using a Lyman-Alpha hygrometer, which has a measure
uncertainty of+0.15 g kg''. As this instrument measures total water, it cannot
be used to measure humidity when there is liquid water in the air. This constraint
meant that four humidity points had to be removed from the flux database. The
Lyman response tends to drift over time, and so must be carefully comypétettie
General Eastern hygrometer when in clear air (the General Easterthesehilled
mirror technique, thus in essence measures dewpoint temperature aodghlth
records at 4 Hz, its response time can be up to 30 s). The Lyman redoads a

frequency of 64 Hz.

e Sea Surface Temperature.Sea surface temperature is estimated with the use of
a Heimann downward facing radiometer. This measures brightness tenpénatu
the wavelength range of 8-14m at a frequency of 4 Hz. Skin temperature is then
calculated as

R} = e\Bx (T%) + (1 — ) Ry, (3.1)

whereRl is the upwelling radiance at wavelength ¢, is the surface emissiv-
ity, and B,, is the Planck emission function for skin temperatiite The surface
emissivity, ey, is often taken asy ~ 0.987, and thus the second term on the right
hand side of Equation 3.1 is much smaller than the first and can be neglebed. T
Heimann probe has a measurement uncertainty of 0.7 K, this is discusseih fully

Petersen and Renfrew (2009).
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The Heimann probe needs to be calibrated over open water before thef stach
low-level leg, and whenever the aircraft has been flying over sometiiay than
water (for example, sea-ice). This was the case during flight B276eVvemthe
second calibration, on leaving the sea-ice cover, was performed thyo while
the aircraft was still over the marginal ice zone. This resulted in the redosda
surface temperature after this point being biased high. Luckily, this fligihidied

a repeat of the first leg, and thus the bias in the SST could be accoumtby fo
a comparison between the legs before and after flying over the seatieepobt

sea-ice legs were corrected downwards by 0.8 K.

During flights B268, B271 and B274, the Heimann probe was either notde,
or was not calibrated before use. In these instances there are naemasts of sea
surface temperature available from the aircraft, and so for bulk fluxizdions sea
surface temperatures are derived from the high resolution UK MeteO®iSTIA
(Operational Sea surface Temperature and Ice Analysis) datasetnpacison of
this dataset and data from the Heimann probe when it was well calibratesddho
that OSTIA was biased high by 1.5 K in this region, and so these werectedre
downwards before they were used in the bulk flux calculations. Thiecton is
corroborated by the direct covariance sensible heat flux obsersgfatersen and

Renfrew, 2009).

e Altitude. Altitude was measured using a radar altimeter, and at low levels had an

uncertainty of< 1 m.

For the turbulent flux calculations, run lengths needed to be chosentsdredude
several samples of the longest wavelength of the turbulence of interekiq case this
scaled with the height of the boundary layer, which, from dropsontke daas approxi-
mately 1-2 km), while remaining short enough to ensure that sampling is ohenas
geneous a surface as possible (Petersen and Renfrew, 2003heRtrx database, the
run length was chosen to be 2 minutes, or approximately 12 km at the as@afnce
speed of 200 knots. Each point in the flux database represents the hizezariable over

a single run.
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Figure 3.2: Flight legs that make up the GFDex flux database, from Petessel Renfrew
(2009). Low level flight legs are highlighted in bold for BZ6%ue), B271(red), B274(yellow),
B276(cyan), B277(green), B278(magenta). Sea-ice corat@nt from the & March OSTIA data
is shaded in blue with a contour interval of 20%.

All of the variables were adjusted onto standard meteorological levels (2Owwirfds,
2 m for temperature and humidity, mean sea-level for static pressure) sisihijty-
dependent surface-layer theory, for example see Smith (1988)eReetf al. (2002). In
this case using the COARE 3.0 bulk flux algorithm (Faigdll, 2003) to calculate the
scaling parameters and surface roughness lengths for wind, tempeaatithumidity.
Wind speed was also calculated at 10 m assuming neutral stability for compavith
the winds from the QuikSCAT scatterometer, which calculates wind speethagsneu-
tral atmospheric stability. Flight level pressure was adjusted to mean sdatsuming
hydrostatic balance using the mean altitude and density over each run. Véotosh
was assumed to be equal at flight level and at 10 m. For consistency iragsons of
relative humidity (RH), this was calculated from the saturated specific humitiityea?

m Temperature in both the flux database and from the model data.
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Bulk fluxes of latent heat, sensible heat and momentum were calculatedttieom
surface meteorological variables using both the COARE 3.0 and the Smit8)(aR®-
rithms. Note that although turbulent fluxes calculated using the eddy dosrefaethod
were available for most of the low level legs, these were not used in thel moaar-
isons due to their relatively large variability caused by the “flux-sampling'tamdom”
errors.

There are 165 data points in the database, of which 19 are over orewe#resin
either one or more of the models or in the aircraft data and are thus nat Qfetthe
remaining 146 data points, 138 may be used for comparisons of wind speelitection,
127 for comparisons of temperature, specific and relative humidity andr&k& surface

temperature.

3.2.1.2 QuikSCAT

The seawinds scatterometer instrument aboard the QuikBird Satellite (kisaQunlkeSCAT)
was launched in mid-1999 to fill a data hole which was left following the preradil
ure of the Advanced Earth Observing Satellite (ADEOS-I), which caiig@8A's NSCAT
scatterometer.

Scatterometers are essentially active radiometers which measure thedi@cksam
wind induced centimetre-scale capillary waves on the surface of the .otkampower of
the backscatter is sensitive to both the size and the orientation of the capidaegval-
lowing vector winds to be interpreted from a series of measurements aediffezimuthal
angles. This is done by using a ‘geophysical model function’, whicheglsurface wind
stress to the size and direction of the surface capillary waves. The witel metres is
then calculated assuming neutral atmospheric stratification. The data wethisedom-
parison are retrieved using the “Ku-2001" geophysical model fungter, for example,
Wentzet al. (2001)). It is claimed that this is capable of wind speed retrievals of up to 70
m s, however there is little to no validation of QuikSCAT retrievals at such high wind
speeds.

Seawinds is a ku-band radiometer, operating at around 14 GHz, aadshadh width
of around 1800 km (Spencet al, 1997), allowing it to provide near global coverage

twice daily. The mission requirements for QUikSCAT was to be able to measuds win
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with an uncertainty of less than 2 nt'sfor speed and 20for direction. This seems
to have been achieved for most commonly occurring conditions. Eleicl. (2002)
compared QuikSCAT winds to buoy data over the world oceans and fagatdmean
squared errors of 1.01 ntsand 23, although errors in direction were significantly re-
duced for wind speeds above 3 m's Correlation coefficients wene= 0.925 for speed
and0.959 < r < 0.977 for direction. A similar study by Cheltoet al. (2006) found
component errors of 0.75 nTin the along wind direction and 1.5 nt5in the cross
wind direction. The discrepancy in these values explains why there cardeeerrors
in the QuikSCAT wind direction at low wind speeds which diminish rapidly as thelsvin
increase in magnitude. It is worth noting that neither of these studies includeg
data points which had winds stronger than 20Th, sind those that did had significantly
enlarged residuals, for example see Ebwtlail. (2002), Figure 3. Mooret al.(2008) car-
ried out a comparison between QuikSCAT winds and a single buoy modrdteafouth
coast of Greenland, near Cape Farewell, the windiest area in the vemdoh §Sampe and
Xie, 2007). The buoy was only in operation from late July to early Decerd®@4, and
thus did not capture the windiest period of the year, from December tau&ghb(Moore,
2003), however there were still numerous data points with winds greatedthen s .
Root mean squared errors were found to be 2.6 miis the NASA QuikSCAT product
and 2.3 m s! in the Remote Sensing Systems (RSS) product, which is the dataset used
in this comparison; with the NASA product having a correlation coefficiemttserved

winds ofr = 0.87 and the RSS produet= 0.89.

3.2.2 Analyses
3.2.2.1 NCEP Reanalysis

The NCEP/NCAR dataset is an atmospheric reanalysis, which uses aangechdata
assimilation system and numerical model from the start of 1957. The 3@atarassim-
ilation routine and the model itself are identical to the NCEP operational systéanw
was in place on the fJanuary, 1995, however the horizontal spectral truncation is at
T62, giving a horizontal resolution of around 210 km. The model hasez8cal lev-

els, five of which are in the atmospheric boundary layer. This is clearlynac@arse

resolution for a comparison with relatively high frequency aircraft oleens, however
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this dataset is still one of the most frequently used for setting the boundadjtions of
ocean models, and it is thus important to attempt to evaluate how well it re[sdlsxes
associated with the high impact weather systems in the subpolar North Atlantce wh
the atmosphere and ocean are strongly coupled.

Oceanic boundary conditions post-1981 are derived from the NOAkatipnal sea
surface temperature analysis, described by Reynolds and Smith (I984)s a weekly
SST average generated from buoy and ship observations, as wetilisesderived SSTs,
using an optimal interpolation technique. Prior to this, the UK Met. Office GI&3d is
used. Each grid box is assigned either a 100% or 0% coverage ofesealiculated from
SSM/I satellite data.

It is worth noting that, as with many other reanalyses, although the data assimilatio
scheme is invariant over time, the availability and quality of the observationsathat
available for assimilation is not. NCEP assimilates land surface, ship, rawdaspital,
aircraft and satellite data, much of which (particularly aircraft and satelisewvations)
were unavailable at the start of the reanalysis. It is therefore natarehts quality of the
analysis will be higher currently than in, say, the 1950s.

The NCEP reanalysis is archived on a®2:52.5° degree latitude/longitude grid and
is available every 6 hours.

A number of previous studies, for example Renfretal. (2002) and Smithet al.
(2001), have carried out comparisons between the NCEP reanalysigbarrvations.
Both of these studies found that the surface-layer turbulent fluxesgressly overesti-
mated, with Renfrevet al. (2002) finding sensible and latent heat fluxes 51% and 27%
too large, respectively. These errors were attributed to poorly reptes sea surface
temperatures and surface level humidity, as well as a roughness lemrgtinuge bulk
flux calculations which is unsuitable for moderate to high wind speeds. Itighwoting
that this study was during winter in the Labrador Sea, where there weréavge air-sea
temperature differences, where the model performed especially basgviar from an
oceanographic point of view, such areas are some of the most importaatg@ccurate
air-sea fluxes. It was also noted in both studies that the wind speeds aattaysis were

too low, especially at high wind speeds.
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3.2.2.2 ECMWEF Operational

The ECMWEF data used are from the operational archive in use durin@FieEx cam-
paign, which was run at a spectral resolution of T799, equivalentaionar 25 km, with
91 levels in the vertical and is available globally every 6 hours. Data weracted at two
resolutions, an N400 reduced Gaussian grid, the highest resolutiitederdo us, and an
N80 reduced Gaussian grid. The latter is the same grid on which the ECMVWHBR
reanalysis is provided, and thus can be used as a ‘proxy’ for the HR&analysis, which
is unavailable post-2002 but uses very similar surface-layer paranagiemis etc. to the
operational model. The use of data retrieved on two different grids fhensame model
also allows an indication of where model short comings are due to modéltieaaather
than limitations in the model dynamics or parameterisations.

The surface-layer fields provided are calculated from the lowest medel using
stability dependent interpolation and surface flux fields are accumulat¥daoc8 hour
forecast cycle initialised at 12 Z during the day of interest.

Oceanic boundary conditions are provided by NCEP on adrifl, and are thus very
similar to those used in the NCEP/NCAR reanalysis (see above). Sea-icelisds a
fraction coverage at each grid cell, with fractions below 0.2 being set tb i8. worth
noting that since GFDex, ECMWF have changed to using the OSTIA datagetscribe

boundary conditions, and this is likely to have an impact on the results peeSeere.

3.2.2.3 North American Regional Reanalysis

Although the North American Regional Reanalysis (NARR) is not consitlarethis
chapter, it is used elsewhere in this thesis, and a brief description is tHudedcfor
completeness.

The NARR is a high resolution reanalysis, with a horizontal resolution ofr8zkd
45 layers in the vertical. Itis based on the ‘Eta’ model and 3D variationalatsimilation
scheme used operationally by NCEP during April 2003, at which time it wefr for
the reanalysis. The NARR domain covers most of North and Central Amesoaell as
much of the North Pacific and Atlantic, a total of 2080° on a rotated latitude/longitude
grid. The area relevant to us (i.e. the Labrador and Irminger Seaf)cated in the far

‘north-east’ of this domain.
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Atmospheric boundary conditions are provided from the NCEP globdysisaand
oceanic boundary conditions are derived from°aReynolds SST. As with the NCEP

global reanalysis, sea ice is either set to 100% or 0%.

3.2.2.4 An upper limit?

Part of the GFDex campaign was a ‘targeted observations’ programreeg @wiopsondes
were released in areas which various operational NWP models predietedtth obser-
vations would have the biggest positive impact on the forecasts. To faciliiatedata
from the dropsondes were sent onto the Global Telecommunication SYGIER) (n near
real time, to allow the observations to be assimilated into the next forecass cyidiés
was the case not only in the targeted observation missions, but also in thensistiere
dropsondes were used solely to investigate the vertical structure of the@tere, as was
the case immediately before or after all of the low level legs. As these didpsavere
also sent onto the GTS, it is almost certain that the analyses will have bagmnicgd by
these additional data which were only available during GFDex. It is thus likelyythe
following comparisons will represent the best that the models are curieayhble of in

this area — an upper limit of their skill.

3.3 Low Level Flights

3.3.1 B268

The start of the GFDex campaign, on thé"Rebruary, 2007, was greeted by a synoptic
scale, barotropic low pressure system tracking eastward across ttte Attantic and
deepening to around 964 hPa. Our limited area forecast productdieslipp the UK
Met. Office, Icelandic Met. Office and the ECMWF all showed that this waestd result

in an easterly flow into the east coast of Greenland, causing a barnetdloevelop

off the east coast of Greenland over the Denmark Strait and Irminger Baés barrier
flow was forecast to accelerate into an easterly tip jet at Cape Farewelll@vithwinds
expected to reach around 30 m's The morning QuikSCAT pass showed winds at Cape
Farewell exceeding 40 nT$ (Renfrewet al, 2008). Although the surface winds were

predicted to be very strong, the heat fluxes associated with the easterfywigrgzonly
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Figure 3.3: Synoptic situation from the NARR in the North Atlantic at 12dring B268. Tem-
perature is coloured, with MSLP, black and 10 m wind speedjenta, contoured. Wind vectors
are shown every'8grid point.

expected to reach around 140 W frfor sensible and 200 W n# for latent heat fluxes.
These are significantly less than te800 W m~2 which have been speculated to occur
during some forward tip jet events (Doyle & Shapiro, 1999). This is duedadfhatively
warm and moist air advected into the area by the synoptic cyclone. Thptiysituation
from the NARR for 12 Z during B268 is shown in Figure 3.3. Itis clear totheaelatively
warm air being advected from the south east, and the acceleration of tie atiCape
Farewell, up to around 32 nt$in this analysis.

Flight B268 was planned to measure the structure and fluxes associatddengidst-
erly tip jet. The aircraft took off at 1048 Z and proceeded at high levedsdaand 62°N,
40 °W, where a dropsonde leg was carried out across the jet, to the coasterfland.
Further dropsonde legs were then carried out heading south alongritral@xis of the
jet, parallel to the Greenland coast, and then back across the jet just tasthef €ape
Farewell. The aircraft then carried out a profile descent at aro@ritN5 39.5°W, be-

fore two low-level legs, at-30 m, were carried out across the jet. The flight track of the
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Figure 3.4: Visible satellite image from AVHRR, at 1435 Z on the’2Hebruary, 2007. The B268
flight track is coloured by altitude, from low levels (yellparound 30 m) to high levels (cyan,
around 7.5 km).

aircraft during B268 is shown in Figure 3.4, overlaying the 1435 Z Adedrvery High
Resolution Radiometer (AVHRR) visible satellite image. Unfortunately, due tsosen
wetting on the descent, no temperature data were available during the ldvegvef

B268.

3.3.2 B271

From the 2% of February, the remnants of a polar mesocylone which had been tracking
westward across the Norwegian sea started to redevelop into a true pglactording

to the definition of Rasmussen and Turner (2003), who define a polardéavsmall, but
fairly intense maritime cyclone that forms poleward of the main baroclinic zoeepftrar

front or other major baroclinic zone). The horizontal scale of the polari$oapproxi-
mately between 200 and 1000 kilometres and surface winds near or edevierge.” By

the 28" of February, the low was starting to fill, however it was still very much agpiar

in the satellite imagery (see Figure 3.5) and in the limited area forecasts, whielpree

dicting sustained wind speeds of over 20 ™ n the western side of the storm centre.
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Figure 3.5: Visible satellite image from AVHRR, at 1236 Z on the'2Bebruary, 2007. The B271
flight track is shown in cyan.

The area of interest, north of Iceland is outside the NARR domain. Figurgh®s the
Icelandic Met. Office HIRLAM forcast from 12 Z, valid at 15 Z. The polaw is clearly
visible to the north-east of Iceland.

The aim of GFDex mission B271 was to sample the structure of the polar low, and
this included a low level leg, during which turbulent flux data were collectée. aircraft
departed Keflaik at 1035 Z and completed a dropsonde leg across each axis of the storm,
before completing a profile descent over the edge of the Greenlaridesaad a 300 km
low level leg along 68N, just reaching the western flank of the polar low. Winds along
the low level leg were northerly and relatively low at the start of the runyed 6 m s'!,
increasing to a local maximum exceeding 15 before slackening to around 11 m's
and then linearly increasing to around 20 it |s the aircraft approached the centre of
the low. Renfrewet al. (2008) speculate that this local maximum is the result of a barrier
flow caused by the high topography of ‘Liverpool Land’, a headlemhediately to the

north of Scoresbysund.
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HIRLAM-T: Cloud cover: Low, mid and high clouds.
~_ IT: Sun. 25, Feb. 2007 12Z
VT: Sun. 25.02.2007 15Z (+3 h)

Figure 3.6: Synoptic conditions during B271 from the HIRLAM regional d&, provided by the
Icelandic Met Office. Mean sea-level pressure is contouned@v, medium and high cloud cover
is shaded. Note the polar low in the north-east of the domain.

3.3.3 B274

During the late hours of theS1and early hours of the™® of March, a relatively weak
cyclone of 980 hPa, which had been located to the south-west of Icstiaridd to deepen
and move to the north-west towards Denmark Strait (Figure 3.7). Thewsctt] towards
the coast of Greenland caused the strengthening of a barrier flow inaihe&k Strait,
which had previously been caused by a stronger synoptic scale cytddhe north of
Iceland and a mesoscale cyclone to the west of Iceland. Winds in the DieiStrait
were forecast to increase from around 15 ™ sn the £ to over 20 m s! during the
2nd,

Two flights were planned to sample this barrier flow as the synoptic situatidveelo
The first, B273, was flown on the?lof March but included only dropsonde measure-
ments and no low-level legs. Flight B274 was flown on tA&d& March, and included a
dropsonde pattern identical to that executed during B273, befordikemtescent over the

north-west of Iceland and then a 300 km low-level leg, heading soest-along the core
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Figure 3.7: Synoptic situation from the NARR in the North Atlantic at 12ldring B274. Tem-
perature is coloured, with MSLP, black and 10 m wind speedjenta, contoured. Wind vectors
are shown every'8grid point.

of the jet. During the descent, the aircraft encountered severe icinghandrbulence
probe was iced over and put out of action. This means that high freguge® winds,
whice are derived from the turbulence probe, are unavailable andiiress must be cal-
culated using the INU derived winds and bulk flux algorithms. Heat fluxesentered
during the low-level leg were typically around 300 W infor the sensible flux and 200
W m~2 for the latent flux, the sum of which is greater than the clear sky solartiaulia
the Denmark Strait at this time of year. Although the winds encounteredp@t@®20 m
s~! were significantly lower than those during the easterly tip jet flight (B26&)wimds
were from the north-east, leading to much colder air temperatures ofcareRIPC.
Barrier flows such as the one encountered during B274 are very comintertime
features, and can persist for many days (Moore and Renfrew)2806h sustained high
heat fluxes must have an impact on the ocean. Rerdteal. (2008) calculate that the
buoyancy flux (the rate at which the ocean surface is losing or gainingjtyig for this
barrier flow was around-2 x 10~" m? s~3, This is similar to the values that Marshall and

Schott (1999) quote relating to open ocean convection of up to 2000 m irethrador
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Figure 3.8: Synoptic situation from the NARR in the North Atlantic at 12ldring B276. Tem-
perature is coloured, with MSLP, black and 10 m wind speedjenta, contoured. Wind vectors
are shown every'8grid point.

Sea. It is worth bearing in mind, however, that the Labrador Sea is wetbpditioned
and thus much more prone to this sort of overturning than is the water in thedkn

Strait (Marshall and Schott, 1999; Lavend¢ial.,, 2000).

3.3.4 B276

On the 8" March, a barrier flow with winds forecast to be around 15-20 thsas still
persisting in the Denmark Strait area (Figure 3.8). Flight B276 was platinegtasure
the structure of the jet at both low and high levels, over the open oceaginaldce zone
and more consolidated sea-ice. Following take-off, the transit to thetopeabarea was
undertaken at relatively low-levels:(300 m) to prevent the icing of the turbulence probe
which had been a problem on some of the earlier flights. A total of six low-legs were
flown, across the jet and over sea-ice, before an ascent overaheesand a leg across
the jet at 2000 ft and then a single dropsonde leg across the jet.

Heat fluxes during the open water legs were reasonably modest, witibleezisd

latent fluxes of up to 150 and 200 Wth These dropped markedly over the marginal
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Figure 3.9: Synoptic situation from the NARR in the North Atlantic at 12ldring B277. Tem-
perature is coloured, with MSLP, black and 10 m wind speedjenta, contoured. Wind vectors
are shown every'8grid point.

ice-zone, and to near zero over the consolidated ice.
Wind speeds, as forecast, were around 15-20"faver open water, dropping to

around 5 m 5! over the ice.

3.3.5 B277

Flight B277, on the B of March, was again surveying the barrier flow in the Denmark
Strait. Low level legs were planned along and across the jet at 100 feveowlue to poor
visibility caused by low cloud, the aircraft could not always operatelgatehis altitude,
and so the low-level legs actually varied between 100 and 500 ft. Due tontisha
relatively short legs, data from B277 makes up only 6 points in the GFDrxifitabase.
The parent synoptic cyclone, which had been responsible for thersetsfgeriod of
barrier flow over the previous few days was starting to move off to theafdstland,
Figure 3.9. This was causing a large amount of air to encroach on th&esetland
coast, and winds in the northern Denmark Strait were forcast to agaeaseto between

20 and 25 ms'. Winds during the low-level legs, once corrected to 10 m, rarely exceede
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Figure 3.10: Synoptic situation from the NARR in the North Atlantic at 12idring B278. Tem-
perature is coloured, with MSLP, black and 10 m wind speedjenta, contoured. Wind vectors
are shown every'8grid point.

20 m s, but were generally greater than 15 mf's

Heat fluxes were fairly typical for this barrier flow event, with combinedriagnd
sensible not exceeding 300 Wh There was however a strong spatial gradient in the
heat fluxes, increasing as the aircraft approached cooler, drigloaiing off the edge of

the sea-ice.

3.3.6 B278

On the 9" March, an elongated pressure trough was extending from Icelarid-s@st
across the Irminger Sea to just east of Cape Farewell (Figure 3.10)s\Wirer the Den-
mark Strait were from the north-west, and forecast to be around 1&-80" in mag-
nitude. Although this was not a classical barrier flow, it is likely that the windhe
area were still somewhat enhanced by the presence of GreenlargiwB2#nvisaged to
be a ‘Lagrangian surface fluxes’ flight over Denmark Strait. Initiallyrfltow-level legs
of 100 km each were flown, forming a square with its sides aligned alongeods the

average wind direction. Once the aircraft had regained the starting positibe first leg,
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further legs were then flown co-located with the first leg at heights of 18900 and 2500
ft. Following this, the aircraft proceeded to the opposite side of the sguatagain flew
legs at 100, 1500 and 2500 ft. In theory, due to the orientation of thenmwbiha& speed of
the wind, this should have been resampling the the air parcel sampled upstrea
Sensible and latent heat fluxes were generally seen to be aroundd @8@kV n1 2
respectively. The comparatively low values were caused by relativatgnw~ 0 °C) and

moist (relative humidity> 90%) air.

3.4 Dataset Comparisons

3.4.1 Methodology
3.4.1.1 Data Extraction

For each model (ECMWF-N400, ECMWF-N80 and NCEP/NCAR), dateevestracted
from the mid-day output, which was the most contemporaneous with the aiobrsdr-
vations, which were generally made between 1100 Z and 1500 Z. Foiredgtied data
point from the GFDex database a comparison data point was generatg@ Belauney-
based triangular linear interpolation to interpolate to the exact position of tabatse
point. Such triangular interpolation has the benefit that it is easy to applyeguiar

grids, such as the QuikSCAT swath.

3.4.1.2 Error Statistics

e Mean. The mean of a discrete set of data}, z, is given by

e Standard deviation. The standard deviatioq ©f}, 0., is the root mean squared

deviation fromz (i.e. the square root of the variance) and is given by

e Bias Error. For two linearly related setsy;} and {y;}, with {z;} assumed the
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independent variable, the bias error measures the mean differenceebdtyy}

and{x;}, and is given by

n

. 1
Bias error= — Z; (yi — i) -
1=

e RMS Error. The root mean squared (RMS) error is the average absi#uiation

of the dependent variablg); } from the independent variable:; }, and is given by

n

1 2
RMS = —E i — X)) .
error J - (yi — x;)

=1
e Correlation Coefficient. The Pearson correlation coefficiep, describes the

strength and direction of a linear least squares relationship between tiablga
{z;} and{y;}, and is defined by
Yo Ty — NTY

= —-1,1].
Tzy (n—1)og0y S

3.4.2 Comparisons

The top panel of Figure 3.11 shows that, in general, the mean sea lessudield is
well reproduced by both of the models in most circumstances, as one waqédtgiven
the relatively large scale and slow evolution of mean sea level pressure.n@able
exception is the NCEP reanalysis during B268, which is on averagecdfolRa too low.
This is most likely simply due to the coarse resolution of this reanalysis whichsikean
the slight ‘kink’ in the mean sea-level pressure (MSLP) field in the vicinitthefeasterly
tip jetis not resolved. The NCEP reanalysis also performs worst in B2Z26 and B278,
although in these cases it errs slightly on the high side of the observatidinst these
flights were in barrier flow type regimes, which are mesoscale orogrdlyhitfuenced
flows, where ageostrophic forcing is very pronounced (PetersgRanfrew, 2009), and
thus these shortcomings are also likely due to model resolution. Correlagdficeamts
for MSLP are high for all of the models: 0.99 for both ECMWF truncations @92 for
NCEP, showing that although NCEP often errs either high or low, it captines spatial

gradients fairly well.
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Figure 3.11: ‘Spatial’ timeseries plots showing the aircraft obsemwasi (black dots),
NCEP/NCAR Reanalysis (green), ECMWF Analysis at N400 (red) BCMWF analysis at N80
(blue). The top panel shows mean sea level pressure, thdenglddws 2 metre temperature and
the bottom shows sea surface temperature.
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The lower two panels in Figure 3.11 show respectively the two metre air tetapera
and the sea surface temperature, where available. One feature thatappmediately
obvious is, that although all of the models generally reproduce the gtadiethe 2m
temperature field very well, there is at times a surprisingly large spread in thelmo
temperatures. For example, during a period of B276, there-i$ & difference between
air temperatures in the warmest model (NCEP) and the coldest (ECMWIJ.-Ni8@h of
this discrepancy can be traced back to the analysed sea surface temgothe the models
use as boundary conditions. It can be seen in the bottom panel in Fidurdéh#t the
details of the gradients in the model sea surface temperatures often beazditthetriance
to the sea surface temperatures implied by the aircraft observations.riimgér Sea
and Denmark Strait, where these observations are taken, are ardamgfgradients in
the SST, where the cold, southward flowing East Greenland Currers rineerelatively
warm and saline Irminger Current, an extension of the North Atlantic CurrSuoch
strong, meandering fronts are likely under- or mis-represented in thivedfaoarse SST
analyses, and the strong coupling between the sea surface and theletritosprface
layer causes these errors to be reflected in the two metre temperature.

The proximity of the sea-ice edge is also likely a source of error for tweoresa
Firstly, the NCEP sea-ice field, as mentioned previously, has either a 0%086 tov-
erage of sea-ice for each grid cell. Pagowski and Moore (200t)edaput mesoscale
simulations with such a sea-ice field, as well as with fractional sea-ice aokfound
that the former resulted in an atmospheric boundary layer (ABL) whichhwtstoo cold
and too strongly stratified. Secondly, the coarse resolution of the NCE[RIrtartt] to
a lesser degree, ECMWF-N80) means that the location of the ice edge lwollddly
represented.

It is interesting to note that, during the second half of B276, there is a sigmiifots-
crepancy between the two ECMWF data sets, which can only be due to thatimimonto
a lower resolution grid, possibly in effect making the ice edge closer to theradtion.

Figure 3.12 shows that all of the model temperatures have a slope that idysligh
greater than 1, with the N80 and N400 ECMWF products having slopes ofh@ 1.09
respectively, and NCEP a slope of 1.14. It is also worth noting that the \EENI80

product has a significant bias ef0.7 K which is not present in the higher resolution
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ECMWEF dataset. It is difficult to draw many conclusions from the SST sqdtisr(Fig-
ure 3.12) due to the small range of observed sea surface temperatdrizsge degree
of scatter in the models. It is clear, however, that the model SSTs do rfotmewell
in this area, possibly due to a lack of in-situ observations to assimilate into thesasa
Note that while these figures indicate that biases may be present in thesvatioo-
spheric (re)analyses, there may be an undersampling problem hesds bBecause two
neighbouring flux runs may not be totally independent of each otheraendenerally
at a higher resolution that the models. This problem is apparent as 'logdiofs in the
scatter diagrams, for example the bottom left panel of Figure 3.12.

The top panel of Figure 3.13 shows the model and aircraft recoramifigchumidity.
All of the models capture the spatial gradients reasonably well, as expbotedver, the
highest resolution ECMWF-N400 dataset is able to capture the sharaegtmts, while
the coarse resolution of the NCEP reanalysis causes these to be smagthethewhat.
There is a striking similarity between the spatial timeseries of specific humidity asd th
of 2 metre temperature — at these temperatures specific humidity and its askeniats
are dominated by temperature. It is thus much more instructive to considezlgtiee
humidity, shown in the centre panel of Figure 3.13. It can be seen hdrbdtiaof the
ECMWF datasets still perform reasonably well, particularly the highetutea version,
everywhere except over the sea-ice, where these are somewhay {tloederror peaking
ataround 15% in the N40O dataset). Despite this, the statistics for thesertvpamwell,
with correlation coefficients of 0.72 and 0.83 for the low and high resolutasions re-
spectively. Bias errors are less than 2% for both versions, albeit wibrelift signs,
and RMS errors are respectively 6.2% and 4.9%. The relative humidity ilNGEP
reanalysis, on the other hand, performs very poorly and bears littlenbdsece to the
observations. The correlation coefficient here is only 0.09, with a ssgre slope of 0.06
and large bias and RMS errors of 5.1% and 10.5% respectively. ThalGEs reanal-
ysis performs poorly with respect to relative humidity in these conditions igntitely
unexpected — it has been seen before. Rendéteal. (2002) compareth situdata from an
oceanographic cruise in the Labrador Sea with both the NCEP and ECIvB)dnélyses
and found the relative humidity in the NCEP model to be generally around 13086~

too high. They noted that convective rainfall in the model was aroundtd®%w versus
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Figure 3.12: Scatter plots showing model/observation relationshipg fmetre temperature (left)
and sea surface temperature (right). A linear least squaggdssion is fitted through the data.
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Figure 3.13: ‘Spatial’ timeseries plots showing the aircraft obsemwasi (black dots),
NCEP/NCAR Reanalysis (green), ECMWF Analysis at N400 (red) BCMWF analysis at N80
(blue). The bottom panel includes QuikSCAT-RSS in mageTite top panel shows 2 metre spe-
cific humidity, the middle shows 2 metre relative humiditydahe bottom shows 10 metre wind
speed.
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Figure 3.14: Scatter plots showing model/observation relationship2 fmetre relative humidity
(left) and 10 metre wind speed (right). A linear least sqdaegression is fitted through the data.
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the observations. If this is due to a lack of shallow convection and subseqgloud for-
mation in the modé&lthen this could go some way to explain the overestimation of relative
humidity in the ABL. The weather during the cruise could generally be cladsifiécold

air outbreaks’, similar to the conditions during much of the GFDex campaigs, itlsl
likely that a similar explanation for the overestimation of relative humidity can led us
here.

The bottom panel of Figure 3.13 shows the 10 metre wind speed spatial tieseser
As well as the model data considered previously, this panel includes roatetlie Re-
mote Sensing Systems (RSS) QuikSCAT retrieval and the 10 metre neutratpeed
for comparison with this (crosses). Both of the ECMWF timeseries capturspiuéal
gradients of windspeed well, as we have seen with the other fields, hotheyeare sig-
nificantly underestimating the magnitude of the wind almost everywhere. Thelaimon
coefficients are 0.93 for ECMWF-N80 and 0.92 for ECMWF-N400, hawveheir bias
errors are-2.5 m s~ and—2.2 m s~! respectively. Both also perform worst at high wind
speeds, indicated by the low value of their regression slopes: 0.77 tdVBEENBO and
0.73 for ECMWF-N400.

The NCEP reanalysis not only consistently underestimates the speed ahthe-ly
up to 10 m s during B278—Dbut also the spatial gradients. This, however, is inevitable
in a model with such a coarse spatial resolution and does not necesstiity any short-
comings in the model dynamics. It is noteworthy that the NCEP reanalysisuapfme
perform best during the easterly tip jet flight (B268), with wind speedsso® the obser-
vations, around 23 n7$, albeit without the strong spatial gradients. It is likely, however,
that this is due to the model making the best use of the data available to it fronoghe d
sondes released during the flight, rather than it accurately resolvirgiexlgdip jet; the
surface wind field shows an unphysical ‘blob’ of strong winds rathem #inay structure
resembling a easterly tip jet. The NCEP model shows a correlation coeffafién62,
with a bias error of-3.1 m s~ and a RMS error of 5.0 ms.

The QuikSCAT wind retrieval, with its high spatial resolution, should be ablaps c
ture all but the strongest gradients seen in the observations and inddsekicapture

these very well. QuikSCAT, however, as seen previously (Ma&ral, 2008; Ebuchi

2More specifically, Renfrewet al. (2002) speculate that this could be due to an underactive or poor repre
sentation of the Bergeron-Findeisen process, whereby ice cloudsatdhe expense of liquid water clouds.



3.4 Dataset Comparisons

85

Table 3.1: Means and standard deviations of surface meteorologid¢ds$fieom aircraft data and
data extracted from the NCEP reanalysis and ECMWF analy$id@® and N8O.

MSLP TQm SST Gm RHQm U10m WD
(hPa)  (K) (K) (gkg') () (ms') ()
Mean | 993.1 272.3 277.8 3.10 84 17.3 29  Aircraft
9925 2716 277.6 2.92 83 14.8 38 ECMWF-N80
992.4 2724 2785 3.19 86 15.1 3RECMWF-N400
993.8 272.2 276.8 3.22 82 14.2 34 NCEP/NCAR
Std. dev| 10.9 2.2 1.1 0.64 8 3.64 30 Aircraft
10.8 2.6 1.6 0.79 8 2.8 26 ECMWF-N80
10.9 2.6 1.6 0.85 8 2.7 26 ECMWF-N400
9.7 2.8 1.3 0.51 5 5.0 39 NCEP/NCAR

et al, 2002), does not perform very well at high wind speed, overestimdtyngp to

4 m s ! during some of the stronger wind events (e.g. B278 and some of B26&). Th

QUIkSCAT retrievals have a correlation coefficient of 0.88, bias eff@.&m s ! and

a RMS error of 3.3 ms!'. The exaggeration of the wind speed at high speeds is clearly

seen through the high value of the regression slope at 1.39.

We have mentioned previously that low resolution models, such as the N@E&-re

ysis, cannot reproduce the strong gradients in wind speed seen insivaftions. It may

be natural, therefore, that one would expect a higher resolution mobetter represent

these gradients than a lower resolution model. This, however, doeswatsateem to

be the case, for nearly everywhere both truncations of the ECMWF Hata almost

identical gradients, and where these are strong in the observationgrthegually un-

derrepresented in the analyses. Chebtbal. (2006) showed through a spectral analysis

against QuUikSCAT data that all features smaller than around 1000 kmumees repre-

sented in the ECMWEF analysis, despite the fact that the resolution of ad@ukrd should

have been sufficient to resolve much smaller features. It seems thaigiseraething in

the models which acts to smooth out mesoscale features which the model seaald b

pable of representing. Once the resolution is increased further, leovikis smoothing

becomes much less apparent. For example the UK Met. Office NAE regiorkl mmgth

a spatial resolution of of 12 km, simulated all of the gradients measured dbeargFDex

campaign very well (Renfrewt al, 2009). A breakdown of the performance of surface

meteorological variables in the twvo ECMWF analyses and the NCEP reanialgsen

in Tables 3.1 and 3.2.
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Figure 3.15: ‘Spatial’ timeseries plots showing the aircraft obseiasi from the Smith (1988)
algorithm (black dots) and the COARE 3.0 algorithm (blacksses), NCEP/NCAR Reanalysis
(green), ECMWF Analysis at N400 (red) and ECMWF Analysis at Ni80e). The top panel
shows latent heat flux, the middle shows sensible heat fluthendottom shows momentum flux.
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Figure 3.16: Scatter plots showing model/observation relationshipsémsible heat flux (left)
and latent heat flux (right). A linear least squared regogsisi fitted through the data.
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Table 3.2: Statistical comparisons of aircraft data versus data ebedefrom the NCEP reanalysis,
ECMWF analysis at N400 and N80 for surface meteorologicaldiel

MSLP Ty, SST @m RHym  Uiom WD Aircraft vs.
Corr. Coeff. | 099 091 051 0.94 0.72 0.93 0.94ECMWF-N80
099 092 0.62 0.96 0.83 0.92 0.9£CMWF-N400
0.92 092 0.42 0.87 —-0.41 0.62 0.73 NCEP/NCAR
0.88 0.81| QSCAT-RSS
Slope 0.97 1.07 0.74 1.15 0.71 0.77 0.83ECMWF-N80
099 1.09 090 1.27 0.85 0.73 0.8EECMWF-N400
0.81 1.14 053 0.70 —2.46 0.93 0.95 NCEP/NCAR
1.39 0.80] QSCAT-RSS
Bias err. -0.7 -0.7 -0.2 -018 -17 -25 4 ECMWF-N80
-0.7 0.0 0.7 0.09 1.2 -2.2 3 | ECMWF-N400
07 -02 -10 -019 -29 -31 5 NCEP/NCAR
08 -7 QSCAT-RSS
RMS err. 1.5 1.3 1.4 0.34 6.2 2.8 11 ECMWF-N80
1.5 1.0 1.4 0.31 4.9 2.6 11 ECMWF-N400
4.4 1.2 1.6 0.34 10.0 5.0 27 NCEP/NCAR
3.3 21 | QSCAT-RSS

Table 3.3: Statistical comparisons of aircraft data versus data etedsfrom the NCEP reanalysis
and ECMWF analysis at N400 and N80 for surface flux fields.

T SH LH Aircraft vs.
Corr. Coeff. | 0.89 0.88 0.78 ECMWF-N80
0.90 0.90 0.79 ECMWF-N400
0.56 0.75 0.60 NCEP/NCAR
Slope 0.86 0.85 0.83 ECMWF-N80
0.93 1.00 1.06 ECMWF-N400
050 1.10 1.06 NCEP/NCAR
Bias err. -0.18 -4 4 ECMWF-N80
-0.16 16 24 ECMWF-N400
-0.20 15 27 NCEP/NCAR
RMS err. 0.22 37 34 ECMWF-N80
0.21 40 48 ECMWF-N400
034 79 73 NCEP/NCAR

The three panels in Figure 3.15 show the latent (top) & latent (middle) heasfand
the momentum flux (bottom). The ‘observed’ values are from the Smith (1288 )lux
algorithm (dots) and the COARE 3.0 bulk flux algorithm (crosses; Fadtadl. (2003)).
Although turbulent fluxes calculated through the cross-correlation mett®dvailable
during many of the low-level legs, we use bulk fluxes for the comparistimese are more
directly comparable to the fluxes calculated in the models which use similar stability-
dependent bulk flux algorithms. Although all of these algorithm are similar iarthe

they differ in their details. This is primarily due to the fact that the transfefficoents
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which are used in the bulk formulae are poorly constrained, and are basempirical
relationships which together allow a relatively large range of fluxes to legrad from
the same set of surface meteorological conditions.

Both of the ECMWEF truncations do well in all cases, with the errors genebellyg
traced back to an underestimation of the 10 metre wind field. Paradoxically,vtlee lo
resolution ECMWF-N80 dataset often seems to perform better than ther hizgadu-
tion ECMWF-N400, however this is a case of ‘getting it right for the wroegsons’, as
the improvement is caused by two errors—a generally low wind speed ahdbean-
atmosphere temperature difference—cancelling each other out to a keggeed The
ECMWF-N400 performs almost equally well at both high and low fluxes, veigression
slopes of 0.93 for momentum, 1.00 for sensible heat, and 1.06 for latentTiesatower
resolution ECMWF-NB8O0 tends to be biased low at high fluxes, with regnessipes of
0.86 for momentum, 0.85 for sensible heat, and 0.83 for latent heat.

The NCEP reanalysis generally overestimates both latent and sensibliulreat
at least where it has a good representation of the surface wind (the ilosv speeds
act to lower the heat fluxes). The correlation coefficients are signifjciower than
either of the ECMWF datasets; 0.56 for momentum, 0.75 for sensible heat @hdod
latent heat. The RMS errors are also large; 0.34 N fior momentum, 79 W m? for
sensible heat and 73 W for latent heat, all of which are greater than 50% of the
mean values for the respective observations (0.62 X for momentum, 122 W m? for
sensible heat and 125 Whfor latent heat from the Smith (1988) algorithm). The poor
performance of the NCEP reanalysis in the polar regions in high wind conslitsonot
solely due to insufficient model resolution. This was noted by Renéteal. (2002), who
showed that the roughness length formulations used in the NCEP modehppeadpriate
for use in high wind speeds as the transfer coefficients become sigtiifitam large, a
problem exacerbated by a large air-sea temperature differenceadiiao which was

almost ubiquitous during GFDex.

3.5 Summary and Conclusions

The Greenland Flow Distortion experiment provided a large databaselofjbijity ob-

servations of the atmospheric surface layer and sea surface, allovenglidation of
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atmospheric analyses which may be used for forcing ocean models. Resgenarally
consistent with previous studies; surface meteorological variableswareepresented,
apart from consistent low biases in the wind speed and a distinct lacklohske NCEP
representation of relative humidity, as seen by Renftal. (2002). Often where consis-
tent bias errors were present in the models they were attributable toiartioesprescribed
boundary conditions. Spatial gradients were often under represenpedblem which is
not only due to horizontal spatial resolution, but also due to proces#as imodels which
act to smooth out steep spatial gradients. This was seen in, for exampleryhamilar
performances of both of the ECMWF truncations and is in agreement withptdral
analysis of Cheltoret al. (2006), which showed a drop in power below scales of about
1000 km.

The ECMWF models gave a reasonable representation of the surfaes, flaxd,
given the great difficulties in choosing appropriate values of trangefficients, are
probably within the bounds of observational uncertainty. Conversebgiaement with
previous studies (Smitét al, 2001; Renfrewet al,, 2002; Joset al, 2002), the NCEP
surface heat fluxes are consistently biased high by up to around 56&seTarge and
systematic biases mean that the NCEP reanalysis, although often used pi®jmete
for forcing ocean models without recalculating the surface fluxes, famgke see Large
and Yeager (NCAR).

Despite the reasonable performance of the ECMWF analyses, it is cléantaber
atmospheric phenomena are not well represented, particularly in the N8@ation.
These kinds of reanalyses are often used to force ocean models, aadutider rep-
resented mesoscale features may have a significant impact on the amdar(example,
Condronet al, 2009). In Chapter 5 we will use the ECMWF ERA-40 reanalysis and
operational analysis as the basis for developing a parametrisation afl@rds tip jets,
which will allow an improved representation of these mesoscale featuresitclbded

into the ERA-40 reanalysis.



Chapter 4

Modelling the General Ocean

Circulation

4.1 Introduction

The equations that describe the flow of geophysical fluid are inheremtiyplicated, be-
ing both non-linear and coupled, and so cannot be solved analyticalbyrdbr to make
progress, one can choose either to simplify the equations to a point wieeeghations
become soluble, or to approximate more complicated insoluble equations throongin-
ical means. Although much value can be obtained from the former appffaaexample
consider the Eady model of baroclinic instability in the atmosphere (Ead®),16dthe
simple equations which describe Sverdrup balance in the ocean), intordardy the
three dimensional evolution of a fluid, numerical approximations are retjuire

The first uses of numerical approximations to the primative equations pereaps
unsuprisingly, in weather prediction. In 1904 Vilhelm Bjerknes set forthmamifesto
designed to place the budding science of meteorology on a rigorous footitigg for
prediction of the future atmospheric state to be calculated from well knoysigdi laws,
rather than relying on guesswork based on the observed evolutiorewbps similar
atmospheric states. The first serious attempt to do this was by Lewis Fryrésoma
while operating a Quaker ambulance in France in 1916. Richardson attetogelve
the full primative equations by hand, and it is not suprising that he wasutmtessful

— his numerical scheme was unstable, resulting in a pressure changd bP&4n six
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hours! At this time there was no such thing as a computer, and Richardsomédag
that operational forecasts could be produced quickly by a large nuafilpeople, each
performing the calculations for a single grid cell and directed by someone icethtre of
the room. However the birth of numerical weather prediction came with the US ygitar
ENIAC computer, and the solution of the barotropic vorticity equation by Gdeet al.
(1950).

Most of the ocean models used currently owe their existance to the workyahB
(1969). He developed a coarse resolution ocean general circulatidel mvidh realistic
boundaries and bathymetry, designed to study the large scale baroiropiaton of the
ocean, which was all that could be hoped for, given the limited computeepofihe
time. It is testament to Bryan’s numerical scheme that it has remained largaitanged

as computer power and model resolution has increased exponentially.

4.2 The Equations of Motion

4.2.1 Conservation Laws
4.2.1.1 A General Conservation Law

In this section we derive the equations of motion required to describe tieeajeircula-
tion of the ocean, following Haidvogel and Beckmann (1999).
Imagine a fluid property., surrounded by an arbitrary control volurife It is clear

that we must have

a/LdV:—/ Lu'nds—/QdV,
ot Jy oV v

whereu is the velocity of the fluidgV is the boundary o¥/, n is the unit normal t@V/,
andQ is a source or sink term. This merely states that a change of the amaliin 6f
can only be brought about by flow in or out @for by sources or sinks df in V. By the

divergence theorem, we then have

gt/deV:—/Vv-(Lu) dV—/VQdV,
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or, taking the derivative inside the integral and rearranging,

/ r;fjuv.(Lu)JrQ dv = 0. (4.1)
1%

Since Equation 4.1 must hold for any control voluirieit must be that the integrand is

identically zero, i.e.
oL

5 TV (Iw+Q=o0. (4.2)

So for a propertyl., we have a general law conseving that property.

4.2.1.2 Conservation of Mass

The mass of fluid iV is given by [;, p dV/, wherep is the local density of the fluid. Thus,

from (4.2), assuming we have no sources or sinks of mass, we have

gf; + V- (pu) = 0. (4.3)

4.2.1.3 Conservation of Momentum

Substituting the fluid’s momentum field into (4.2), we obtain

0 () + - (o) +Q =0, (4.4)

whereuu is the dyadatic vector product. Now,

=pu(V-u)+pu-Vu+ (u-Vp)u.

So, on expanding the time derivative in (4.4), we have

dp Ju
uE+pa+pu(V~u)+pu-Vu+(u-Vp)u_ZForces

or

dp Ou B
u<8t+u-Vp+pV-u>+p<8t+u-Vu)—ZForces (4.5)
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By conservation of mass, (4.3), the first term on the left-hand side of i&i8entically

zero, so we have
Ou
1% <6t +u- Vu) = E FOFCGS

or using the Lagrangian derivative,

— =) Forces (4.6)

The forces acting on the fluid can be split into ‘body’ forceswhich act throughout the

fluid, and stress forces, so that we have

Du

Here,o;; is the (second order) stress tensor

Tex Txy Taz
Oij = Tyr Tyy Tyz )

Tzx Tzy Tzz

with normal stresses; and shear stresseg,: # j. We can thus write

p 0 0 Tex TP Txy Txz
gij=—|0p 0|+ Tye Tyt D Ty =pl + T,
00 p Tzx Tzy Tzz D

wherep = % (Tza + Tyy + Tuz) is the mean normal stress.

The primary body force of interest is that of gravity, and is given by
F, = —/ pgVz dV.
14
We thus arrive at the momentum conservation equation,

u
—— = _Vp+V- T - pgV=z. 4.8
T p+ pgVz (4.8)
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4.2.1.4 Conservation of Energy

The conservation of energy equation can be obtained from considbarigtal energy of

the system,

1
E:/ <pu-u+pgz—|—pe) dv,
v \2

wheree is the internal energy per unit mass. The derivation is lengthy, and is omitted

here, see Gill (1982) for details, however the equation in its final form is

DT

D

wherec, is the specific heat at constant pressires the temperaturej is the thermal

expansion coefficient is a heat flux and = —Tij%

4.2.1.5 Conservation of Salt

In the absence of precipitation or evaporation, equation for the caatgmmof salt,s, is

DS

wherexg is the molecular diffusion coefficient for salt.

4.2.2 A Rotating Planet

The momentum equation as outlined above assumes an inertial frame ohcefenew-
ever at the time and length scales relevent to ocean circulation, the rotatioa eérth
cannot be ignored. Imagine an axigz, translating and rotating in relation to an inertial
axis XY Z, with an origin atrg, and a poinp whose location is with respect tacyz and

ry with respect taX'Y Z. We must then have

Dry  Drog n Dr
Dt Dt Dt
Di Dj Dk .Dz .Dy Dz
= e y= 42— — 4+ =L +k—= 4.12
v0+<th+yDt+th>+<1 +i—= + ) (4.12)

=vo+QXr+v, (4.13)



4.2 The Equations of Motion 96

where is the angular velocity of theyz system. Taking the time derivative of (4.13),

we have
Dvy  Dvyg D Dr Dv
Dt~ Dt Dt TR T D #4
Dvo D Dv
_ﬁ+ﬁﬂxr+ﬂx(ﬂxr+v)+ﬂxv+m (4.15)
:%-F%er—i—ﬂxﬂxr%—%lxv. (4.16)

The first two terms on the right hand side of (4.16) represent, in a gsa@athgense, the
acceleration of the Earth as it moves through space, and the varianaerotadkion rate

of the Earth. These are unimportant to ocean dynamics and may be negleaty us

with
Dvy Dv
"D —p<Dt+Q><Q><r+29><v) (4.17)
= —Vp—pgk+V-T. (4.18)

The centripetal acceleratiofi} x €2 x r, is a conservative force directed towards the
centre of the Earth, with potenti&l> R2/2. We can thus combine its potential with the
gravitational potentiakp,, and write

02 R?

=By~ o,

so that

1 1
v g, saxv-vo+lv.T. (4.19)
Dt p p

4.2.3 A Spherical Planet

The equations presented in the previous section are in the standarddPectesrdinate
system. When considering oceanic motions on the basin to global scale,rtfatuce
of the Earth becomes important, and it is more convenient to represent tlatoeg

in a spherical coordinate system. The resulting equations, the nonstgticqrimitive
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equations, are, in component form (Gill, 1982),

Du wvtan¢ = uw ) B 1 Jp «
p{Dt— . —i—r}—i-QQp(wcosqﬁ—vsmgb)—rcosqsa)\—i-(V‘T)')\
(4.20)
Dv  w’tan¢ vw 10p .
= _ -~ 20 ng = —--% -T) - 4.21
p[Dt r + r]+ pusing r6¢+(v )¢ ( )
Dw  u?+v? Op .
p[Dt— } —QQpcosgb——a—pg—k(V-T)-r (4.22)
Dp p ou 0 (vcos@) p O (r*w)
= — L = 4.2
Dt + 7 COs ¢ (8)\ * 1J0) + r2  Or 0 (4.23)
DT BTDp _V-(NT) o w2
Dt pc, Dt pCp PCp
p=p(p,T), (4.25)

where the material derivative is given by

D 0 u 0 v 0 0

Dt 0Ot + 7 cos ¢ OX + r o +w8r'
4.2.4 Standard Approximations
In order to simplify the equations of motion, a number of approximations whiglsait-
able for large scale oceanic flow are generally made.
4.2.4.1 The Boussinesq Approximation

Compared to the mean value of density in the ocean, the variations in density in time
and space are relatively small. We can thus represent density as thd awspare and

time-invarient mean value and a spatially and temporally varying peturbation:

p($>y>zvt):p0+ﬁ(x7yazvt)7 :00>>15

Itis then appropriate to replaggx, t) with py, everywhere exept where it is multiplied by

gravity, i.e. in a buoyancy term.
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4.2.4.2 Incompressibility

Following on immediately from the Boussinesq approximation is the assumption ¢hat th
ocean is non-divergent. Again splitting density into mean and peturbatits) e state-

ment of conservation of mass becomes

dp

po (V- w) + (V) +

=0.

The second term is clearly much smaller than the first, and can be neglegtéterfore,
assuming that the characteristic scaling lengths for the peturbation demsityraparible

to those for the velocity, the final term is also much smaller than the first, leagingth

V-u=0. (4.26)

4.2.4.3 The Hydrostatic Approximation

Using scaling lengths typical of the upper kilometre of the ocean, two terms irettieal
momentum equation can be shown to dominate by many orders of magnitudeathe gr
itational force and the vertical pressure gradient. The primary balartbeissbetween

these two forces and we can write

It is worth noting that making the hydrostatic approximation introduces spuitEuns
into the energy budget. To recover a physically meaningful energydiutgo further
assumptions are needed: we must assumeuthat0 in the horizontal momentum equa-
tions, and must make the thin-shell approximatios r, whererg is the mean radius

of the Earth.

4.3 The FRUGAL OGCM

4.3.1 Description

The Fine Resolution Greenland and Labrador (FRUGAL) Ocean Ge@Gnculation

Model (OGCM) is a three-dimensional, hydrostatic, finite-differencencaodel, based
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Figure 4.1: The FRUGAL grid is a curvilinear coordinate system. The hetson in the Southern
Ocean is 2.5, however placing the pole in Greenland increases the résolin the Greenland
and Labrador Seas to 1°.

Table 4.1: Vertical distribution of model levels in the FRUGAL modelot¢ the increased reso-
lution in the upper ocean.

Model Level Depth (m) || Model Level Depth (m)
1 0 11 2100
2 30 12 2600
3 90 13 3100
4 180 14 3600
5 300 15 4100
6 450 16 4600
7 650 17 5100
8 900 18 5600
9 1200 19 6100
10 1600

on the Southampton-East Anglia (SEA) model, which was in turn was baste dtod-
ular Ocean Model (MOM), developed from the 1960s by Bryan (1988mtner (1974)
and Cox (1984). It has a curvilinear co-ordinate system, with<2R2 grid points, and
the pole placed in Greenland at 7219, 40°W. This allows a relatively coarse resolution
of 2° x 1.5° in the Southern Ocean which increases to arolgfhas the pole is neared
(Figure 4.1). The model useseased vertical co-ordinate, with a maximum of 19 levels,
depending on the depth of the ocean. These are spaced unevenly ertibal vranging

from 30 metres at the surface to 500 metres at depth (Table 4.1), allowimgpaoved
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representation of physcial processes in the upper ocean.

The horizontal eddy viscosity is dependent on the local grid resolut®is set to
ensure that it exceeds the viscous western boundary and grid poinblde stability
criteria by at least a factor of 2 (Wadley and Bigg, 2002). The modéhceps the rigid
lid approximation in MOM with a free surface formulation, and thus a new disfitio
variable is introduced representing the elevation of the surface. Tdedréace allows the
representation of the barotropic mode, and thus a time splitting method is usezbywhe
the barotropic timestep is typically 50-100 times smaller than the baroclinic timestep.
This is to avoid fast moving barotropic gravity waves from violating CFL-tgtability
criteria. To increase the efficiency of the integration, the baroclinic time stefsds
dependent on grid resolution, varying from 2700 seconds in the Sou@eean to 337.5
seconds along the coast of Greenland, where the resolution is higVedief and Bigg,
2002).

Fluid density is calculated using a third order polynomial which closely afpmprabes
the nonlinear equation of state for sea water, but at a lower computatmstgBryan and
Cox, 1972).

Bathymetry is calculated from the ETOPO 5’ dataset (1986) and sill depthalken
from Thompson (1995). An illustration of bathymetry on the FRUGAL modé &

provided in Figure 4.2.

4.3.2 Model Equations
The FRUGAL model equations, as given by Beare (1998) are:

- Horizontal Momentum Equations

ou R N ou 9
) = S <K a~ )+A Vi,  (4.27)
v _ 1 o 9 (. D 2
G T+ fum e h e (xmaz)+Amv o, (4.28)

where f = 2Q sin ¢ is the Coriolis parameter, andl,, and K,,, are the horizontal

and vertical coefficients of eddy viscosity. The advective operatgr), is given

by
1 9

) = acos g ON (up

10 9
)+faf¢( w5 (wa), (4.29)
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Figure 4.2: Bathymetry in model levels in the FRUGAL model domain. Thettieof these levels
is given in Table 4.1.

and the horizontal Laplacian operator is

1 Pp  10%

2 — JR—
Vin) = a? cos? ¢ ON2 + a2 0¢? (4.30)
- Hydrostatic Balance:
0
a_p = —pg. (4.31)
z

- Tracer (temperature, salinity, or any passive tracer, deribjgtionservation:

a7 +T(T) = 9 (th> + AR V3T, (4.32)
0z 0z

whereA;, and K}, are the horizontal and vertical eddy diffusivity.

- Continuity Equation

(1) = 0. (4.33)
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Figure 4.3: Model discretization on the Arakawa B grid. On the horizbgtéd, velocity values
are located on the corners of grid cells, with tracer valnethé centre of the grid cells. On the
vertical grid, both velocity and momentum values are logatethe centre of the grid.

4.3.3 Model Discretisation

The equations described in the previous section are coupled and nonéindacannot
be solved analytically. Instead, they are discretised and solved numetisally a fi-
nite difference technique, following Bryan (1969) with modifications forftee surface
(Killworth et al,, 1991).

The equations are discretised onto an Arakawa type B grid, wheremohtal mo-
mentum values: andwv are placed on the corners of the grid cells and tracer quantities
T are placed in the centre of the grid cells. In the vertical discretisation, bothemo
tum and tracers are placed in the middle of the grid cells, Figure 4.3. Giverathes
of a variable, at adjacent points, the finite difference and averagesvalithe mid-point
between them is

iyl — K1

On (s) =~ (4.34

Ml — 1
=, (4.35)

with similar operators for the meridional and vertical directiahandz, respectively.

The model is timestepped forward in time using a centred leapfrog timestepping
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scheme, given by
n+1l Mn—l

(4.36)

The use of a leapfrogging method leads to a splitting of the solution into a phgsida
computational mode (Mesinger and Arakawa, 1976). The latter is removedthe so-
lution by introducing a Euler-forward mixing timestep every 16 regular timestep#
details of the discetisation and numerical solution of the model equations isigideare

(1998).

4.3.4 Model Parameterisations
4.3.4.1 Mixing

Mixing in the ocean mainly occurs along surfaces of equal potential dessiygalled
isoneutral (or often isopycnal) mixing, however mixing can also occur taseledegree
in the vertical and horizontal, which generally induces a component of mixangss
isoneutral surfaces (dianeutral or diapycnal). These mixing presese generally forced
by small scale phenomena, for example stirring by mesoscale eddiesaliyeres0 km)
in the case of isopycnal mixing or internal wave breaking in the case oycliabmixing.
These processes are too small to be resolved in the FRUGAL model, anthélyunust
be parameterized. This is achieved by introducing diffusivities for teamed momentum

into the model equations.

- Isopycnal Mixing is implemented using the scheme of Griffetsal. (1998) which
represents isopycnal mixing as a down-gradient diffusion in the isaialitec-
tion. Isopycnal diffusivities are taken from England (1993) and Yeogn 5 x 107
cn? s~! at the surface ta x 107 cm? s™! at depth. In regions where isopycnals
are steeply sloping, this scheme can become unstable, so the tangent tiqoelr me
of Danabasoglu and Mc Williams (1995) is employed to reduce the isopycnal mix
ing coefficients when the slope of the isopycnals exceeds a thresholel valis

retaining numerical stability.

- Vertical Mixing follows the scheme of Pacanowski and Philander (1981) whereby
eddy viscosity and diffusivity are Richardson number dependent. Adtinakis

scheme was developed to produce a realistic representation of the thearinclin
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the tropical oceans, they have been shown to work successfully in brecpical
and (sub-)polar seas. Tracer diffusivities vary from 0.3 @n! to 1.3 cn? s~!
and momentum diffusivities vary from 50 érs~! in the mixed layer, diminishing

rapidly below the thermocline.

- Horizontal Mixing. Tracer diffusivities vary fron.75x 107 cn? s~! at the surface
t00.375 x 107 cn? s~! at depth, following England (1993). Momentum diffusivity
is set tol x 108 cm? s~! in the Southern Ocean (smaller than those given by England

for stability reasons), and varies with grid resolution Wadley and BiggZp00

4.3.4.2 Convection

Oceanic convection generally occurs on very small spatial scales (aftdnkm) in
so-called ‘convective plumes’ (Marshall and Schott, 1999). Theseohviously sub-
gridscale and thus need to be parameterized. FRUGAL uses the coavectieme of
Rahmstorf (1993), which involves a simple bulk adjustment to remove static ilitgtab
from the water column. If any grid cell in the water column is found to haveeatgr
density than the cell below it, then the two grid cells are homogenized. Thésaiee
then compared to the next cell in the column, and so-on until all static instabititipden
removed. This is very similar to the static instability routine described in the PWPImode

in Chapter 2.

4.4 Atmospheric Boundary Conditions

The surface of the ocean is where the ocean and atmosphere intedchthuanvhere
heat, moisture and momentum are exchanged between these two mediums. ERUGA
is an ocean-only GCM, having no atmospheric component, so in order to snthia
exchange, fluxes of heat, moisture and momentum must be prescribeshyagadpoint
at every timestep. It is possible to obtain all of these fluxes directly from aineoie
reanalysis, such as ECMWF ERA-40, however these fluxes are colypiieteoupled
from the state of the ocean and so the ocean can rapidly ‘drift’ away drogalistic state.
Instead, one may calculate fluxes, incorporating the current state of¢fae onodel into

these calculations. This provides a stabilizing influence on the oceamnpirgy it from
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drifting too far from a realistic state. In-situ flux calculations also allow fluid&eo be
perturbed by simply perturbing the wind speed. This will be important fortperments

which are to be carried out with the FRUGAL model.

441 HeatFlux

The heat fluxed between the atmosphere and ocean can be descrihedsas of four
separate components: shortwave radiation from the sun, the balan@ehdtwmgwave
radiation emitted from the surface and that absorbed and re-emitted by thepaene,
the sensible heat flux and the latent heat flux. FRUGAL has been dddigmecept the

net surface thermal radiation as provided from an atmospheric modet stay write

Q10T = QSWhet T QLW T Qs + QL (4.37)

whereQror is the total heat flux between the atmosphere and ocgggp.is the incident
shortwave radiationy) w,., is the net longwave radiation at the surfa@g,is the surface
sensible heat flux, an@, is the surface latent heat fluQs and@, are set by the strength
of the turbulent transfer of heat and humidity in the atmospheric boundgey; lrowever
these processes are far too small scale to be resolved, éhgbswl(), must be calculated

through the bulk formulae

Qs = Chcppal10AT, (4.38)

QL = CeLpaU10AQ, (4.39)

whereCH and C are transfer coefficients for heat and moisture respectieglis the
specific heat capacity of sea watér,s the specific heat of vaporization of sea water,
pa is the density of airl[/1( is the wind speed at 10 metres, and” and AQ are the
difference between the sea surface and 10 metres of temperatureemifit $pumidity
respectively. The transfer coefficients are not fixed but are dkgregon both wind speed
and the stability of the atmosphere (Zestal,, 1998; Fairallet al., 2003). Fluxes are thus
generally derived from the calculation of momentum, heat, and moisturemesgiengh

scales £,, z,: andz,,), scaling temperature,, and humidity,g., and a friction velocity,
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ux. These are given by Zergg al. (1998) as

2= a2 4+ g2 (4.40)
g U
2o 1
In () _ 4Rel +7, (4.41)
Zot
Zoqg = Zot (4.42)

wherea = 0.013, § = 0.011, v is the dynamic viscosity of air and Ré the roughness
Reynolds number. Note that in the FRUGAL model, to bring the algorithm into line with

ECMWF flux calculationsq = 0.018, v is assumed to be fixed a5 x 10> ms~! and

2ot = 0.45, Zoq = 0.625. (4.43)

The roughness length scales and friction velocity are given as

Unok

Uy = m(jl)o_% (4.44)
Atk

£ = m (4.45)
Adk (4.46)

9« = —F7—~
I (£) - v,

wherek = 0.4 is the Von Karman constant ang; are corrective functions which are
dependent on atmospheric stability. The sensible and latent heat fluxehenaye itera-

tively calculated through the relations

Qs = paCplixtx (4.47)

QL = paluyq, (4.48)

4.4.2 Momentum Flux

The flux of momentum between the atmosphere and ocean can be calculateghttire
bulk relation

17| = paCp|Usol?, (4.49)
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however, as is the case with heat fluxes, the transfer coeffi€igntyaries with both wind
speed and atmospheric stability. Thus momentum flux must also be calculatesively,

and is given (Zengt al.,, 1998) by

|| = pa|u*\2. (4.50)

4.4.3 Moisture Flux

Moisture flux in the model is simply the difference between precipitation angoestion
(P — FE). Precipitation is derived directly from ERA-40 as the sum of the largdesc
(stratiform) and convective precipitation fields. Evaporation is not takem £RA-40,
but is derived by dividing the latent heat flux, which is calculated within thdehdy the

specific heat of vaporization of sea water.

4.4.4 Sealce

The model is coupled to a simple thermodynamic sea-ice model (Parkinsoneeshaiig/

ton, 1979). FRUGAL is capable of simulating sea-ice dynamics, howevesythamic
model did not work correctly with the high temporal resolution atmospherarfgr and

so was not turned on. Biget al. (2005) note that there are only minor differences in the
FRUGAL model between thermodynamic only and thermodynamics + dynamics simula-
tions. The sea-ice model alters the fluxes between the ocean, followikip$taret al.
(1987): where the sea-ice concentration is greater than 0.25, laterikixsia set to 0 W

m~2 and sensible heat flux is reduced to 10% of its calculated value. Theeséiatt

was initialized early on in the model spin-up to a constant thickness of 1 mvwelerg to

the north and south of the Arctic and Antarctic circles respectively. Théhiee melted

to equilibrium during the rest of the model spinup.
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Figure 4.4: Atlantic meridional overturning circulation (AMOC) in tHimal two years of the spin-
up, when the high-frequency ERA-40 fields were used to dhieentodel. The AMOC is shown
every 6 hours.
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Figure 4.5: (a) Sea surface temperatufed) and (b) sea surface salinity at the end of the spin up.
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4.5 Initialising the model

45.1 Spin-up

The model is initialized to the temperature and salinity of Levitus and Boyer j1%e4
the first year, temperature and salinity fields are robustly relaxed baclese ttlima-
tologies with a timescale of 30 days on all model levels. Surface wind stressived
from the climatology of Hellerman and Rosenstein (1983). For the next tacsy¢he
same robust relaxation occurred in the upper 1200 metres (9 levels) otdlam, while
below this the relaxation timescale was increased to 360 days. A furtheryibaee of
the integration were then carried out with the relaxation to climatology confindueto
surface of the ocean. During this time, the transports in the model are Istroomg
strained by the temperature and salinity climatologies, and so by the end 08 year
meridional overturning has essentially stabilized. At the beginning of yehe Tind
forcing is changed to the ECMWF ERA-40 seasonal climatology, from wineshwater
(precipitation-evaporation) and heat fluxes are also derived and applied to theswoifa
the model. To prevent model drift during the spin-up, the surface is amityrestored to
Levitus temperature and salinity on a timescale of 360 days. The ice model is iadialis
from the start of year 8, as described in Section 4.4.4. During the monthvinfahe
initialisation of the sea ice model, the model timestep is decreased from 27005Xs.13
From the start of year 9, the vertical mixing scheme of Pacanowski aitehElar (1981)
and the hyperbolic tangent taper method of Danabasoglu and Mc WilliamS)(a89in-
troduced. The model is then integrated for a further 50 years, allowingrtigation to
approximately equilibrate to the ERA-40 forcing.

To complete the spin-up, the model was run for a further two years wiecand
was provided by high-frequency winds, heat fluxes and moisturesfliugen the 6-hourly
ERA-40 dataset, with the latent and sensible component of the heat flalkesated in-
situ using the bulk formulae described earlier. Once the high-frequencyng is applied,
the Atlantic meridional overturning circulation becomes noisy, particularly innimeéer
as the north Atlantic region becomes increasingly stormy, ranging from %v2@ith
a mean winter value of around 15 Sv (Figure 4.4). At the end of the sppetipd, the
surface temperature and salinity fields still closely resemble the Levitus climets]ogie

to the constant, slow relaxation back to these values (Figure 4.5). Oncpithagpswas
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complete, all relaxation was turned off, and the temperature and salinity éeddged
only according to the fluxes applied to the ocean.
4.5.2 Control Run

At the end of the spinup, a control run for the numerical integration idetdeategrating

the model for 20 years with 6-hourly ECMWF ERA-40 forcing, betwee8dl&nd 2000.



Chapter 5

Parameterizing Greenland’s tip jets

5.1 Introduction

We have seen that small-scale, strong wind events such as westerlysa@dyeip jets
are not well captured in the relatively coarse resolution atmospheriealyeig products
which are used to set the boundary conditions of a wide array of cwelgingeneral
circulation models. Wind speed is closely tied not only to the transfer of momentum
between the atmosphere and ocean, but also to the transfer of latemraitnlesheat. If
the wind speed is underestimated, it is likely that these fluxes will also beestaeated,
which, in areas of convective activity such as the Labrador and IrmiSgas, could
have significant consequences for both the local hydrography anglabal overturning
circulation (Doyle and Shapiro, 1999; Pickaitt al, 2002; Vageet al., 2008). In this
chapter, we develop a parametrisation of easterly and westerly tip jets, alloals the
fluxes of heat and momentum associated with these jets to be more accuratedgiatan
into the forcing fields of ocean-only general circulation models, or, witth&rrwork,
coupled climate models at the coupling stage. This work has been accepebtlioation
in the Journal of Geophysical Research (Oceans)

In the following two sections we describe the creation of a QuikSCAT-bdatadset
which is then used to develop a simplified spatial description of tip jets. In sedtion
we describe how this can be introduced into an ocean or coupled model tovienie
representation of tip jets. Section 5 discusses the improvements in the distisbotion
wind speeds around Greenland, Section 6 discusses a previous ppsséiteetrisation

and Section 7 describes the impact the increased extreme wind speeds llagair/sea
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fluxes over the Irminger and Labrador Seas. Finally, in Section 8 we Lis#iraensional
ocean mixed-layer model (Prie al, 1989), used in previous studies of the impact of
Greenland tip jets on the ocean (e.gagéet al. (2008) and Chapter 2), to provide an
example of the impact that the parametrised tip jets have on the developmentvirtiie

mixed-layer in the Irminger Sea. Conclusions of the chapter are giverciio8§e.

5.2 Data-sets

In order to create a data-set of tip jets for use in the development of tampaisation, the
archive of QUikSCAT passes from 1999 to 2007 was manually seatohéentify passes
in which a well-defined tip jet was present. QuikSCAT winds are available tadg on
a 0.25 grid (L3 gridded product), and are thus able to represent the strordyspieeds
and spatial gradients associated with tip jets. If a tip jet was present inadivegpasses
these were assumed to be the same jet, and only one of these passes ated. sEle
selected pass was that which occurred in the middle of the series. Thesairg passes
were then subjectively filtered to select only those which have a cleariatidctive tip
jet, with little noise in the background wind field. The resulting data-set consfis32
well-defined westerly and 42 well-defined easterly tip jets. The data-aes sl types of
jet, from weak summer jets with peak winds less than 15 ® robust winter jets with
peak winds of over 35 ms. Zonal extents range from approximately 100 km to over
1000 km.

Using this data-set, tip jets were isolated using a semi-objective method, whereb
any pointp on the QuikSCAT grid was considered to be part of the jet,if> vsmax,
where smax is the maximum wind speed associated with the 4gtjs the wind speed
atp, andy € (0,1) is a threshold value used to delineate the jet from the background
wind field. Additionally, p must be connected to the point of maximum wind speed by
other grid points with a wind speed greater than or equal to that akhis method is
only semi-objective as, due to differing background wind fields, the vafue had to
be chosen for each case to successfully isolate the jet from the baockigfield. The
value ofy was chosen (subjectively) so that the edge of the jet was as closesasl@os
to the point where the ECMWEF analysis no longer substantially underestimatedrtti

speed in comparison with QUikSCAT. The valueyadver our data-set is fairly consistent,
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Table 5.1: The maximum, minimum, mean and standard deviation of tedues of the linear fits
to the decrease in wind speed along and across the jets, amaeidin significance level of these
fits.

Max(r) Min(r) Mean(r) Std(r) | Mean(P)
Westerly along-jet 0.96 0.56 0.86 0.10| 99%
Easterly along-jet 0.95 0.16 0.79 0.17| 97%
Westerly across-jet(N) 1.00 0.70 0.96 0.06| 94%
Westerly across-jet(S) 1.00 0.75 0.96 0.05| 96%
Easterly across-jet(N)  1.00 0.04 0.95 0.11 94%
Easterly across-jet(S)  1.00 0.15 0.95 0.12| 94%

with a mean of 0.76 and standard deviation of 0.09. It is worth noting that gjththe
subsequent parametrisation is dependent on this valgeanfl on the cases in the data-
set, the number of cases is large enough to ensure that case-to-Gabéityadoes not

lead to biases in the parametrisation. This is discussed further later.

5.3 Spatial Description of a Tip Jet

5.3.1 Scaling the jets

Once the tip jets have been isolated from the background wind field, we tstadypatial
structure associated with the jets. In each case, the spatial evolution o§pérds along
the central axis of the jet and perpendicular to this axis at 25%, 50% &¥dof%he
distance along the central axis are extracted. Three examples of ethesefare shown
in Figure 5.1, with a linear least square fit overlaid. In these three casgsatients both
along and across the jet are approximately linear, with a strong correlaioeén wind
speed and distance either along or across the jet. This pattern is seesllgen¢he 32
westerly and 42 easterly tip jet test cases. Over these test cases, thenRemrelation
coefficients between wind speed and distance along the jet axis both haws greater
than 0.7, statistically significant above the 94% level (Table 5.1).

A total of 96 across-jet sections were taken from the 32 westerly tip jetassis and
126 from the 42 easterly test cases. Again the decrease in wind spebd vzell repre-
sented with simple linear gradients. There is, however, a small asymmetryeetiae
gradients on the poleward and equator-ward sides of the jets (Figurefs diild so these

cases are treated separately. The Pearson correlation coefficiemeeibevind speed
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Figure 5.1: Examples of the decrease of wind speed from Cape Farewely ake centre of a
tip-jet, line segment AB, (a—c) and across the jet at its podi, line segment CD, (d—f). In d—f
the centre of the jet is highlighted with an arrowhead, toléfieof this is the south flank of the
jet and to the right is the north flank of the jet. The QuikSCAIhas are shown by the black

stars, with a linear least squares fit overlaid. A cartoomdg where gradients were taken from
is given in (g). (a)—(f) are on 18/02/2003, 03/02/2005, 162002, 10/01/2000, 09/04/2002 and

09/04/2002, respectively.
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Figure 5.2: Distribution of wind speed gradients for the westerly (aait)l easterly (d—f) tip jets

from our QUikSCAT dataset, as illustrated in Figure 2. () the centre of the westerly jet; (b)
Across the north flank of the westerly jet; (c) Across the Bdlank of the westerly jet; d) Along

the centre of the easterly jet; (e) Across the north flank efdhsterly jet; (f) Across the south
flank of the easterly jet. Solid and dashed lines show the rardmedian respectively.

above the 94% level (Table 5.1). Therefore, we can, to a reasornaeximation, de-
scribe the spatial structure of both the westerly and easterly tip jets by a tinesrase
in wind speed along and across the core axis of the jet from an assumedunawind
speed. Determining the maximum wind speed will be discussed shortly.

While the gradients along and across the jet are in general approximately timere
are differences in these linear gradients from jet to jet. The range & tradients along
the jet and to the north/south of the jet for both the westerly and easterly jéisvuss
in Figure 5.2. These gradients may be thought of as free or ‘tunabliblas for the
parametrisation, dependent on the metric used to describe the error imdhegprasation.
The approach we take here is to choose gradients which produce theohegsosite jet
over all of our test cases while still maintaining an accurate characterisdtindividual

jets. The best composites are found by searching o882 < ¢; < 0.031, 0.001 <
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gn,gs < 0.21, whereg; is the along-jet gradient ang, and g, are the north and south
across-jet gradients, respectively (all m &m~1), and finding those where the 10, 15 and
20 m s ! isotachs most closely mirror those of the QuikSCAT composite. The gradients
chosen are 0.014 nt$ km ~! along the jet and 0.08 nT$ km —! and 0.05 ms!' km —!

to the north and south of the jet respectively in the case of the westerly timgeQ).816

m s~! km ~! along the jet and 0.08 nT$ km ~! and 0.05 ms! km ~! to the north and
south of the jet respectively in the case of the easterly tip jet. These azeafjgislightly
higher than the mean and median observed gradients (See Figure 5&k baty close

to these values and well within the range of gradients determined.

5.3.2 Placing the jets

One of the challenges of parameterizing the Greenland tip jet is the variatibatiaadter;
no two tip jets are ever exactly the same in size, orientation or maximum wind Sjeed.
thus need a robust technique for placing and scaling each jet basegl largi-scale syn-
optic situation, which is in general skillfully reproduced in the atmospherjafiayses.

Both the westerly and easterly jets, to a good approximation, originate at the tip o
Cape Farewell (Moore and Renfrew, 2005). The tip of Cape Far@arlthus be consid-
ered to be the start of the jets regardless of the synoptic situation. Thene¢thbes
downstream in approximate accordance with the surface wind field althdugtto the
surface drag re-orienting the surface wind vectors towards thetdavepressure centre,
this is not exact — rather the wind vectors are oriented to the left of the &tiweget
(Figure 1).

Vageet al. (2009a) noted that, in a climatological sense, the westerly jet is a surface
extension of the upper-level jet-stream, which thus acts partly to steer thehgtpper
level jet is high enough to be almost completely unaffected by drag impodee surface
and is thus very well approximated by the geostrophic relationshig % x V,®, where
v, is the horizontal geostrophic velocitf,is the Coriolis parametes is the geopotential
andk is a unit vector in the vertical. Consequently, it may be expected that the ftéth o
westerly jet axis may be better related to the mean sea-level geostrophic ainithéhl0-
metre wind, and this is indeed seen to be the case. Figure 5.3(a) showsge patated

using the 10-metre geostrophic wind which closely matches the path of a legier



5.3 Spatial Description of a Tip Jet 117

LA =2 — ST
/ Q—\ -—q--—/(m‘///

§~-_‘f'l

Figure 5.3: QuikSCAT wind speeds (shaded, m'$ and vectors (every 1 degree) showing typ-
ical (a) westerly (01/10/2000) and (b) easterly (18/04()00p jets. Mean sea-level pressure
from ECMWEF is contoured every 4 hPa. The overlaid lines shaevghths where the core of

parametrised tip jets would be placed using the geostrdgblid) or 10 metre (dashed) winds as
a guide.
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Figure 5.4: Scatter plots showing the relationship between the maxinwimd speed in
QUuikSCAT and in ECMWEF in the area (a) 56—6N, 36—44°W, and (b) 56—62N, 40-54°W,
where westerly and easterly tip-jets respectively occustmommonly. A linear least squares fit
is overlaid in each case.

jet observed by QuikSCAT. We therefore use the mean sea-level ggloistwind in the
parametrisation to determine the path for the westerly tip jet.

In general, easterly tip jets evolve from barrier flows along the southeeast of
Greenland (Moore, 2003; Moore and Renfrew, 2005; Ougteal,, 2009). Such flows
have a strong ageostrophic component (i.e. the vector differencedretive true wind
and the geostrophic wind) and thus a path cannot be created using #tegb@ winds.
Instead we must resort to using the 10 metre wind field to create a path fot.thehg
easterly tip jet can thus be oriented slightly too far to the south, however this imtaia
lesser degree than the westerly tip jet would be displaced to the north wet8 thetre
wind field to be used to generate its path. Figure 5.3(b) shows a path tgghesing the

10-metre wind which closely matches the path of a easterly tip jet observedik QAT.

5.3.3 Peak wind speed

Here we use the ECMWF operational data-set, at ECMWF ERA-40 resolbiémceforth
ECMWE, as a ‘proxy’ for the ECMWF ERA-40 reanalysis (henceforlB=40), which
has too little temporal overlap with QuikSCAT. The ERA-40 reanalysis is otivelst
high resolution (T159- 1.125) for a global reanalysis, and performs well in comparison

to the NCEP/NCAR reanalysis in the sub-polar regions (Renéteat, 2002, 2009). The
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ERA-40 reanalysis does contain a representation of the Greenland tifpo@t,ane that

is spatially too smooth and significantly too weak in magnitudagget al., 2009a). A
comparison of the maximum wind speed in ECMWF with that in QuikSCAT for our 32
westerly test cases, over the area 56=8036—44°W, where tip jets are most likely to

be observed (Moore and Renfrew, 2005), reveals that ECMWFragtimates the peak
wind in a very linear fashion (Figure 5.4). Thus a least-squares lingaofitdes a simple
model to estimate the maximum wind speed in a westerly tip jet from the corresgondin

wind field in ECMWEF:

Secmwr — 6.241

A
0.493 ' ®1)

Stipjet =

where Siipjet is the maximum wind speed in the tip jet parametrisation, Sgghwr the
maximum wind speed in ECMWF.

Note that there is some evidence, e.g. Ebwathal. (2002) that QuikSCAT winds
may be biased high, particularly at high wind speeds, although this possislésinot
quantified. If the QuikSCAT product were biased high at all wind spebés this would
present a potentially serious problem for our tip jet parameterisation. Kotegver,
that this doesn't seem to be the case. Ebwthal. (2002), while mentioning that they
observed a few data points which seemed biased high at very high wiedsspmted that
there was no significant bias in the satellite retrieved winds at wind speegso®?0 m/s
were observed. A similar result was reported by Bourassa. (2003), who reported no
wind speed bias in their data set, which covered wind speeds from 0-20 m/s.

In the comparison of QuUikSCAT data with GFDex data in Chapter 3, there plso a
peared to be a positive bias in the QuikSCAT winds, evidenced by the viihe egres-
sion slope being greater than 1. However, it should be noted that this isaalgtively
small data set, and furthermore that the periods where QuikSCAT wagstmgrating the
wind speed were not necessarily the periods of highest wind spee@x&mple during
the first period of B268, where wind speeds were between 20 and 2RuikSCAT was
underestimating slightly, as it was for most of B276, when wind speedshedneeen 15
and 20 m/s. However, during the first half of B271, QuikSCAT suggesiads of over
10 m/s, when those recorded were only 5 m/s.

It should come as no surprise that QUikSCAT wind retrievals become lesisade
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at high wind speeds, while exhibiting little or no bias at lower winds speedstder to
calculate the wind speed from a radar backscatter signal, a geophysidal function is
used to relate the backscatter to the distribution of centimetre-scale capilleeyg wathe
surface of the ocean, and then relate these to wind stress and finallypeied. As wind
speeds increase, the ocean surface become increasingly coveredntgbaps formed
from wave breaking, and the atmospheric surface layer becomes filledegtbpray. As
the model function is generally formulated for relatively moderate conditioris, ribt
surprising that it becomes less accurate as the ocean surface becomasiitgly broken
up (e.g. Quilferet al, 2007).

The data on which we have based the wind speed part of this parametar{&agiore
5.4) does not show any obvious bias (i.e. deviation from a linear urtdeeg®n of wind
speed in ECMWF) at higher wind speeds, and indeed removing, for deathe five
highest wind speeds points, has only a minor effect on the slope of tressign line in
both the westerly and easterly tip jet cases. To further reduce the chafite parame-
terisation significantly overestimating the true wind speed associated with tip jemive
the maximum wind speed introduced by the parameterisation to 35 m/s (cordezptm
ECMWF wind speeds of around 24 m/s for the westerly tip jet and 21 m/s foratsterty
tip jet). Wind speeds of 35 m/s have been seen at the surface in high resohgsmscale
simulations of the Greenland tip jet (Doyle and Shapiro, 1999; éteal., 2009; Outten
et al, 2009) and observed near the surface (Renfreal., 2009). This gives us, for the

westerly jet, the relationship

% if Secmwr < 23.496,

Stipjet = (5-2)

35 otherwise.

Proceeding similarly, the maximum speed in an easterly tip jet may be given by the

relationship

S —7.159 ;
% if Secmwre < 20.84,

Stipjet = (5-3)

35 otherwise,

over the area given by 56—62, 40-54°N. Note that it is still possible that the pa-

rameterisation over estimates the wind speed slightly, but we believe we have rathimis



Figure 5.5: Composites of 2 metre Temperature (4€) and specific humidity (b,d, g kg) for
all of the 32 westerly (a—b) and 42 easterly (c—d) tip jet sas®d in this study, from the North
American Regional Analysis (NARR).

this error as much as possible given the limitations which are inherent in ak§ QAT,
which remains the best dataset for high frequency observations ofioibal gurface wind

field.

5.3.4 Temperature and Humidity

Although the wind speed is an important factor in setting the strength of aliestaand
momentum exchange, both the vertical gradients of humidity and temperatanglas
important roles. Figure 5.5 shows composites of 2 metre temperature aifitdpanid-

ity for the 32 westerly tip jets (a—b) and 42 easterly tip jets (c—d) on which treenpetrisa-
tion is based. The composites are from the North American Regional Rean@yARR)
data-set (Mesingest al., 2006), which has a 32 km horizontal resolution. In the westerly
case, the area around Cape Farewell is relatively cold and dry, withgaréemperatures
of around 0°C and specific humidities of around 2.5 g kg However these values are
simply due to the prevailing synoptic conditions; there are no mesoscaledeaiident

in Figure 5.5. Any such mesoscale features should be resolved in theelidiigh res-

olution NARR data-set (Renfreet al., 2009), however they would be sub-grid scale and
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Figure 5.6: A wind-rose showing the direction and intensity of winds @p€ Farewell (DJF,
1999-2004), adapted from Moore and Renfrew (2005). Winglmned into 22.5and 10 ms!
intervals.

therefore would not be consistently represented in the ECMWF (re)sisal@imilarly,
for the easterly tip jet (Figure 5.5¢—d), although humidities and temperat@rggaerally

higher than in the westerly case, ho mesoscale features are apparent.

5.4 The Bogussing Technique

The first consideration iwhenthe parametrisation should be called to place a tip jet into
the wind field. There are fairly well-defined synoptic conditions that asenied to give
rise to tip jets (Moore and Renfrew, 2005). For example, both phenonrented to
parent cyclones, between Greenland and Iceland in the case of ttexlwép jet and to
the south of Greenland in the case of the easterly tip jet. However, whileldrgsescale
situations may be necessary for the jets to exist, they are by no means stfiiotkeit
would be very difficult to derive a robust method for calling the parameivisdased on
large-scale features in the mean sea-level pressure field. During ¢msitrection of a
QUuIikSCAT climatology of tip jets, Moore and Renfrew (2005) noted that thextions of
strong winds around Cape Farewell were largely bimodal, with the vast ityagoming
from the west or north-east (Figure 5.6). These strong winds arelglassociated with
the (westerly and easterly, respectively) tip jets. We therefore assutranthstrong wind

from the west is associated with a westerly tip jet and any strong wind fromattie-east
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Figure 5.7: A flowchart describing the basic steps involved in insergiagterly and westerly tip
jets into the wind field of an ocean model.

or east is associated with an easterly tip jet.

As illustrated via a flowchart in Figure 5.7, the algorithm proceeds as follbrgsly,
the 10 m wind speed.f,) immediately to the south of Cape Farewell is calculated. If this
is found to be less than 10 nT’s (the approximate wind speed at which Equations 5.2
and 5.3 start to cause an increase in the wind speed) then it is assumed tipgehis
present and the parametrisation routine stops. If the wind speed is gteatekf0 m s!
then, depending on the signof, at Cape Farewell, a maximum perturbation wind speed

is calculated for the westerly or easterly tip jet (Equation 5.2 or 5.3). If thisuad to be
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less than 10 m' then again the routine stops. In the case of the easterly tip jet, a final
check is carried out, ensuring that the parametrisation is only called if thedinection
immediately to the south of Cape Farewell is betweeartd 100. This prevents invoking

the parametrisation in the case of any barrier type enhancement on theasstitboast

of Greenland.

Figure 5.8 shows, in schematic form, how the tip jet parametrisation is implemented.
Once it has been established that the parametrisation needs to be invekedatidv,
components of the geostrophic wind (in the case of the westerly tip jet) anelataid
from the mean sea-level pressure field, which must be included asfplaetatmospheric
forcing data-set. A point particle is then initialised just off the coast of Gagewell, at
the climatological wind speed maximum of Moore and Renfrew (2005). Thisrmar
is around 15 ms! in the DJF mean, however it is its presence rather than its magnitude
which is important here. This particle is then advected into Greenland(by, v,) for
the westerly tip jet, or by-(u19, v10) for the easterly tip jet and away from Greenland by
(ug, vg) for the westerly tip jet, or byi(io, v1o) for the easterly tip jet, thus creating a path
for the core of the tip jet. The exact length of this path will be dependent®sttBngth
of (ug, vg) Or (u10, v10), however it is advected for long enough to exceed the extent of
the tip jet for that wind speed (recall that this is linearly dependent on thénmyax wind
speed in the jet). This path, which is generated on the rational plane, is thgredha
onto the model grid using a simple nearest neighbour technique. Once this patthe
model grid, the wind speed at the point nearest the climatological maximum yéetis
is perturbed according to Equation 5.2 or 5.3 as appropriate, and thenirttlespeed
at each subsequent grid point along the path is perturbed by a slightér es®ount,
according to the model along-jet gradient described earlier. This ggamsases once the
perturbation to the next grid point in the sequence would result in a wiretlsgadue less
than that of the background wind field. Once this is complete, we have esegation
of the core of the jet bogussed into the wind field, and all that remains is &h ‘Gat’
the jet. In order to achieve this, all of the grid points in a domain covering thangrer
and Labrador Seas are mapped onto the core of the jet, with the mapping sefipsdd
by minimising the distance between each grid point and the core of the jet ¢F50@iy.

This mapping ensures that the line connecting each point in the domain to that in th
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Figure 5.8: A schematic showing how tip jets are bogussed into the wirgdield. (a) A point is advected from near Cape Farewell bygdostrophic winds calculated
from the mean sea-level pressure field, thereby creatinghaefpathe tip jet; (b) This path is then discretized onto tloean model grid; (¢) The wind field along the path
is perturbed, starting from the maximum wind speed caledl@ia Equation 5.2 and decreasing linearly until this speedld be less than the background wind field; (d)
Grid points ‘suitably’ near the path are mapped onto it in @ppndicular a fashion as is possible; (e) Points away frenténtral path are perturbed by a factor inversely
proportional to their distance from it, as long as this ressim a wind speed increase, otherwise they are left unpertcrosses); (f) The bogussed tip jet.
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Figure 5.9: Mapping from each point in the domain onto the jet core in tlesnperpendicular
fashion possible. For clarity, most of the mappings are stiadt.

image is as perpendicular as possible, given the discrete nature of thégridddEach
of these grid points is then adjusted to the strength of the wind at the point gatthe
core onto which it is mapped, multiplied by the distance between these two pothts an
the appropriate across-jet gradient, if and only if the resulting speedisgstr than the
unperturbed wind speed at that grid point.

In Figure 5.10 a practical example of the parametrisation scheme ‘in actioneis.g
In the unperturbed ECMWF wind speed field there is a representation tttewever
the very strong winds in the core of the jet are not represented and dkenired speeds
are only around 20 m3 (Figure 5.10a). Figure 5.10b shows the wind speed field with
just the core of the jet, which lies approximately along a line of constant mealegel
pressure, perturbed. Figure 5.10c shows the complete parametriseshjetyind speeds
in the core of the jet are now up to around 28 T sind there is a relatively large area
with wind speeds greater than 20 m's Note that the increased spatial gradients will
also lead to an increase in wind stress curl on the flanks of the jet. Figure ghbws the
corresponding tip jet from the nearest QUikSCAT pass to this time. The locatithe
parametrised jet is not perfect when compared with QuikSCAT, howegephtial extent
and the maximum in wind speed are very well reproduced. Note that whilethevinds

of the parametrised tip jet shown in Figure 5.10 are misplaced slightly to the sfilnd o
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Figure 5.10: A practical example of the tip-jet bogussing algorithm orl0d%92002. (a) The
ECMWF wind speed field around Cape Farewell, interpolated aritO resolution grid. (b) The

core of the jet laid out on thgo grid (c) The bogussed tip-jet; (d) The corresponding tigfjiem
the nearest QUikSCAT pass.

jet seen in QuUikSCAT, this error is not a systematic feature of the parantietnisaheme
in the case of the westerly jet. Interpolating the ECMWF and ECMWF+TJ wiridsife
5.10a and c) onto the QuikSCAT grid (Figure 5.10d) and then summing ovef #ik
grid-points where QuikSCAT data are non-NaN provides a method oftidyiag the im-
provement in the wind field around Cape Farewell. This summation over the&SQAK
data yields a value of 50127 nt§ while over the ECMWF data it yields only 36534 m
s~ 1. The perturbed wind field, ECMWF+TJ, sums to 46879 Th, significantly closer to
the QuikSCAT value than to the ECMWF value.

Figure 5.11 shows composites of the entire data sets used to develop theywigste
jet (32 cases) and the easterly tip jet (42 cases) parametrisations: CMEVF data,
ECMWEF with the parametrisation and QuikSCAT. The composites here arantlas
the impact of a single tip jet on the ocean is likely to be small, but the integratext effe
of tip jets over an entire winter may be climatologically important, for example in fgrcin
convection in the Irminger Sea. In the westerly tip jet case, the compositaeaisation

is very well co-located with the composite QuUikSCAT jet and compares vetyniterms
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Figure 5.11: A composite of wind speed (coloured, m'$ during the Greenland westerly tip jet (a—c) and easteplyeti (d—f) for all of the cases used in the current study
for ECMWEF (a,d), ECMWF with parametrisation (b,e) and QuikSQAa,f). White areas show where no QuikSCAT data were avaldblk to the presence of sea-ice or

consistent heavy rainfall.
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Figure 5.12: A representation of the tip jet parametrisation betweer®E8®1 1990. The light grey

shading shows the cumulative tip jet count for each yearthadlack lines show the maximum
wind speed difference between the parametrisation andatdot each tip jet. The top panel

shows westerly tip jets and the middle panel easterly tg j&he bottom panel shows the NAO
index (bars), calculated from ERA-40, together with a ndised tip jet occurrence anomaly for
westerly tip jets (solid line) and easterly tip jets (dotliee).

of wind speed magnitude. The easterly tip jet composite compares well in termsdf
speed magnitude, however it is not perfectly co-located with the easteirlyQetik SCAT,
but has a slightly stronger meridional component. It is possible that this slightcould
be minimised with the use of some nudging, however the methodology of suchigieeh
is likely to be dependent on the nature of the model grid. As this is intendederseaic
concept paper, we do notinclude such a technique. Figure 5.11 illsstinate on average,
the westerly and easterly tip jet parametrisations work well and are vdistieeompared
to satellite-derived winds.

The number of occurrences of the westerly and easterly tip jet parantietrigathe
ERA-40 from 1980 to 1990, are related to the North Atlantic Oscillation, calediftom
the mean sea-level pressure difference between the Icelandic LoitveAdores High in
the ERA-40 mean sea-level pressure (Figure 5.12). The relativereaces of the tip jets
are shown as normalised anomalies compared with the 1980-1990 meartclilrence
of the westerly tip jet is very well reproduced, with nearly all of the tip jetaiodng in the

winter, and a strong correlation between the number of tip jets in a year asigjthef the
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Figure 5.13: Weibull distributions of wind speed in the box given by 5568, 20-45°W for
QuikSCAT, ECMWF and ECMWF with tip jet parametrisation oves 82 test cases.

NAQO, in agreement with previous studies of the Greenland tip jet (Moo1@3;2doore
and Renfrew, 2005; Bakaliagt al., 2007; Vageet al, 2009a). The number of tip jets
parametrised is slightly larger than the number calculated by Moore (20@8dbderved
tip jets occurring between 5% and 14% of the time, depending on the winteeaBterly
tip jet is slightly under represented compared to the climatology of Moore §200%
saw the easterly tip jet occurring between 6% and 12% of the time during therwinte
depending on the phase and strength of the NAO. The difference idyldmgeause we
are considering a tip jet to occur whenever the parametrisation is calledgagloore
(2003) only considered events with wind speeds greater than gale(iofaa s'). In
cases where the wind is less than gale force, the parametrisation is catledl besult
in only small perturbations to the ERA-40 wind field. Counting a tip jet to occerev
time the wind field is perturbed over this period, approximately 3000 westedy @60

easterly tip jets are seen to occur, corresponding to 750 and 500 tip fetekpectively.

5.5 Wind Speed Distributions

A successful method of describing the distribution of the winds over thendeda use a
two-parameter Weibull model (Pavia and O'Brien, 1986). The Weibullibigion for a

random variablé/, with parameterst andC, is given by
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Table 5.2: Wind speed statistics in the box given by 556§ 20—45°W for QuikSCAT, ECMWF
and ECMWF with tip jet parametrisation over the 32 test cagdisvalues have units of ms!
other than the Weibull shape paramet@érwhich is dimensionless.

ECMWF ECMWF+TJ QuikSCAT

Mean 11.55 12.14 13.42
Max. 25.95 35.00 42.31
Min. 0.22 0.22 1.00
S.dev 4.8 55 5.47
A 13.00 13.71 15.12
C 2.58 2.32 2.62

<

f(V;A,0) =

SO SR

whereA (m s7!) is a scaling parameter axdis a dimensionless shape parameter. Figure
5.13 shows Weibull distributions and illustrates that both the ECMWF wind sgisérit
bution and the ECMWF+TJ parametrisation wind speed distribution are biasedien
compared with the QuikSCAT distribution. This is to be expected given thersgsite
differences between ECMWF and QuikSCAT at high wind speeds seeeiiops studies
such as Ebuchet al. (2002), or Chapter 3. The inclusion of a mesoscale feature such as a
tip jet cannot be expected to remedy this systematic bias, however it shoulaveribpe
wind speed distribution. This is indeed the case, with the shape of the distniliutioe
parametrised wind field more closely resembling that of QuikSCAT, giving are&sed
probability of observing wind speeds in excess of 17Th s

Improvements in the wind speed distribution can also be seen in simple statistics (Ta
ble 5.2). The changes caused by the parametrisation are all consisteatwiitiproved
representation of the tip jet: the maximum wind speed has increased by over 9 m
with the mean wind speed increased by only around 0.6 mb&cause the increased
wind speeds are limited to a small area. The minimum wind speed seen in ECMWEF is
unchanged. Arguably the most important statistic here is the standard deyvgitimg
a measure of the variability of the wind. If the parametrisation is behavingppptely
then the standard deviation should be similar in the ECMWF+TJ and QuikSCAdswin
as the tip jet accounts for much of the variability in wind speed in this area @laod

Renfrew, 2005). Standard deviations of QuikSCAT and the ECMWF+nd fields are
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Figure 5.14: Power spectral density from the L3 gridded QuikSCAT dataly®{F and ECMWF
with the tip jet parametrisation in the area 5260 23.5-45.5 W, estimated via Welch’s method,
for the 32 tip jet test cases. ECMWF data were first bi-lineartgrpolated onto the QuikSCAT
grid and the QuikSCAT data were slightly smoothed using aibtgmmoother. The graphic inset
shows the area over which the spectra were calculated.

5.5ms! and 5.47 ms! respectively, while that of the unperturbed ECMWF wind field
is 4.8 m s, indicating that the inclusion of the tip jet does improve the spatial variability
of the wind with respect to the best observations available.

Cheltonet al. (2006) note that, in comparison with QuikSCAT, the surface wind fields
in atmospheric (re)analyses lack power at high wave-numbers. Fialsgiales that are
comparable to the model resolution, this is to be expected, however sighdiffarences
were seen at scales much larger than this, which the higher resolution nsbdald be
capable of resolving. Is it possible that some of this ‘missing’ variability is duanto
under-representation in the models of mesoscale features such as tip igise F14
shows power spectral density over the 32 westerly tip jet cases ovepitieaast At-
lantic (note that the upturned tail of the QuikSCAT curve is erroneousjsadde to the
gridding and/or smoothing of the QuikSCAT data). Power should continaeedsing
approximately witht—2 — see Cheltoret al. (2006)). It is clear that the ECMWF wind
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Figure 5.15: A composite of wind speed over the 32 westerly tip jets in atadet, once a linear
scaling has been used to increase the wind speeds in therddiwée wind speeds away from the
core of the jet are significantly too high.

field lacks power at all scales, but this is particularly clear at scales lassatound 1000
km. Introducing the tip jet through the parametrisation adds power at scgtlgedn 100

km and 1000 km, bringing the power spectral density closer to that of QAKS

5.6 Previous Parametrisations

Vageet al.(2009a) noted, as we have seen here, that there is a good linear sHatiba-
tween the maximum wind speed in ERA-40 and QuikSCAT over the Irminger &&zgd
tip jet conditions, as well as average winds over the Irminger Sea gené3albn such a
relationship, it could be argued that a much simpler method of parameterizitig jbe
would be to apply this linear scaling to the wind field over the Irminger Sea wieerse

tip jet is suspected to be present. This approach, however, has a noirpbelolems. The
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main problem is how to distinguish the tip jet from the background wind field aptya
a scaling to only that area. ERA-40 has a reasonable representati@ncaiftér fringes of
the tip jet, it just does not resolve the ‘core’ of the jet where the highest speeds are to
be found. If a linear scaling is applied to an arbitrary domain around the tifhg, the
wind field surrounding the tip jet will also be perturbed, resulting in a wind frehich
is too strong over most of the domain. For example, consider Figure 5.1&h wihows
a composite of ECMWF wind speeds over the 32 westerly tip jet cases to whiitdaa
scaling (Equation 5.2) has been applied to the entire domain. The wind dibedantre
of the composite jet is comparable to that in the QuikSCAT and ECMWF+paraateins
composites (Figure 5.11), however away from the jet, wind speeds anificsigtly over-
estimated. It would, of course, be possible to use a smaller domain over tehegply
the scaling, however this would then not be guaranteed to capture the j@tdevould
be very difficult to choose a domain which would cover the whole jet and thielyet.

Another problem with this approach is, regardless of the domain the scatipglied
over, what happens at the edge of the domain. Simply stopping a scalingpatifics
point could lead to a significant jump in the wind field over a single grid point, i€reth
would be spurious convergence and/or divergence introduced intwittukefield, which
could in turn lead to spurious up or downwelling in the ocean.

Finally, a simple linear scaling can only tighten spatial gradients which aredglrea
present in the analysis wind speed field, rather than introducing incrgesaiénts. This
could lead to an under-representation of the strong wind stress cutthwbaurs to the
north and south of the tip jet and may be important for forcing local and rereobeu-

lations (Pickaret al,, 2003a; Spall and Pickart, 2003).

5.7 Enhanced Surface Fluxes

5.7.1 Latent and Sensible Fluxes

The heat fluxes in ERA-40 in a typical westerly tip jet case (Figure 5.1aglevated
around the tip of Cape Farewell, with values of around 650 W nmHowever, once the
parametrised tip jet has been inserted (Figure 5.17b), the total turbulgnflinees in

the core of the jet are increased to over 1200 W mThese are even greater than the
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Figure 5.16: Total turbulent heat fluxes (W n?) in ERA-40 and ERA4Q-TJ for a typical west-
erly (a,c, 12Z, Oct. 25, 1981) and easterly (b,d, 12Z, Jan1981) tip jet.

heat fluxes off the Labrador coast, which peak at around 1100"W ifhe causes of the
strong fluxes in these two locations are somewhat different. Those in tiadar Sea are
caused by very cold, dry air being advected from the continent, while thdke tip jet
are caused by stronger winds with a slightly smaller air/sea temperatureediféer The
sensible heat fluxes associated with the westerly tip jet seen here aig@onsith those
seen by Doyle and Shapiro (1999).

During testing both with and without the parametrisation over the winter (JFM) of
1980, the average combined sensible and latent heat flux over thersoluthimger Sea
using the ERA-40 forcing was 123 WTh, with a maximum value of 846 W nt. Using
the ERA40+TJ forcing, the average flux increased to 132 W,re. an increase of 9 W
m~2 on average. While this may seem to be a modest increase, one must bear in mind
that we are averaging over an area much larger than an average sigtd fiperaging

for this period over just those grid points which were perturbed by thanpatrisation
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Figure 5.17: Difference between the 2 m air temperature and the seaesurdmperature, with
the 10 m wind field overlaid, for the westerly and easterlg sown in Figure 5.16. Note the
northward advection of warm air and the generally smallesea temperature difference around
Cape Farewell during the easterly tip jet, despite this oanogiin mid-winter, whereas the westerly
case was in the autumn.

gives values of 254 W m? in ERA40+TJ, an increase of over 90 Wfhover ERA-
40. Furthermore the maximum flux increased to 1492 W nsuggesting that significant
changes in forcing occur in the Irminger Sea.

In contrast to the westerly tip jet, the easterly tip jet has a relatively minor impact
on heat fluxes. In the example shown in Figure 5.17(c—d), heat flugesndy increased
in the region of the easterly tip jet by around 60 Wn This is largely in agreement
with Chapter 2, where we used synoptic-scale arguments and float déwawdlsat the
easterly tip jet is not of comparable importance to the westerly jet in forcing opean
convection. This is due to the fact that air in the easterly tip jet has becomdyhea
modified, and is of a warm, moist, maritime nature. It should be noted, howtadtr,
Martin and Moore (2007) did see modestly enhanced heat fluxes afc@00 W nr?2 in
the vicinity of a easterly tip jet. It seems, therefore, that conditions do arisiich the
easterly jet can enhance air-sea heat exchange, although this imeclyethe case.

In January—February—March 1980, the average sensible plus fegaintiux over the
south-east Labrador Sea was 187 W with a maximum combined flux of 1116 WTH.
Once the easterly tip jet had been bogussed into the wind field, the averabaed flux

showed a modest increase of 2 Wup to 189 W n12.

5.7.2 Momentum Fluxes

Figure 5.18 shows the momentum fluxes associated with the same parametssediywe

tip jet and easterly tip jet cases as in Figure 5.17. The momentum flux calculated f
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Figure 5.18: Momentum fluxes (N m?) in ERA-40 and ERA4Q-TJ for a typical westerly (a,c,
127, Oct. 25, 1981) and easterly (b,d, 127, Jan. 18, 1981&ttip

the unperturbed wind field does show an enhanced transfer of momeetuadn the
atmosphere and ocean, in the vicinity of the westerly and easterly tip jets.vdgwdeie

to the under-representation of the jets, the peak momentum flux is only of diee afr
1.5 N n72 for the westerly tip jet and 1 N n? for the easterly jet. Once the tip jet and
easterly tip jet have been bogussed into the wind field, these peak valeds B85 N
m~2 for the westerly jet and 3 N i? for the easterly jet. Note that in the westerly case,
there is a further area of relatively strong wind stress, which is assdaidtte a synoptic-
scale cyclone to the south of Iceland. It is also important to note the stroridiome
gradients in the wind stress, which will provide locally large magnitudes of wireks
curl. Pickartet al. (2003b) and Spall and Pickart (2003) note the importance of localised
strong wind stress curl in forcing the oceanic circulation, both in the immedieitaty
and elsewhere in the sub-polar gyre through the propagation of Resst®s away from
the source. For example, Spall and Pickart (2003) suggest that brada Sea gyre is
driven by localised wind stress curl east of Greenland, communicatezpbgraphically

steered Rossby waves.
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Figure 5.19: Mixed-layer development in the Irminger Sea in a 1-D modsing time-series of
heat and momentum flux both with and without the tip jet pataisetion. The top panel shows
the total heat flux applied to the model, the middle panel shihve surface meridional and zonal
wind stress, and the bottom panel shows the developmentahiked-layer. The graphic inset
shows the location from where the time-series were extiiacte

5.8 Backto PWP

To provide a simple demonstration of the influence of the tip jet parametrisatitimeon
ocean, we return to a one-dimensional mixed-layer ocean model Rite1989), used
previously in studies of the impact of Greenland tip jets on oceanic mixed-theyesi-
opment by \ageet al. (2008) and in Chapter 2 of this thesis. To initialise the model,
temperature and salinity profiles were obtained from an Argo float in the d¢ieniBea
(59.3°N, 37.7°W) on December 28, 2008. Forcing time-series of total heat flux and
wind stress were then extracted from the ERA-40 forcing fields for 68 ttayn = Jan-
uary, 1983, when the NAO was in a positive state (+1.8). Two runs wemged out,
one using the standard ERA-40 forcing fields (control run), and sivgyuthe perturbed

ERA40+TJ fields (perturbed run). In both runs, a vertical resolutidnm and temporal
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resolution of 60 s were used, with a background diffusion coefficieh6o® m? s=1.
Figure 5.19a shows the total heat flux that would be extracted from trenocks
expected, the heat fluxes are similar when they are small; where theythdfiuxes from
the tip jet run are stronger as the increased wind is introduced into theddielids. The
largest differences between the perturbed and control runs arexapgtely 500 W nr?
around day 36 of the integration. Similar increases in the momentum flux areeglso s
(Figure 5.19b), although these are relatively larger; as U2. The largest increases in
momentum flux again occur around day 36, and are greater than"2NThe zonality of
the tip jet is maintained in the parametrisation, with nearly all of the momentum increase
in the zonal direction. Depending on the orientation of the tip jet, increasealsa be
seen in the meridional component (for example there is an increase oida®daIN nT2
in the meridional wind stress component at day 40). Figure 5.19c¢ showsé¢he mixed-
layer development for each of the forcing time-series. The pattern pedé®y is similar
in both of the runs, but the run with the perturbed time-series deepens nnang éach
high-flux event. The largest difference between the two runs occowund day 36, with
the perturbed run around 300 m deeper than the control. After this, thelayer in the
perturbed run encounters a layer of increased stratification. As ttreeredurther robust
tip jet events, the difference between the two runs decreases, resuléirgjfference in
mixed-layer depth of 170 m at the end of the 60 day integration. Althougle @rerno
validation data for this particular model run, previous studies (e.ggeét al. (2008))
have indicated that inclusion of the tip jet improves the evolution of the mixed-tiph
in the Irminger Sea as compared with observations, and by a comparablatamohe

differences seen here.

5.9 Conclusions

In this chapter we have developed a method for bogussing both westerlgaaterly
Greenland tip jets into a wind field. The parametrisation development has madé ais
dataset of 32 westerly and 42 easterly tip jets, but can be implemented wittouirse
to this dataset. The method allows for the variation of strength, shape, sizianta-
tion that are observed in tip jets and thus accurately reproduces a tip jetingjlinio be

smoothly blended into the background field. The westerly tip jet can caugeificant,
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if localised, increase in sensible and latent heat flux which we have démt@ushas a
significant impact on ocean mixed-layer depth and thus potentially on ciomwétocean
models. The effect of the easterly jet is more modest. This is in agreement naith p
ous work (Chapter 2), which suggests that the easterly tip jet is not af gngportance
in forcing open ocean convection. Both the westerly and easterly tip jet® @large
local increase in wind stress, and their relatively small meridional scals featbdically
to strong dipoles of wind stress curl, which have previously been linkedr¢alation
patterns in the North Atlantic.

The parametrisation does not rely on any external data-sets, only nesevebpres-
sure and surface wind fields, and can thus be easily implemented into eid@sT ocly
general circulation models or coupled climate models at the coupling stageconsid-
eration has been given to the transfer of heat between the ocean arsphére

In the following chapter we will examine the impact of both westerly and eadiprly
jets on local and global ocean circulation, by implementing the parametrisatiothato
FRUGAL global ocean general circulation model and examining ‘contral ‘perturba-

tion’ experiments.



Chapter 6

The Impact of Tip Jets on the Ocean

In this chapter we present the results of a number of multi-year integratiaghe 6RU-
GAL OGCM in which various combinations of the Greenland tip jet parametrisation
developed in Chapter 5, have been incorporated into the model setupieElarly tip jet
causes a cold anomaly of around0t@ spread throughout the Labrador and parts of the
Irminger Seas. A well defined cold anomaly is also seen in the deep westenddry
current underneath the tip jet, which is then advected away from theesivuttze bound-
ary current. In the first decade of the simulation the westerly tip jet resultsyatamatic
increase of the MOC of up to around 0.3 Sv, however this behaviougelsan a season-
ally cycling decrease in the MOC in the second decade of the experimentorfgsind
systematic increase in the subpolar gyre of up to 2.5 Sv is seen througbdutigiration.

The small increase in heat fluxes which is associated with easterly tip jetsriasu
much smaller temperature anomalies than the westerly jet. However, the inputtodime
ical energy associated with the easterly jet has a significant impact on ti@& 8fOwing
a systematic increase of up to 1 Sv (over short periods) which remaingtitbe dura-
tion of the experiment. The easterly tip jet is also seen to increase the circuétion
subpolar gyre, although less consistently than does the westerly jet.

When both tip jets are incorporated into the forcing fields the results aredliproa

speaking, an additive combination of the two individual cases.
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6.1 Experimental Design

6.1.1 Perturbation Experiments

The approach we take here is to perform a direct comparison betweeoritiel integra-
tion, which was described at the end of Chapter 4, and ‘perturbatiorrétimgs’. These
perturbation integrations are virtually identical to the control integratiorgif§ only in
that the tip jet parametrisation is incorporated into the model setup. It is thustickta
any differences between the control and perturbation integrationsraptlglattributable
to the improved representation of Greenland’s tip jets in the perturbatiomimqgs.

Such a methodology has been used successfully in the past to evaluate aloe afnp
improving the representation of small-scale atmospheric phenomena in the hémosp
boundary conditions of both ocean-only and atmosphere-oceanadeireulation mod-
els. For example, Condron et al. (2008) developed a method of pararretepar
mesocyclones into the forcing fields of an OGCM, based on a satellite climatofqupy
lar mesocyclones in the Greenland-Iceland-Norwegian (GIN) SeaslHst al., 1999).

A perturbation/control simulation showed that the inclusion of these mesama{avhich

are usually sub-gridscale in global atmospheric reanalyses) led to aimhihe cy-

clonic circulation in the GIN Seas and an increase in the volume of Greenkande®p
water (GSDW), which in turn led to an increase in volume flux of the Denmagit$ind

Iceland-Faroe-Scotland overflows. Hu and Meehl (2009) evaluhgenpact of Atlantic
hurricanes on the meridional overturning circulation in an AOGCM by pilgisg the

path and strength of a number of hurricanes and incorporating these erdtniiospheric
surface level wind field. This led to a significant cooling of surface vgatethe western
North Atlantic and a small increase in meridional heat transport througtcegeise in the
strength of the MOC.

One factor which must be considered when designing such experimermts isg
the simulations can be run without the control and perturbation drifting aphite still
allowing the perturbations in the forcing fields time to impact on the larger scaf@noc
circulations. Condroet al. (2008) ran their perturbation experiments for only two years,
limited by the length of the satellite-based mesocyclone climatology which was dgailab
Although some significant differences were seen in the ocean circulétiees conceded

that the run was probably too short to see the full impacts of the paramemisatithe
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ocean. For example, assuming an average deep western boundent ¢DkM/BC) ve-
locity of ~ 10 cm s™! (Fischer and Schott, 1997; Rhein, 1994; Piclearal, 1989) it
would take approximately two years for an anomaly generated in the sul#ytatic to
be propagated into the tropics by DWBC advection alone. Interior pathvaays/ from
the DWBC, are significantly slower.

The ECMWF ERA-40 reanalysis, which we are using to set the atmosplmridb
ary conditions for these experiments, uses unchanging data assimilatiaghbra the
length of the reanalysis (Uppadd al,, 2005). Despite this, the reanalysis does assimilate
new sources of data as they become available, which may have an impaet quathy
of the reanalysis. One of the largest shifts in the quantity of data which vaikalale
for assimilation into numerical weather prediction models came at the start cittikts
era. Temperature- and humidity-sensitive infrared radiances aratsypifessure observa-
tions derived from satellites were first available for assimilation into ERArd 1973,
with temperature-sensitive microwave radiances and winds calculatedckingyaf fea-
tures by geostationary weather satellites first assimilated from 1980 c8wefmperature,
pressure and wind data from oceanic buoys were also first availab@8m 1

Given that there is a stepwise increase in the availability of observatioteafrdan
1980, we choose to run the model integrations for 20 years, starting (@88 finishing
at the end of 1999). This should allow the parametrisation sufficient time fiudliesffect
to be seen, while not so long that a direct comparison between the péidordad control
runs becomes meaningless. It also means that there are as few as [xiepiltleanges
in the data being assimilated into ERA-40. While this may seem unimportant as these
changes apply equally to both the control and perturbation runs, it sheutdted that
the parametrisation developed in Chapter 5 was tuned using data from the@dig-1
onwards, thus is most appropriate for this quality of data. Its applicatiomgluanuch

earlier periods may be less justifiable.

6.1.2 The Modified Forcing Fields

Greenland’s tip jets are events that lead to very strongly enhancedrat@nentum
fluxes over short timescales, however it is still enlightening to considerdtarpations

that the tip jets make to the flux fields in a time averaged sense. In Figures 6612and
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Figure 6.1: Average winter (NDJFM) anomalies of (a) sensible heat fluxw? ); (b) latent heat
flux (W m=2); (c) freshwater flux (mm day' ); (d) wind speed (ms!); (e) zonal wind stress
(N m=2); (f) meridional wind stress (N m? ) between 1980 and 1999 inclusive, caused by the
inclusion of the westerly tip jet parametrisation. Values positive into the ocean.

we can see the perturbations caused by the inclusion of the westerly stedyetip jets
respectively, averaged over all winters (NDJFM) between 1980 888 inclusive. In
these composites, the westerly tip jet causes local increases in both ladeserasible
heat fluxes of up to around 50 W8, i.e. anaveragewinter increase in heat fluxes of up

to 100 W nT 2 in the southern Irminger Sea. The freshwater flux anomaly shows an aver-
age decrease (i.e. an evaporative increase) of 0.08 mm dagsulting entirely from the
increase in latent heat release from the ocean surface (precipitatisdre prescribed

and are left unchanged by the tip jet parametrisation). The average peéed sncrease
exceeds 3 ms at Cape Farewell. This increase in wind speed leads to an average
increase of zonal wind stress of up to 0.45 N“nThe changes in the meridional com-
ponent of wind stress are much more modest (as the westerly tip jets aralyeprenal

in orientation), and show a dipole structure varying fref®.05 N nT2 to 0.02 N n12,
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Figure 6.2: Average winter (NDJFM) anomalies of (a) sensible heat fluxrtw? ); (b) latent
heat flux (W nT2); (c) freshwater flux (mm day' ); (d) wind speed (ms'); (e) zonal wind
stress (N m2); (f) meridional wind stress (N ¥ ) between 1980 and 1999 inclusive, caused by
the inclusion of the easterly tip jet parametrisation. Eknare positive into the ocean. Note the
generally different colour scales here, compared to Fify. 6.

caused by the cyclonic curvature of the tip jet around its parent lowymesgstem.

As expected, the flux anomalies resulting from the inclusion of the easterly tip jet
parametrisation (Figure 6.2) are significantly lower than those from the syejgtie These
reduced fluxes are due to both the synoptic situation, which as we diddns€hapter
2 are not conducive to high heat fluxes during easterly tip jets, and ¢héhf the east-
erly parametrisation is invoked less frequently than the westerly parametnisalioe
average winter anomalies of sensible and latent heat flux under thelyeparametrisa-
tion achieve maximum values of 6 Wthand 8 W n7?2 , just to the south-west of Cape
Farewell. The slight increase in latent heat flux leads to a modest indreaggporation,
leading to a change in fresh water flux 0.01 mm day'. Wind speed in the region
increases on average by up to 0.6 M sleading to changes in the zonal and meridional

wind stress of-0.1 N nT2 and—0.05 N nT 2 respectively. Note that the easterly tip jet
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Figure 6.3: Timeseries of anomalies (perturbatiecontrol) of (a) sensible heat flux (W );
(b) latent heat flux (W m?); (c) freshwater flux (mm day' ); (d) zonal wind stress (N ¥ ; ()
meridional wind stress (N i ), caused by the inclusion of the westerly tip jet, averagest the
area[78,139] x [106,170] on the FRUGAL grid. This is an area covering much of the sudpol
north Atlantic, south of the Denmark Strait.

has a relatively stronger meridional component than the westerly jet, anddhef a
dipole in the meridional wind stress anomaly shows that the easterly jet tenalgetidelss
curvature than does the westerly jet.

Figures 6.3 and 6.4 show the timeseries of forcing anomalies averagettheworth
Atlantic region. There is a strong seasonal variability in the occurrenbetbfwesterly
and easterly tip jets, with the majority of jets occurring in the winter months as an in-
creased number of extra-tropical cyclones pass along the north Atlgortic sack. There
is also a distinct intraseasonal/decadal variability, due to the relationshipéretive fre-
quency of tip jets and the phase and strength of the North Atlantic Oscillationr@o
2003; Moore and Renfrew, 2005; Bakalianal,, 2007). When integrated over this North

Atlantic region, the westerly tip jet regularly produces area-averagesitde and latent
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Figure 6.4: Timeseries of anomalies (perturbatiecontrol) of (a) sensible heat flux (W );
(b) latent heat flux (W m? ); (c) freshwater flux (mm day' ); (d) zonal wind stress (N ¥ ); (e)
meridional wind stress (N n? ), caused by the inclusion of the easterly tip jet, averagexd the
area[78, 139] x [106,170] on the FRUGAL grid. This is an area covering much of the sudpol
north Atlantic, south of the Denmark Strait.

heat fluxes of around 20 W nd , with extreme area-averages around 40 W2 mAgain
we see much weaker latent and sensible heat fluxes associated withténky gets These
are generally area-averages around 10 W in both cases, with extreme values rarely

exceeding 20 W m?.
6.1.3 Calculation of Diagnostics

6.1.3.1 Mixed-Layer Depth

As we saw in Chapter 4, the FRUGAL OGCM has a hydrostatic formulation addige
~ 50 km and so is unable to explicitly model oceanic convection, which occursatin

scales ofO(1) km. However the model does allow a representation of vertical mixing
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by homogenising vertically adjacent grid cells wherever the water columntisasha
unstable. Thus the depth of the surface mixed-layer gives a good indicdtimnvective
activity.

Defining the depth of the mixed-layer, however, is not straight-forwaedvariety
of definition are commonly used. The definition generally relies on temperatiteea,
where the bottom of the mixed layer is where the temperafure SST-AT for some
previously defined\T', or similar criteria using density or potential density referenced to
a near surface depth. Kagaal. (2000) and de Boyer Moagutet al. (2004) both provide
good reviews of the mixed-layer depth criteria which have been usedviopssstudies.
Temperature criteria use AT varying from 1.0°C (Lamb, 1984) to 0.FC (Martin,
1985). The most common value used for density-based critedaris= 0.1250;, where
oy is the density-1000 kg m~3 at or near the ocean surface (Miller, 1976; Spall, 1991;
Huang and Russell, 1994). This corresponds to the characteristichwdgical mode
water in the north Atlantic given by Levitus (1982). ‘Optimal’ definitions of mixager
depth have been given by Kagaal. (2000) asAT = 0.8 °C and by de Boyer Moggut
et al.(2004) asAT = 0.2 °C or Aoy = 0.03 kg nv? for the global ocean.

Given the wide range of definitions of mixed-layer depth available in the litexatu
it is not immediately clear how best to calculate the depth of the mixed-layer in this
instance. We find the isothermal formulation to be successful, and chat§eaf 0.2
°C, following Thompson (1976), although the mixed-layer depth differeirc¢he range
0.1°C < AT < 0.3 °C are only small. The vertical resolution of the FRUGAL model is
fairly coarse, with only 19 levels in the vertical, leading to a gap of up to 50@twéen
levels in the deep ocean. This leads to the calculation of mixed-layer depth ditier
very insensitive or very oversensitive to small changes in temperaturthi&/ehoose to
linearly interpolate the temperature profile between model levels, allowing @dcdate

the exact depth at which the temperature threshalflis exceeded.

6.1.3.2 Potential Vorticity

In a frictionless, incompressible flow, we have (Pedlosky, 1987)

D (e+f)
Dt\ H | 7
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where( = V, x u = % — %Z is the relative vorticity,f is the planetary vorticity,

H = H(z,y,t) is the vertical distance between the ocean floor and the free surface and

L=0 14l + va% is the horizonal material derivative. Thus the quantity

_ ¢+ f
M= i (6.1)
is conserved along fluid trajectories, and is known as the potential vorfty Equation

6.1 may be rewritten for a barotropic, stratified flow (Pedlosky, 1987) as
II=->— V) (6.2)

where\ is any conserved property of the fluid flow. If we takeo be the density of the

fluid, p, then we have

+f0
I ~ Cpfaz’ (6.3)

where we have assumed that the horizontal density gradients are muclr ¢iaallthose
in the vertical, a valid assumption over the majority of the ocean. In addjtien f,
excpet in areas with exceptionally strong shear in the flow (for exampletine@dge of
western boundary currents such as the Gulf Stream or Kuroshio). \WWehusa neglect
the relative vorticity in the interior of the ocean, leaving us with

)
I ~ iaﬁ' (6.4)

PV is thus a quantity that is approximately conserved with the flow, and appsaa
minimum in areas of weak stratification such as mode waters and thus acts @er &ara
convectively formed water masses (e.g. LSW). Talley and McCartne82j1%sed PV
signals to calculate the pathways of Labrador Sea Water from its poinigif an the
Labrador Sea as far south as the equator. In our control/perturbapenments, we can
interpret negative anomalies of potential vorticity as increased produmtipanetration
of mode water in the North Atlantic. It should be noted however, that we nalstlate
the vertical gradient of density through finite differencing, which, gitlee low vertical

resolution of FRUGAL at mid-depths, may be a significant source of.error
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6.2 The Local, Fast Response to a Tip Jet

Although it is likely to be the integrated effects of a number of winters worth ofeti®
which has the largest effect on the oceanic circulation, single tip jets cahastél some
interesting transient local effects. In this section we investigate this bydsrirgy the im-
mediate impacts of the first strong westerly and easterly tip jets in the model imegra

on the ocean characteristics in the subpolar north Atlantic.

6.2.1 A Westerly Jet

Figure 6.5 shows the entire life cycle of the first strong tip jet event in the motke
gration, commencing at 1800Z on th8 January, 1980 and continuing for 30 hours. At
the start of the sequence, a small synoptic low pressure system has almvgdhe north
Atlantic storm track and into the lee of Greenland. Strong winds of up to 21 'na®
seen to flank the low pressure system to the north and south, in the cemiredér Sea
and south-east of Cape Farewell. The tip jet parametrisation has, asfyé&telavind
field unmodified. After six hours (Figure 6.5b) the low pressure censalbapened and
moved northwards, and the parametrisation inserts a small tip jet into the windnfitid
strong cyclonic curvature around the low pressure. The maximum wirgtlspehe jet

is now 26 m s, around 5 m s' stronger than the unperturbed wind field. Over the
next 18 hours (Figure 6.5c—e), a very robust tip jet has been bedirs® the wind field,
superimposed on an area of strong winds in ERA-40, with wind speed#ipest 34 m
s~1 at 1200Z on the 8 of January. This represents an increase in wind speed in excess
of 11 m s! over the unperturbed wind field. By 0000Z on tH& 6f January, the low
pressure system has filled and moved away from the lee of GreenlaritisAsoint the
parametrisation is no longer modifying the wind field, although there is still anairea
relatively high wind speeds to the south and west of Cape Farewell.

Such a strong enhancement to the surface wind speeds may be expbetesladarge
influence on the ocean velocity fields directly underneath the tip jet. Figush6ygs the
ocean velocity anomaly (perturbatienontrol) at the sea surface. In Figure 6.6(a), at the
start of the sequence, the two velocity fields are almost identical as thetodyewe are
considering is very close to the start of the integration. As the westerly tip jeif@sés

itself, a positive anomaly appears directly beneath the jet. The velocity andsnaby
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Figure 6.5: 10 metre wind speed at 6-hourly intervals (mshowing the life cycle of a parametrised westerly tip jeheTBtart of the sequence, panel (a) corresponds to
1800Z, 7th January, 1980.
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Figure 6.6: Surface horizontal velocity anomaly at 6-hourly interv@is s™') during a westerly tip jet event. The start of the sequenaaep(a) corresponds to 1800Z, 7th
January, 1980.
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Figure 6.7: Horizontal velocity anomaly on model level 6 (450 m) at 6-tipuntervals (cm s!') during a westerly tip jet event. The start of the sequeneegp(a)
corresponds to 1800Z, 7th January, 1980.
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Figure 6.8: Surface vertical velocity anomaly at 6-hourly intervalm(s™!) during a westerly tip jet event. The start of the sequenaagp(a) corresponds to 1800Z, 7th
January, 1980.
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Figure 6.9: Vertical velocity anomaly at 6-hourly intervals (cm’'9 during a westerly tip jet event on model level 6 (450 m). Tteetf the sequence, panel (a) corresponds
to 1800Z, 7th January, 1980.
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Figure 6.10: Free surface elevation anomaly at 6-hourly intervals (conind) a westerly tip jet event. The start of the sequencegiganh corresponds to 1800Z, 7th January,
1980.
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aligned with the direction of the wind stress associated with the tip jet, but is directe
mainly towards the south as a result of Ekman transport and a loss of@@ustbalance

in the flow. The anomaly increases in magnitude roughly in synchrony with thettip
peaking 6 hours after the strongest wind speeds are observedufaeesanomaly be-
comes the dominant feature in the surface flow field, reaching up to 70 tat &s peak,

in comparison to the mean flow, which peaks at around 10 Thirsthe East Greenland
Current (EGC). Although the velocity response of the surface ocdargss, it is confined

to the area directly underneath the tip jet and does not propagate awayhfiosource
region. The response is also transient; it decays quickly, becoming imgistirable from

the background state after approximately 1 day.

As one may expect, the response to the enhanced surface forcing isareclinic,
and decays rapidly with depth. At 450 m depth (Figure 6.7) the respeasée&s a maxi-
mum of only around 2 cms". At this depth the response is also less coherent, appearing
as a wave-like anomaly which propagates much further away from theesoegion,
probably through the generation of internal waves by the enhanced striess at the
surface (Garrett and Munk, 1979).

In Figures 6.8 and 6.9 we can see the vertical velocity anomaly at the swafat
at 450 m (model level 6) respectively. The general pattern is a strpwglling on the
north flank of the jet and a down-welling on the south flank, driven by titeeg dipole of
wind stress curl associated with the narrow area of strong winds typicefipfiet. Note
that although these maps are showing anomalies, these dominate over tgeobadk
vertical velocities in the model and so can be directly interpreted as areasvefling or
down-welling. In contrast to the horizontal velocity anomalies, the verticaihalies are
rather barotropic and show little variation within the upper 1000 m of the ocEhese
upwelling and down-welling regions correspond to a continuum resporite increase
in divergence and convergence respectively at the surfaceddncthe anomalous wind
stress curl; so-called Ekman pumping and suction. The typical verticatitiekseen in
the unperturbed integration in this area are aroltid® cm s, in good agreement with
observations (Johnsaet al, 2001). The perturbed values peak at aro@nd 10~3 cm
s~!, somewhat stronger than is typical of observed areas of enhaneadioaipwelling

associated with strong synoptic systems (Real.,, 2004).
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The sea surface height anomaly (Figure 6.10) pattern shows a dipolstiilature
just to the south of Cape Farewell, with a minimum immediately to the south and east
of the Cape, and lowered sea-surface heights throughout the loalff@d. Further to
the south of Cape Farewell we see a strong maximum in sea-surface fhecgéasing
throughout the period of enhanced forcing to a maximum of 2 cm. This dipadks e a
short-lived increase in the north-south gradient of sea-surfacatheaminiscent of the
second empirical orthogonal function (EOF) of sea-surface heightwnd stress only
model integration shown byé&kkinen (2001), suggestive that the tip jet may have a role in
setting SSH variability around Cape Farewell. The anomalous structurenshdvigure
6.10 again dissipates within about a day of the end of the period of erthatroespheric

forcing.

6.2.2 An Easterly Jet

In Figure 6.11 we can see the first strong easterly tip jet event of the atimgrwith the
start of the sequence on the™4éf January, 1980. In Figure 6.11(a) there are no high
wind speeds around Cape Farewell associated with an easterly jet, drailvexe is an
area of fairly strong winds, approximately 15 m'go the south-west of Cape Farewell,
associated with a synoptic-scale cyclone. In panel (b), we can seia¢hatea of strong
winds has moved north and has approached Cape Farewell, causirgydheefrisation
to insert an easterly tip jet into the wind field. This increases the maximum wiretispe
around Cape Farewell to around 20 m's Six hours later the cyclone has again moved
further north, causing a strong barrier flow to form off the south-eaast of Greenland,
which the parametrisation accelerates into a very robust easterly tip jedl (@anPeak
wind speed are now around 35 m's Over the next 18 hours, the cyclone continues to
track slowly north, and the parametrisation weakens the tip jet (panel admivitching
off as the wind field around Cape Farewell slackens (panels e and f).

In general, the local fast response of the ocean to the easterly tip jatyisinalar
to that of the westerly tip jet. The upper ocean responds quickly and $§tramghe
enhanced wind stress, with a velocity anomaly of up to 70 tias the surface during
the tip jet (Figure 6.12 b—d), which quickly decays once the enhanceithpis no longer

present. It should be noted, however, that the easterly tip jet enhtdressrface flow
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in the direction in which it is already flowing, i.e. it acts to enhance the flow atbag
eastern Labrador Sea arm of the subpolar gyre. Again, howeveveloisity response is
confined to the upper ocean, with a maximum response of only around 1'cat 450 m
depth (not shown).

The vertical velocity response at the surface (Figure 6.13) and at epithd450 m,
Figure 6.14) is again rather similar to the westerly jet, showing strong upwellidg a
down-welling regions of up to 16 cm s~! with little variation in the vertical. As we
have already seen, vertical velocity anomalies of this magnitude dominatéheverean
flow, so these are genuinely up- and down-welling regions. Interestitinglyertical ve-
locity response to the easterly tip jet initially shows a dipole structure, as digspemnse
to the westerly jet. However, as the easterly jet weakens, the anomaly pleweto a
tripole/wave-like structure, with two zonally oriented down-welling regionskilag an
upwelling region of similar strength. This is in contrast to the response oféiseanly jet,
which showed only a dipole structure which gradually loses coherentteeanhanced
forcing passes. This difference in behaviour is most likely due to thetlfiattthat the
easterly tip jet is, in this instance, fairly consistent in both size and locatioeress the
extent, curvature and position of the westerly jet changes considenatihgdhe period
the parametrisation is active, as the parent cyclone tracks north acedssithger Sea.

In Figure 6.15 we can see the anomalous response of the free surtheecasterly
tip jet, which shows a dipole around Cape Farewell. The response hevenjzacable
to, although in the opposite sense to that of the westerly jet, as the anomataulatimn
is anticyclonic. The localised negative anomaly of around 3 cm in the Labr@da
suggests that the easterly tip jet may play a significant role in the spin-up otamnaince
of the recirculating feature in the south-east Labrador Sea first sekavenderet al.
(2000). Although it cannot be seen from Figure 6.15, this negativenatyos much more
persistent than the positive anomaly associated with the westerly tip jet, aslitisang
the climatological low in sea-surface height present in the LabradorT®éapersistence
results in a feature such as that seen in Figure 6.15(f) being almost ubgjuntine winter

sea-surface height anomaly field in the model integrations.
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Figure 6.11: 10 metre wind speed at 6-hourly intervals (m sshowing the life cycle of a parametrised easterly tip jdte Btart of the sequence, panel (a) corresponds to
0000z, 24th January, 1980.
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Figure 6.12: Surface horizontal velocity anomaly at 6-hourly interv@s s~1) during an easterly tip jet event. The start of the sequepaeel (a) corresponds to 0000Z,
24th January, 1980.
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Figure 6.13: Surface vertical velocity anomaly at 6-hourly intervals(s™!) during an easterly tip jet event. The start of the sequeueneg! (a) corresponds to 0000Z, 24th
January, 1980.
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Figure 6.14: Vertical velocity anomaly at 6-hourly intervals (cm’9 during an easterly tip jet event on model level 6 (450 m). Jtaet of the sequence, panel (a) corresponds
to 0000Z, 24th January, 1980.
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Figure 6.15: Free surface elevation anomaly at 6-hourly intervals (cor)ndj an easterly tip jet event. The start of the sequenaeelpg@) corresponds to 0000Z, 24th
January, 1980.
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6.3 The Integrated Response to Tip Jets

6.3.1 Upper Ocean Temperatures

Although the ocean around Cape Farewell shows a fairly strong (atbmit-kved) dy-
namical response to a single tip jet, the short time period over which theseresaits in

a single tip jet event being unable to cause a significant change in thedmtantof the
ocean. However, given the high heat fluxes associated with these geteaafrequency
with which they occur over a typical winter (Moore, 2003; Moore and fRawn 2005),
their integrated effect may play a significant role in the modification of the d@maent
within the North Atlantic subpolar gyre. By altering the heat content of theeuppean
the tip jets may help precondition for, or trigger, open ocean convectiortharsdalter
the production rates of LSW-like mode water in the Irminger and Labradas G&ckart
et al, 2003a,b). Figure 6.16 shows the winter (JFM) temperature anomaly atf80 m
the winters of 1980, 1982, 1984, 1990, 1996 and 2000, caused hyesterly tip jet.
In 1980 (Figure 6.16a), the anomaly is largely limited to the area directly uadt#rithe
climatological westerly jet and appear as a dipole, with a cold anomaly of di@diC

to the north of and directly underneath the jet, and a small positive anomaytof@05

° just to the south of this. As the integration proceeds, the negative anomatpurid
0.1°C persists around Cape Farewell and the advection of this anomaly atwisdb-
polar gyre results in a lesser cooling of 0.95 spreading throughout the the Labrador
Sea and much of the Irminger Sea. By the end of 1984 (Figure 6.16c), tliaghas
spread rather uniformly over much of the western subpolar gyre, Fvpesceeding this
the anomaly shows significant interannual variability. Note that from 198aods there
are some significant temperature anomalies which develop in the northeradbalsea,
particularly apparent in the winter of 1996. These anomalies are notlgirelated to the
inclusion of the westerly tip jet into the forcing fields, but rather to the seéidtds in the
two runs, which tend to diverge at the ice edge. However, there is little esgcibat these
anomalies spread significantly into the interior of the ocean. Another inteydstiture
that is apparent in Figure 6.16 is the warming in the central and westerolaulyyre
between 48N and 54°N. This first becomes apparent as a very slight warming of 0.01
° in the winter of 1984, and consistently increases in magnitude until the end oftd:

gration in 2000, when it has strengthened to 0G5 Again, this is not a direct response
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Figure 6.16: Annual average temperature anomalies at 30 m caused bydhsion of the westerly tip jet into the atmospheric forcfiedds.
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Figure 6.17: Annual average temperature anomalies at 30 m caused bydheion of the easterly tip jet into the atmospheric fordiedds.
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to the heat flux changes imposed by the inclusion of the westerly jet, but $sih of the
dynamical response of the ocean to the increased mechanical inputirsshgtress curl
associated with the jet. This causes a redistribution of the advection of $satiated
with the North Atlantic current. In particular, there is an increased flow ahwaater
into the Labrador Sea region. We will discuss this further shortly.

In Chapter 2 we argued, using a global reanalysis, that the atmospbediions
that are dominant during easterly tip jets were such that these jets werdytdikégger
open ocean convection in the secondary convection site in the southabaatior Sea. In
Chapter 5 we saw that when parametrised, the easterly tip jet did not resigibificantly
altered air-sea heat fluxes. We would expect, therefore, that theimtlofthe easterly
tip jet would result in only small changes in oceanic heat content. In Figiievde can
see the changes in ocean temperature caused by the easterly tip jet fmmehaviters
as in Figure 6.16. The easterly jet causes a very slight decrease in &tonpesf less
that 0.02°C in the vicinity of the easterly tip jet during the first winter of the integration
(Figure 6.17a). However, in contrast to the westerly jet, this cooling anodug not
strengthen and spread in the proceeding years; in fact the largesiabndue to the
inclusion of the easterly jet is seen in the first winter of the integration. By theewof
2000 (Figure 6.17f) the temperature field is virtually indistinguishable fronctmerol
integration. Again, however, note that some relatively large temperatoraaies form
of the fringes of the Labrador Sea as the sea-ice fields between thebpditin and control

integrations begin to differ.

6.3.2 Mid-depth and Deep Ocean Temperatures

As the westerly tip jet removes a significant quantity of heat from the otleigmesults in

an increase in convective activity as the surface waters become ma® ddnis increase

in convection causes the surface temperature anomalies to penetrateieee ocean
interior. At 450 m (Figure 6.18) the temperature anomaly closely resemblesfttie

upper ocean. The cooling directly underneath the jet is slightly smaller atepif,dup

to 0.08°C, and the spatial pattern is somewhat smoother, but the signature of the jet is
still clearly visible. The cold anomaly is also able to spread slightly further saiutiis

depth as it is uninterrupted by the strong warming observed at the suafdueugh this
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Figure 6.18: Annual average temperature anomalies at 450 m caused hydhsion of the westerly tip jet into the atmospheric forcfields.
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Figure 6.19: Annual average temperature anomalies at 2600 m caused mctasion of the westerly tip jet into the atmospheric fogiields.
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spreading of cool water is generally confined to the western boundaing dasin. The
signature of the warm water from the North Atlantic current intruding into talrador
basin is still apparent at 450 m, particularly from 1990 onwards, althdlughvarming
trend is not as strong as was observed in the surface waters, as thienadtieimperature
gradient decreases with depth.

In Figure 6.19 we can see the temperature anomaly in the deep ocean (26@deh,
level 12) due to the inclusion of the westerly tip jet in the atmospheric forcingsfidide
trend directly underneath the tip jet, to the south and south-east of Capedhids of the
opposite sign to the temperature anomaly in the same location in the upper ocean, with
a warming of up to 0.018C. This is because the dominant influence at this depth is not
the surface cooling, transmitted to depth by static instability adjustment, but tather
vertical downwards mixing of heat caused by the strong input of mechlamergy at the
surface. This results in an increase in the vertical shear in the flow anadhitotincreased
mechanical mixing. Note that the stratification at this depth is very low, thus anyage
in the vertical shear of the flow will increase the vertical mixing as the Ricmardumber
is increased.

On both flanks of this region of warming, in the Irminger and Labrador Basire
areas of cooling. In the Irminger Sea there is a cooling of up to @@ Iwhich shows
little in the way of interannual variability. The cooling is significantly stronger ia th
Labrador Sea, as the surface induced cold anomaly is advected dheusubpolar gyre
and into the deep western boundary current. The maximum cooling hereuisca®.05
°C in the central Labrador Sea. Furthermore, the anomaly in the Labrador shows
a distinct variability between winters. This is to be expected given the wellrdented
interannual variability of the frequency of the westerly tip jet (Moore,20@oore and
Renfrew, 2005). As an example of this variability consider the winters 8#1%igure
6.19b), in which the maximum temperature anomaly at this depth is®@Qand 2000
(Figure 6.19f), where the anomaly peaks at around 0°@LT hus, in our simulation, the
inclusion of the westerly tip jet can account for over 0°@3of the interannual variability
in temperature at depth within the Labrador basin. Satat. (2006) looked at the inter-
annual variability in the deep western boundary current east of thed@anks, using a

combination of moored current meters and shipboard CTD sections an®AB@. They
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included timeseries of temperature at 3000 m depth in the deep westerrabpandent,
which showed only small variations in temperature at both interseasonaitenannual
timescales. For example, the temperature at their K102 station (at 3000 anjleddrom
mid-1999 to mid-2001 and again from mid-2003 to mid-2005 and showed tetapesa
generally ranging between 2.€ and 2.6°C with extreme values no less than 2@ and
no more than 2.65C. The interannual variability at this location thus typically lies around
0.2-0.3°C. Further studies of the variability of Labrador Sea water facilitated byaf®ce
Weather Ship Bravo (Lazier, 1980, 1988) suggest interannuakizensan the deep water
of the Labrador Sea of between approximately 0.C5and 0.35°C, and the variation in
the temperature of Labrador Sea Water in the Irminger Basin has been shagain take
similar values (Falinat al., 2007). The variability in deep water temperatur®(03°C)

in the Labrador Sea caused by the introduction of the tip jet could thus @sicfowp to
around 10% of the variability observed in the temperature of deep watdre bhbrador

Sea and its exports further south in the deep western boundary current.

6.3.3 Mid-depth Ocean Velocities

In Figure 6.20 the JFM average mid-depth horizontal velocity anomalieeddysthe
inclusion of the westerly (a—c) and easterly (d—f) tip jets are shown. Trst stiaking
feature visible here is the cyclonic gyre which spins up in the southern lemiBga. This
gyre is present from the first winter of the integration, and is alwaysgmtan the velocity
anomaly fields thereafter. In the first winter the feature is strongesttiginegederneath
the tip jet, peaking at around 0.2 cm's however there is little signature further north.
As the integration progresses this develops into a true gyre-like structiiramomalous
velocities approaching 0.3 cnT 5 by the winter of 2000. We discussed in Chapters 1
and 2 that in order for open ocean convection to occur a number @&quisites must be
met. One of these is that a local recirculation must be present, which actg wwaéter,
allowing it to be repeatedly modified by strong atmospheric forcing, and atsa@dome
isopycnals thus exposing more weakly stratified water to the atmosphersh@faand
Schott, 1999). The gyre-like anomaly that we see spinning up in Figur¢as-€0Qis ide-
ally placed to precondition the area of the Irminger Sea from which the viespejet can

remove large quantities of heat (Doyle and Shapiro, 1999; Piekat, 2003a; Moore
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Figure 6.20: Annual average horizontal velocity anomalies (cm)sat 450 m caused by the inclusion of the westerly (a—c) antbepagd—) tip jets into the atmospheric
forcing fields. Vectors show the direction of the anomalgtigld where the magnitude of the anomaly exceed$ ttnh s!.
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and Renfrew, 2005). If deep convection does indeed occur in the deniBea, there-
fore, the westerly tip jet may play an important role in preconditioning for agdering
convection in the Irminger Sea.

A second interesting feature apparent here is the weakening of the ibmmcdathe
subpolar gyre in the Labrador Sea of up to 0.2 cmh. sThis weakening is maintained
throughout the integration, with winter mean anomalies generally lying betwéemn@
0.2 cm s''. We discussed in the previous section the warming anomaly which occurred
south of Cape Farewell and strengthened throughout the integratiorattkMeited this
to an increased flow of relatively warm water from the Gulf Stream extansim the
Labrador Sea and this is clear to see in Figure 6.20, with a peak anomaly @hGs1'
in the southern Labrador Sea (e.g. in 1984). After this, the anomaly ismirés the
remainder of the integration, gradually growing to just in excess of 0.15-eimby the
winter of 2000.

The response of the ocean at this depth to the easterly tip jet is weaker ttian to
westerly jet (Figure 6.20 d—f). There is a slight increase in the cyclonic dl@und the
Labrador Sea, particularly in the winter of 1980 when the velocity anomalgezs 0.05
cm s, however this response weakens, and, for example in 1984 there istalmos
deviation form the mean flow. The reasons for this weak response to stexlgdip jet
are likely twofold. Firstly, as we have discussed, slightly fewer easterly tinesterly
tip jets are parametrised into the forcing fields. Secondly, as the easterly dipggthot
remove a significant amount of heat from the ocean surface, it db@xnease convective
activity and thus the increased momentum added at the surface is naiveffemixed

downwards.

6.3.4 Deep Ocean Velocities

The velocity anomalies seen in the deep ocean (2600 m, Figure 6.21) ditatiyaety
similar to those seen at mid-depths. The westerly tip jet (Figure 6.21 a—djsresa
spin-up of the Irminger gyre in excess of 0.1 cm s This is of comparable magnitude
to the anomaly seen much further up in the water column — i.e. the velocity respmns
the westerly jet in the Irminger basin is rather barotropic. Pickadl. (2003a) noted

that the Irminger gyre is extremely in barotropic nature, explaining why it igesdily
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observed in the geostrophic velocities derived from T/S sections. Itthuesnot well
observed until the mid-depth float displacement analysis of Lavesidar (2000). The
decrease in flow around the Labrador Sea is still apparent, particuldHg iarlier years
of the integration, when it is up te0.1 cm s™'. However there is a strengthening of the
flow into the Labrador Sea (around %6!) which, as the integration progresses, leads to a
slight acceleration of the deep western boundary current of up to 8t However,
this acceleration is only observed between the southern Labrador desedfiemish Cap
(Figure 6.21c).

The easterly tip jet again has very little impact on the model flow field, with only
a very slight increase in the cyclonic flow around the Labrador Sea db p06 cm
s~ L. It is worth noting that all of the mean velocity anomalies at depth are rathdl. sma
For example, at mid-depth, typical velocities in the subpolar gyre are drdum s
(Lavenderet al., 2000). The westerly jet caused velocity anomalies typically of around
0.2cm s, or 5% of the mean flow, while the easterly jet made a much smaller difference.
The deep western boundary current may be assumed to flow at arGucmh & '—a
conservative estimate, see for example Fischer and Schott (1997 haid(R994)—and
typical velocity anomalies at the depth of the deep western boundaryntamne0.1 cm

s 1, or 1% of the mean flow.

6.3.5 Mixed-Layer Depth

One of the most important questions which must be addressed when comgitie im-

pact of Greenland’s tip jets on the oceans is the ability of these jets to alterdthegbion

rates, and thus the volumes of, deep mode water in the northern subpelgogit canon-
ical Labrador Sea Water or its slightly warmer, more saline Irminger Sedeqant. \We
have addressed this question in a rather idealised 1-dimensional faghimwit the east-
erly and, briefly, westerly tip jets in Chapters 2 and 5, respectively. Instnision and
the next we consider changes in the mixed-layer depth and potential vosiigitsls as
indicators for changes in the production of mode water in the somewhat kesiéset

framework of the FRUGAL OGCM.

Figure 6.22 shows the anomalies in mixed-layer depth caused by the inclfisian o

westerly and easterly tip jets averaged over the first and final winterseahtbgration,
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Figure 6.22: January-February-March average mixed-layer depth anesnal the first and final
years of the integration caused by inclusion of the westanly easterly tip jets into the atmo-
spheric forcing fields.

calculated as described in Section 6.1.3.1. The first point of note is thaasierly jet
causes virtually no difference in the model mixed-layer depth. This is in ggogement
with the work presented in Chapter 2, where we used a mixed-layer madiebasider-
ations of the synoptic-scale atmospheric state to argue that easterly tip jetsnvadre to
force convection in the south-eastern Labrador Sea. This is becausesin-atmosphere
temperature and humidity gradients are simply not large enough to result éHaeg
fluxes. Recall from the bulk flux equations that without these air/sea tatyerand hu-
midity differences that the speed of the wind is largely immaterial in modifying tla¢ he
fluxes. One should also recall here, however, that although the edaliigh resolution
NARR fields suggest that there is no temperature or humidity gradientiassbwith the
tip jets, it is possible that these are simply not represented in the reanalysis, éxist. In
this case we could be underestimating the true magnitude of both the eastenlgstady

tip jet heat fluxes. It may seem surprising that the increased mechanarglyedoes not
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lead to a deepening of the mixed-layer, however one must remember that ek lanper
in the Labrador Sea is already extremely deep (particularly in the FRUGAlehhaslwill
discussed shortly) and so this extra momentum which is added to the octaredayrthe
parametrisation simply does not penetrate deep enough to cause a siguoli@age in
shear-driven mixing across the base of the mixed-layer.

In contrast, the westerly jet causes a significant and systematic incretisedapth
of the mixed-layer around Cape Farewell and over much of the southaimger Sea.
In Figure 6.22a we can see a relatively small and localised increase of 4fp ito in
the mixed-layer depth. This anomaly grows each winter for the first fewsyefathe
integration, reaching a maximum of 150 m in JFM 1982 and 200 m in JFM 198&éhw
then remains the typical winter maximum anomaly for the rest of the integratiois. Th
deepening of the order of 200 m is fairly consistent with 1-dimensionaleuaf tip jet
induced mixed-layer deepening. For examplég¥et al. (2009a) saw between 100 m
and~400 m of mixed-layer deepening in response to the westerly tip jet, depeoding
the strength of the winter (related to the phase an magnitude of the NAO) eFudte,
in the previous chapter we used fluxes generated by the tip jet parametrigatidve a
1-dimensional model, and observed a deepening of around 300 m. Dibépitensistent
response, this should only be considered indicative of the true resmdrise mixed-
layer, as the stratification in the Labrador and Irminger Seas in the FRUGAlehi®
significantly weaker than in reality. This is due both to the coarse verticalutésn in
FRUGAL and the importance of the mesoscale and sub-mesoscale in reisigatife
ocean after the cessation of deep convection (Jones and Marshall, EB® example the
presence of Irminger Rings (IRs; small, warm-cored eddies shed frgme Oesolation,
north-west of Cape Farewell) are thought to play a significant role imatéging the
deep waters of the Labrador Sea after deep convection (Katsinaly 2004; Chanut
et al, 2008). These would be sub grid-scale and thus not represented HRth&AL
model as IRs typically have a diameter of 15-30 km (Létyal, 2003) and the resolution
of the FRUGAL model in the Labrador Sea varies between 30 and 60 km.

Although the winter mixed-layer anomaly is relatively consistent between winter
after 1984, it should be noted that this anomaly is not present all yeadroln the

boreal summer, heat fluxes generally act to warm the ocean and incontengagliation,
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Figure 6.23: (a) Climatological potential vorticity at 750 m in the Nor&tlantic from Pickart
et al. (2003a); (b) Potential vorticity at 1000 m depth in the FRUGHodel at the start of the
model integrations.

which can penetrate to depth, starts to provide a significant contribution teutfece
heat budget. This leads to a well stratified ‘buoyant cap’ forming on tleamevhich,
as tip jets are rather rare in the summer, tends to remain largely unchangesebehs
control, westerly and easterly model runs. However, beneath this buogg, the more
weakly stratified water is still present in the westerly tip jet run, explaining, whge the
parametrisation has caused a significant increase in the depth of the nyredtleends

to re-emerge in proceeding winters (Deseal., 2003; Cassoet al.,, 2007).

6.3.6 Potential Vorticity

As discussed earlier, potential vorticity is approximately conserved with te dhd

is closely tied to the local stratification. It is thus used as a tracer for covele
formed water masses such as Labrador Sea Water (Talley and McCdd82y. Fig-

ure 6.23(a) shows the climatological PV field at 750 m depth across theenorii-
lantic, from Pickaret al. (2003a). Note that there is a very distinct minimum of less than
2x10~2 m~! s~! at the convective site in the central Labrador Sea, just to the north-west
of Ocean Weather Ship Bravo, signifying a local minimum in the stratificatioterighing
south from Cape Farewell is a finger of water with increased potentiéitigrof up to
~20x 1072 m~! s7!, andto the east of this in the Irminger Sea is another region of rel-
atively low PV with a minimum ofl0~!' m~! s~! | suggestive of the proposed secondary
convective site in the Irminger Sea. Figure 6.23(b) shows the potentidtityfield at

1000 m in the FRUGAL model at the start of the integration. The values ohpate
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Figure 6.24: Annual average cross sections of potential vorticity angrfgerturbation-control)
in the first (1980, a & b) and final (2000, c & d) years of the mddtdgrations. The zonal sections
(a & c) are taken along 6N and the meridional sections (b & d) along 24/.
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Figure 6.25: Isosurface plots of the North Atlantic region showing théumee of the potential
vorticity anomaly fields bounded by the).2x 10712 m~! s~! isosurface. The plots are snapshots
from the beginning of March in each year.

vorticity in the model are generally significantly lower than those observéd,walues
of less tharb x 10712 m~! s~! throughout the Labrador Sea. These low values do extend
into the western Irminger Sea, however there is no distinct minimum in potentiadityo
in the model’s southern Irminger Sea. There is a minimum in evidence in the ridhié o
basin, just to the south of the Denmark Strait, however this is most likely indécafiv
weakly stratified water overflowing the strait rather than in-situ deep oiove

In Figure 6.24 we can see annual average sections of potential vortimipnaly
(perturbation-control) caused by the westerly tip jet, taken east-west &N6&nd north-
south at 44W for the first and final years of the integration. From the first year of
the integration, a distinct negative PV anomaly appears to the east ando$dDépe

Farewell, between approximately 1000 m and 2000 m depth, with a dearéase x
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1072 m~! s~! across much of the Irminger basin and up tox118='2 m~! s~! to the
south of Cape Farewell. This corresponds to an increase in vertical maxitighus to
a decrease in static stability/stratification at these depths. Note that there shagsge
in the potential vorticity fields above approximately 1000 m depth as the wdtennat
these depths is essentially completely unstratified. The pattern of the PV aniarttady
final year of the integration shows a similar pattern to that in the first, hovibees are
a few marked differences. The negative anomaly in the Irminger Seadaxtiereper, to
below 2000 m, however the maximum absolute anomaly in the Irminger Sea is smaller
in 2000 than in 1980. There is, though, a relatively strong minimum in the HabiSea
between approximately 900 m and 1100 m depth. The largest differbetesen the
two years are seen in the section running south from Cape Farewell. VI h@rfdmum
extending south from Cape Farewell becomes significantly more extensive strong
signal extending south of 58N. Also of note is that the PV signal north of 8Bl appears
as two distinct minima at different levels. The southernmost of these, betvieand 57
°N extending to only around 600 m in depth while the northernmost, betweendb@Ca
°N extends to over 1000 m in depth. This is strongly suggestive of two atepperiods
of convective activity, with the resultant water masses spreading in theint@iven the
relatively large degree of spread, this most probably representecires activity from
two different winters.

The other obvious feature in Figure 6.24(b) is the relatively large intrusfon-
creased potential vorticity in the upper ocean, south of approximatelj58/e have dis-
cussed previously how the intermittent periods of strong wind stress ctiméilrminger
Sea caused by the introduction of the westerly tip jet Pioktzat. (2003b) causes a slight
change in the dynamics of the North Atlantic Current and subpolar gysaltireg in an
increase flow of relatively warm Gulf Stream water in towards the Labr8da. This ex-
plains what we see here: the increase of relatively warm surface vaises an increase
in the local stratification and a corresponding increase in the potentialityofiadd, with
a maximum increase approaching 2% -2 m=!s!,

The extent and evolution of the core of the low PV anomaly caused by thelitro
tion of the westerly tip jet can be seen in Figure 6.25, showning the volume= il

potential vorticity anomaly is less than0.2 x 1072 m~! s~! . In 1980, the shape and
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extent of the anomaly closely resembles that of a typical westerly tip jet, aotlowing
years this spreads primarily east over the Reykjanes Ridge, howewar &lso be seen
to spread to the west, around the boundary of the Labrador Basin. Nuotiaéne is sub-
stantial year-to-year variability in the volume of water which is modified endugthe
tip jet to result in a PV anomaly of less thaf0.2 x 10712 m~! s~ . In particular, in
1985, in which the winter value of the NAO was rather negative (a JFM idhex2.0%),
there is almost no water bounded by this PV isosurface. This suggestsitthedst in
the FRUGAL model, the low PV signal caused by the tip jehdd well conserved and
is mixed away rather rapidly. However, as we discussed previouslyawe ¢alculated
PV through finite differencing potential density on a fairly coarse vertesblution grid.
It difficult to get an accurate estimate of the increased production of LSWyWPV, due
to the weak background stratification and coarde vertical resolution withiRRUGAL
model. However, taking the LSW core to have a PV of less thanl0~> m~!' s™! (a
value which is confined to the convective site in the centre of the Labragoin®bserva-
tions, Figure 6.23a, but is ubiquitous throughout the Labrador and niutle drminger
Seas in the model, Figure 6.23b) we see a maximum increase in LSW producticthe
first 10 years of the integration of 1.5%, with a mean increase of 0.3% andasthde-
viation of 0.4%. Thus the westerly jet does cause a measurable changenoduetion
of LSW, as defined by its PV signature, in the FRUGAL model. We may speculate th
in a higher resolution (particularly higher vertical resolution) model, theghan LSW
production caused by the inclusion of the tip jet may be proportionally largsvever

such an investigation is beyond the scope of this work.

6.4 Modified Transports

We have seen in the previous sections that Greenland’s tip jets do havesaraise, if
small, effect on the production of mode water in the North Atlantic subpolae gyd
causes a significant cooling in the deep ocean in the Labrador and IrnSeger It
is well documented in the literature that the formation of deep water in the pathr an

subpolar North Atlantic is an important component of the global meridionataweng

Yrom http://ww. cgd. ucar. edu/ cas/jhurrell/indices.data. htnl, accessed
13/05/2010.
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circulation (Talley and McCartney, 1982; Clarke and Gascard, 198%sbn and Brown,
1994; Dicksonret al, 1996). Variation in convective activity in the Greenland-Iceland-
Norwegian, Irminger and Labrador Seas can thus influence the transpibility of
the Atlantic subpolar gyre (Curry and McCartney, 2001; Bentseal,, 2004) and the
meridional overturning circulation (Bentse al., 2004; Cunninghanet al, 2007). In
this section we give a brief discussion of the impacts of Greenland’s tip jetseoiarge

scale circulation of the North Atlantic and the meridional overturning circulation

6.4.1 Atlantic Sub-polar gyre

The transport of mass around the Atlantic subpolar gyre is calculated withimddel
every 6 hours of the integration as the difference between the barostogéenfunction at
40°N and the maximum barotropic streamfunction between 50 aritNg80 the Atlantic
basin. The magnitude of the subpolar gyre transport can be seen ire Efi{a). At
the start of the integration the subpolar gyre (SPG) transport is ardu®y,land in the
first five years this increases to around 27 Sv, although there is signifi@aability, with
values as low as 10 Sv and as high as 50 Sv recorded. Following this paagart at the
end of 1985, there is a slight decrease in the strength of the gyre circutatiapprox-
imately two years, after which the circulation again tends to increase in strefmptb
trend continues until around 1994, when the circulation reaches adataximum, and
then declines for the remainder of the integration. Over the course of tlggatitan, the
mean value of the SPG transport is 21.2 Sv, with a standard deviation of\s.@bServa-
tions of subpolar gyre transport at around°6Dhave been given as 13 Sv (Treguital.,
2005), 25 Sv Bacon (1997), 33.5 Sv Clarke (1984) to as high as 5&&8néuldet al,,
1995). Thus our SPG transport lies within the range observed, allibie &wer end of
these observations. It is interesting to note that the decline in the tran$pbda 8PG
after circa 1994 is also seen in observationakkinen and Rhines (2004) used altimetry
data, primarily from the TOPEX/Poseidon mission, to study the variability of ti& &t
noticed a significant decline in the geostrophic transport from aroufd, Ehd continu-
ing until the end of the 1990s after which a distinct recovery was seeey 3iggested
that this decline was primarily due to the large ‘swing’ in the state of the NAO in the

early-mid 1990s, when it changed from a generally positive to a generedjgtive state.
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Figure 6.26: The evolution and tip jet induced anomaly of the transpothefAtlantic subpolar
gyre. (a) The transport around the subpolar gyre in the obsitmulation, calculated as described
in text. The grey line shows the transport at 6 hourly inteneand the thick black line a 30 day
running mean; (b) 30 day running mean of the SPG anomaly dauséhe westerly tip jet with
positive phase of the 3 month running mean of monthly NAOdadioverlaid; (c) 30 day running
means of the anomaly to the subpolar gyre transport caustitbhyesterly and easterly tip jets.

This change in the NAO led to a decrease in the average cyclonic wind strés&ross
the north Atlantic and a subsequent spin-down of the SPG, a relationshipatisd by
Curry and McCartney (2001). Using older, less accurate, altimetikkidaen and Rhines
(2004) extended their analysis further back in time to suggest that the iBR@&ton in
the late 1990s was weaker than at any time in the previous two decades. fidtiségn in
our model integration, although this could easily be because the high temgswhition
forcing fields were still spinning the gyre up from the end of the relaxatpamsp.

The response of the subpolar gyre circulation to the introduction of the tiggets
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be seen in Figures 6.26 (b) and (c). In Figure 6.26(b) the 30 day rgmné@an anomaly
caused by only the westerly tip jet parametrisation is shown for the first 4& ydé the
integration. Overlaid on this is the positive phase of the three-monthly rumméam of
the monthly NAO index. There is a statistically significant (at the 95% level) reistip
between the positive phase of the NAO and the and the magnitude of thdaugppe
anomaly, with a correlation coefficient of 0.42 between 1980 and 199@s iFmot a
surprising result, although it is of note. We discussed in the previougzguia that the
SPG has been shown to correlate with the phase of the NAO over intetainmeiperiods,
due to the associated change in wind stress curl. We also know that theemoeuof the
westerly tip jet (for example the ‘tip jetindex’ discussed in the previousterpporrelates
extremely well with the NAO. Thus when the NAQO is in a positive phase, and titetey
is for the subpolar gyre circulation to increase, the tip jet parametrisation isaotge
and is acting to increase this trend. In Figure 6.26(c) we can see the Atlabgiolar gyre
anomaly between 1980 and 1999 for both the westerly and easterly tip jetdarfiest
and most systematic difference is caused by the westerly tip jet with anomaligstof
2.5 Sv, and numerous peaks above 1 Sy, although for limited periods tieele gt can
cause anomalies in excess of 1.5 Sv. Over the length of the integration, sheriywéip
jet caused an average increase of 1.6% in the Atlantic SPG transport,giithboertain
times, for example the winters of 1983 and 1984 this could be as high as &rod6%o.
The easterly jet caused an average increase in the SPG circulationuf, uézagain this

exceed 5% for brief periods.

6.4.2 Meridional Overturning

The model meridional overturning transport, calculated as the maximum beB0e&
and 70N of the depth integrated overturning streamfunction from the surface tebth
where the integral is maximised is shown in Figure 6.27(a). At the start of tbgration,
following the spin-up period, the model MOC is relatively weak, not exitgedl5 Sv in
the 30 day running mean. However, the strength of the MOC graduallyasesghrough
the majority of the integration, reaching maximum values of around 26 Sv bg. 180
ter this, the MOC shows a slight weakening trend for the remainder of theratiteg

The average MOC over the entire integration is 1844.4 Sy, in very good agreement
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(c) As (b) but with mechanical-only tip jet forcing overlaid

Figure 6.27: The evolution and tip jet induced anomaly of the Atlantic iienal overturning
circulation. (a) The meridional overturning circulatiam the control simulation, calculated as
described in text. The grey line shows the transport at 6lhdnutervals and the thick black line a
30 day running mean; (b) 30 day running mean of the MOC anogwlged by the westerly and
easterly tip jets; (c) As (b), with the MOC anomaly in the magical forcing only integrations
overlaid (thick lines).

with the recent observations of Cunninghatral. (2007), who calculated an overturning
transport of 18. 4 5.4 Sv. It is interesting to note that the onset of the decrease in the
strength of the MOC occurs approximately 2 years after that of the SP&isTim good
agreement with previous modelling studies, for example that of Beetsd(2004) who,

in a study of ocean-only and coupled simulations, noted a strong, sighificenelation

at a lag of two years between mixing indices in the Labrador and Irminger 8ehPC1

of the Atlantic MOC.

Figure 6.27(b) shows the anomaly in the Atlantic MOC caused by inclusiontbf bo
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the westerly and easterly tip jets. During the first quarter of the integratierwésterly
jet causes a gradual increase in the strength of the overturning, gestkanound 0.3 Sv
in 1985. Following this, the response of the MOC gradually weakens uatinar 1990 at
which point the tip jet is causing a similar-sized weakening of the MOC, alththagk is
a more pronounced seasonal cycle present. After the start of 1@9dntiually averaged
MOC anomaly is essentially vanishingly small. It is not clear what is causing ltlisge
of behaviour after the first 10 years of the integration. It is possible that it is caused by
the internal model variability becoming dominant as the control and pertunbietomlel
states drift apart (although similar behaviour has been seen in a numtest aitegra-
tions), however it is interesting that this change in behaviour does appately co-incide
with appearance of the warm anomaly in the southern Labrador Seas#igddnsSection
6.3.1. Over the complete integration, the westerly jet increases the MOC by d8ty
(0.02 Sv), although the peak response of 0.37 Sv corresponds toda2éti of the mean
transport. The response of the MOC to the inclusion of the easterly jet issbrotiger
and more systematic than that of the westerly jet. The peak response @msdaSv
and represents an increase of more than 5% over the control integraivever over the
whole integration the easterly jet is responsible for only a 0.6% (0.11 Swaserin the

Atlantic meridional overturning circulation.

6.4.3 Thermal versus Mechanical Forcing

We have discussed a number of times in this thesis that the easterly tip jet iEBeboc
with atmospheric conditions that prevent it from removing significant quastiticheat
from the ocean. This raises the question of why the easterly jet is causthgasrel-
atively large and systematic change to the MOC. To answer this we have rdatifie
tip jet parametrisation to leave the heat flux fields unperturbed while still cpasper-
turbation to the wind stress fields. The results of these integrations are $hdwgure
6.27(c) as the thick lines overlying the shading. It is clear that when theflogdields
are left unperturbed, the easterly jet causes an almost identical sespsmvhen the heat
flux perturbations are included. This is not entirely surprising giventtimheat fluxes
associated with the easterly jet are generally small, however it does shothehae-

chanical input from mesoscale features such as tip jets can providglenbange to the
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variability of the larger scale circulation to be worthy of consideration. Momprising is
the response of the MOC to the mechanical forcing of the westerly jet. Almast the

start of the integration the mechanical input from the westerly jet acts taedta merid-
ional overturning. By the end of the integration there is a seasonally wafyi-0.2 Sv
(~0.8%) decrease in the overturning caused by mechanical input frorettenly tip jet.

For much of the integration, therefore, the changes to the MOC causeé lpgtturbed
heat flux and perturbed momentum flux fields are of opposite sigh and eahtel each
other out, resulting in very small overall changes in the MOC. We do na tmgnostic
output for the momentum only integrations, and thus a full investigation of thgesaof

this mechanically forced decrease in the MOC is beyond the scope of this wor

6.5 Summary

In this chapter we have used the parametrisation of Greenland’s tip jetkpeddan
Chapter 5 to perform a number of control/perturbation integrations in thedAlbcean
general circulation model. We also modified the parametrisation to only pertixiirial
stress fields, leaving the heat flux fields unchanged.

Single tip jets were seen to have a strong impact on the velocity fields in the vicinity
of Cape Farewell. In the upper ocean, horizontal velocity anomalies gsexaf 70 cm
s~! were observed in response to both tip jets, dominating the average flowdield f
short periods of time. This strong response, however, was limited to ther oppan and
only a weak response, of around 2 cm swas observed at 500 m depth. The vertical
velocity anomalies observed in response to both of the jets were both strdmeglatively
barotropic, extending well below the upper kilometre of the ocean. Distimanalies in
the sea-surface height were also observed: the primary responsewesterly jet being
an elongated area of elevated sea-surface height to the south of @apeek, with the
easterly jet resulting in an area of depressed sea-surface heightsmutiewest of Cape
Farewell.

The average response of the ocean to many winters of forcing by therlygst in-
cluded a relatively strong, barotropic spin-up of the cyclonic gyre in thmniger basin
and a cooling at all depths in the Labrador basin. In the deep oceanpthiisgcwas con-

fined to the western boundary of the basin, where a cooling of up t’@.@buld account
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for a significant amount of the interannual variability in the deep ocean teiyes. In
the upper ocean, a warming trend was observed in the southern LaBealocaused by
an increased flow of warm water from the north Atlantic current in to theéemesubpolar
gyre. The integrated response to the easterly tip jet is significantly weeikenegligible
temperature anomalies in the deep ocean and only weak average veloaitgli@so
One of the questions we have addressed in this chapter is the impact of theotip je
production of Labrador Sea Water. While it is difficult to derive an aatiestimation of
the change in LSW production, due in no small part to the inherently weakistion
in the FRUGAL model, there are strong indications that the westerly tip jet signific
alters the production of mode water. Winter mixed-layers around Cape&lhead in the
southern Irminger Sea were seen to increase by over 200 m, compartidedeepening
seen in response to tip jets in more idealised studies. In addition, the potemtiaityo
field, an oft-used tracer for convectively-formed water masses, isfisamtly altered
around Cape Farewell and in the Irminger Basin. Using a PV threshold t§4'2 m—!
s~!, indicative of deep convection in observations, but present thraighe Labrador
and Irminger Seas in the model, the volume of LSW is seen to increase by.6%er 1
The westerly tip jet is seen to have a significant impact on the transport Afltric
subpolar gyre, with transient increases of up to 10%. The response watterly tip
jet is weaker, however it still peaks at around 5% of the mean flow. Tsiebajet has
the stronger impact on the meridional overturning circulation, almost entinedugi the
input of mechanical energy. The increased heat fluxes introducecelwesterly jet do,
in general, act to increase the strength of the MOC, however this is temipgeteddency
of the mechanical input introduced by the westerly tip jet to decrease tmgtref the

overturning.



Chapter 7

Summary & Conclusions

In this thesis we have investigated various aspects of Greenland’s tip jet®widw
to improving our understanding of their impact on the oceans. In Chapter iBwesti-
gated speculation that air-sea energy exchange forced by the edigt¢elymay be an
important process driving mixed-layer deepening in the south-eastd@ab®ea. It was
found, however, that this hypothesis was incorrect: the synoptic-sitabgion required
for the formation for easterly tip jets results relatively in warm, moist atmosplerie
ditions over the Labrador Sea, and correspondingly low air-sea leatfl We went on,
in Chapter 3, to evaluate the performance of ECMWF and NCEP/NCARn@B)ses in
simulating mesoscale atmospheric features around Greenland, by contpasegnodels
to observations from low-level flights during the Greenland Flow Distortinpegeiment
(GFDex). The performance of Remote Sensing Systems (RSS) QuikSs&i#dvals of
the high wind speeds around Greenland were also evaluated. It wasbtfrat, in general,
the high wind speeds in the mesoscale systems around Greenland wenestindged in
the analyses and this led us, in Chapter 5, to develop a parametrisatioreol&e¥s tip
jets which allows these features to be more accurately represented in agmosgnd
fields. When this is combined with in-situ bulk heat flux estimates, it allows the full im-
pact of Greenland’s tip jets to be seen in ocean general circulation matlelsdapted
the FRUGAL OGCM to incorporate this parametrisation and, in Chapter &Gnpeedd 20
year integrations of the model, forced by 6-hourly ECMWF ERA-40 data ariith with-
out the tip jet parametrisation included. This allowed an investigation into the inmgerta

of tip jet representation in a global ocean model.
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7.1 Oceanic convection forced by the easterly tip jet?

The mid-depth circulation map of the North Atlantic published by Laverdat. (2000)
showed that both the Irminger Sea and the south-east Labrador Sepgragimately
the same preconditioning state that was known to exist in the central LatBadpwhere
the deepest mixed-layers in the subpolar gyre are formed. Doyle armr&h999)
suggested that the westerly tip jet was associated with sufficiently strong teres
ocean heat exchange to force oceanic convection in the Irminger 8¢he following
years, a number of both observational and modelling studies investigatédethiBacon
et al. (2003) noted a mixed layer of around 1000 m depth in the southamger Sea,
and it was shown that this was most likely formed in-situ, rather than beirecéetyfrom
the Labrador Sea where open-ocean deep convection is known to deickart et al.
(2003a) noted, furthermore, that the mid-depth potential vorticity field in #iador and
Irminger Seas were inconsistent with a Labrador-Sea-only sourcelwhtdor Sea water.
Pickart et al. (2003b) used an idealised OGCM with a simple representétioa tip jet,
showing that such a representation could force convection to depthegsseaf 2000 m.
Vage et al. (2008) described observations of mixed-layer depth froarings placed in
the southern Irminger Sea in the winters of 2002/03 and 2003/04 . Thesersvimere
relatively mild, and deep mixed-layers were not observed, howeves Wees evidence of
mixed-layer deepening in response to the Greenland westerly tip jet. A oneglonal
mixed-layer model suggested that in a stronger (more NAO+) winter, théiptfet could
cause significant mixed-layer deepening, and mixed-layer depths iasea&£000 m may
be formed. While these studies prove neither that deep convection accheslrminger
Sea or that it is forced by the Greenland tip jet, they are highly suggesthatto This led
others (Moore, 2003; Moore and Renfrew, 2005; Martin and Mo20@,7) to speculate
that the easterly tip jet may well play a similar role in deepening the mixed-layer in the
preconditioned area in the south-east Labrador Sea. To investigatgpbibbsis, we first
gathered temperature and salinity data from profiling floats in the area obtile-east
Labrador Sea recirculation, which were released in the winter of 1998/d@ring the
Labrador Sea Deep Convection Experiment. These were used to catbaaeolution
of the mixed-layer over this winter in this relatively small geographical angth, the

results corroborating those of Lavendsral. (2002). Timeseries of heat, moisture and
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momentum flux over the south-east Labrador Sea were extracted for ititisr irom
the ECMWF ERA-40 reanalysis and used to force an implementation of a 1-giiometh
mixed-layer model as described by Prateal. (1989). It was found that when this model
was initialised with temperature and salinity profiles obtained from the floatsgitiren
early winter, that the onset and extent of mixed-layer deepening wasrepthduced
by the model, at least until the onset of restratification in spring. The cotitsib of
the easterly tip jet to this mixed-layer deepening was investigated by remowndgsan
points from the forcing timeseries where easterly jets were deemed to Enpeexl
replacing these with average winter values — effectively ‘interpolating tlve easterly
tip jets. This had very little effect on the development of the mixed-layer, implihiag
the easterly tip jet is not an important mechanism in winter-time mixed-layer degpen
in the south-east Labrador Sea.

To investigate why easterly tip jets are not associated with mixed-layer dagpan
composite analysis of high heat flux events over the south-east Lat8adavas carried
out. This revealed that high heat fluxes in this region are associated vidtfaicaut-
breaks from the North American continent and synoptic conditions thata@ucive to
the formation of westerly tip jets, i.e. a low-pressure system located betwesmi@nd
and Iceland. This places the south-east Labrador Sea in the sametoenvegime as
the Irminger Sea, and to some extent the Labrador Sea (cold-air owtbrdédh force
convection in the central Labrador Sea can also be related to a low preystem in the
northern Labrador Sea). This analysis was repeated for two furtinéens with strongly
negative {-2.32) and positive {-2.44) NAQO indices, with the same result: high heat fluxes
in the south-east Labrador Sea are associated with a low pressura ggstecen Green-
land and Iceland. A back trajectory model was also employed to investigatéstbey of
air parcels comprising both high heat flux events and easterly tip jet eventsxpected
from the composite analysis, air parcels which were found over the sasthkabrador
Sea during high heat flux events generally originated to the west andwesthas cold,
dry air advected off North America. Air parcels found in easterly tip jetswvecsely,
generally originated to the north-east or south-east of Cape Farengllyere strongly
modified by the ocean as they moved across it, becoming too warm and mostitanme

strongly elevated heat fluxes by the time that they reached the southadmatlbr Sea.
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While we believe that these results are robust, it should be noted that thiesised on
only three winters of the ECMWF ERA-40 reanalysis, a relatively codzadireanalysis
product which can be deficient in its representation of high wind spestisteong heat
fluxes around Greenland. There is thus scope to make these resultoingst and thus
strengthen these conclusions. In particular, in recent months and k&gdrsr resolution
global reanalyses, such as the ECMWF-Interim analysis, ir regioaahhgses such as the
NCEP NARR data-set (which perform well around Greenland, seé&&et al., 2009)
have become available. A longer climatology of high heat flux events in the-sasth
Labrador Sea using one of these higher resolution analyses shouldaatfawe definite
conclusion on the role of easterly tip jets in forcing mixed-layer deepeningeisdhth-

east Labrador Sea.

7.2 Representation of Greenland’s mesoscale systems in the

analyses

The Greenland Flow Distortion Experiment (GFDex) focused on an #ilsased obser-
vational campaign, run out of Kefldy Iceland in the late winter of 2007/2008. The cam-
paign aimed to investigate the dynamics of mesoscale weather systems areanthGa,
the air-sea interactions associated with these systems and the influenceasattobser-
vations on the predictability of weather systems downstream, over westemoatern
Europe, through the use of targeted observations. The campaign idelwember of
flights with low-level (~30 m) legs, which allowed the accurate measurement of surface-
level atmospheric variables, such as temperature, humidity and wind speedection,
as well as sea-surface temperature. This unique data-set alloweditfzion of atmo-
spheric analysis and reanalysis products in high wind speed conditimrghe subpolar
seas where they have been seen to perform poorly in the past (efgevRenal., 2002).
The analysis was performed for ECMWF operational analysis at T5Xicdtion
(approximately 40 km, the highest resolution we had access to) and attit&E@tion
(the resolution of the ERA-40 reanalysis, which does not cover the &BPgod), the
NCEP/NCAR reanalysis, which is run at T62 truncation and available on‘agié.
QUIikSCAT winds retrieved using the RSS algorithm at 0.2re also compared to

aircraft-recorded winds. To perform the comparison, aircraft datach were average
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values over a 2 minute(12 km) run, were mapped on to standard levels (10 m for winds,
2 m for temperature and humidity) using stability dependent adjustment (sdeRet

al., 2002; Fairall et al., 2003) and analysis data/QuikSCAT winds wererliniggierpo-
lated to the position of the aircraft.

Both ECMWEF products were seen to perform reasonably well in winddspeec-
tion, temperature and humidity although these fields were too spatially smoothakeve
spatial scales which the T511 product should have been capable quicdly resolv-
ing. This is in agreement with work presented by Chelton et al. (2006) wdticwed
that reanalysis surface wind fields tend to lack power at all scales lessaitband 1000
km. One of the major failings of the ECMWF analyses was their inability to simulate the
strongest wind speeds (regression slopes of between 0.7 and 0.8 meantind speeds
approaching 30 m3 these analyses will underestimate the true wind speed by more than
5m s L. This leads to an average bias-00.18 N m~2 and—0.16 N m~2 in estimating
the air-sea momentum transfer for the low and high resolution ECMWF pradespec-
tively. Despite the low wind speed bias, ECMWEF heat fluxes were welessmted and
generally within observational error bounds. The lower resolution EGMAdduct out
performed the higher resolution product in simulating surface turbuleaitfhexes, but
this was due to compensating effects of slightly underestimating both the 2 m teunpera
and the 10 m wind field.

In general, the NCEP reanalysis did not compare so favourably to tleevalbiens;
with a resolution of 2.5, it is simply too coarse to correctly simulate the mesoscale fea-
tures associated with flow distortion around Greenland. In particular, tiielnsbowed
almost no skill in reproducing the observed 2 m relative humidity field. Adleas seen
in previous studies, we see that the NCEP reanalysis tends to significaetlgstimate
surface turbulent heat fluxes in the subpolar seas, as the bouaglaryscheme is in-
appropriate for areas of high winds speeds and large air/sea tempeageddients. We
thus conclude that the NCEP reanalysis should not be used to force moekels espe-
cially where air/sea interaction in the subpolar seas are being considetieait a flux
correction.

The RSS QuikSCAT winds performed well in general, and reproducedhgal
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gradients in wind speed observed by the aircraft well, which is unsimgrigven the rel-
atively high resolution of the data-set, and the independence of neighgauid points.
However, at high wind speeds, QuikSCAT tended to overestimate the thtiefriibe wind.
It is worth noting that other QuikSCAT retrieval algorithms—notably the NASKRTH
algorithm which was evaluated in a paper of which this study was a part-erpesfsome-
what better in high wind speed conditions than the RSS retrieval algorithmughsiill
with some overestimation (Renfrest al., 2009; Mooreet al.,, 2008).

Given the relatively favourable performance of the ECMWF analysasnar Green-
land in comparison to the NCEP reanalysis, we chose to use the ECMWRiopala
and ERA-40 (re)analyses for the modelling part of this study. Howejegn the under-
representation of small scale phenomena with high wind speeds still pretesmECMWF
analyses, it is necessary to improve the representation of tip jets in thdgsesaefore
they are used to study the impacts of tip jets on a model ocean.

In this Chapter we described various biases in ECMWF and NCEP (tg$asaand
QuikSCAT winds. However, one should bear in mind here that althoughrttraf#-based
GFDex measurements are of a very high quality, that the data-set is only armhthat
there may be somewhat of an under-sampling problem, due mainly to the uptrolem
of-magnitude difference in the spatial scale between the GFDex measusefh2rkm)
and the (re)analysis fields (varying from 40 km to ¢ 200 km). Thus arsebiar errors

presented here should be thought of as indicative, but not conelusiv

7.3 Incorporating tip jets into atmospheric forcing fields

Having seen that mesoscale weather systems around Greenland, ipghtasare gen-
erally too smoothly and weakly represented in the ECMWF (re)analysescdtniie ap-
parent that in order to study the impact of tip jets in a general ocean circulatbalel,

it was necessary to find a method of improving the representation of tip jets antie
ysis. The approach we took is a ‘bogussing’ technique, similar to that nfi©oet al.

(2008), who inserted polar mesocyclones into the surface wind field asindealised
vortex structure, and Hu and Meehl (2009), who inserted idealisetchoe tracks into a
coupled atmosphere-ocean general circulation model. We based aungiarization on

a database of QuUikSCAT winds of both easterly and westerly tip jets olikbere/een
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mid-1999 and 2007. It was noted that the jets could be described simply byaa hie-
lationship between the maximum wind speed in the analysis over the Irmingen8ea a
that observed by QuikSCAT, and a linear decrease in wind speed alewgrtire of, and
across, the jet. The exact path taken by tip jets varies from jet to jet, howevas found
that the path of the jets could be well approximated by the geostrophic wind catee

of the westerly tip jet or the 10 m wind in the case of the easterly tip jet. Thus our tip
jet parameterization only requires near-surface winds and mean stgilessure fields.
No external information is required. This ‘self-contained’ nature of theameteriza-
tion means that it may be incorporated into coupled atmosphere-oceaalggreedation
models at the coupling stage, meaning the impact of these mesoscale jets ongtleel co
climate system can potentially be evaluated.

We looked at the impact of the parameterization on the variability of the windispee
field around Greenland from a variety of perspectives. Firstly, thagltonstruction of
composite wind speed fields over the data set of tip jets we showed that, rageyvthe
parameterization reproduces the strength, location and extent of the &pyetacurately,
especially in the case of the westerly tip jet. Secondly, Weibull distributiongoangr
spectra were also constructed from the 10 m ECMWF wind fields with and withe
parameterization, and QuikSCAT winds over the Irminger Sea. The pandaradtm was
not able to to remove all of the low wind speed bias in the ECMWF wind field, as this
tends to occur even away from the core of the jet where the parametanrifzdies the
wind field unchanged, however the Weibull curve of the modified wind fietshl a
significant increase in the probability of observing a wind speed greataritfi m s'.

The Weibull curve of the modified wind speed field also more closely reserttideshape
of that of the QUikSCAT curve. Cheltast al. (2006) showed that reanalyses wind fields
tend to lack power at scales of less than around 1000 km. Calculation ofitlee ppectral
density of the wind fields around Greenland also showed this behaviwlitha inclusion

of the parameterized tip jets was seen to improve this under-representasioralbscale
wind speed variability. However, as there are numerous other souroessoscale wind
speed variability around Greenland, again the parameterization could tthdcaunt for
all of the missing power at these spatial scales.

To provide an example of the impact that the enhanced tip jet forcing maydmave
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mixed-layer development though a typical winter (in this case 1980), wanextuo the 1-
D mixed-layer model initially used in Chapter 2. Timeseries of total heat and ntamen
fluxes were extracted from a single grid point in the Irminger Sea both withnatinout
the parameterization and applied to the mixed-layer model (which was initialised with
temperature and salinity profiles recorded in the Irminger Sea in the late autWwheh
forced by the unperturbed timeseries, the mixed-layer depth at the ené oftédyra-
tion was around 1000 m versus around 1175 m when forced by thelpedttimeseries.
During the middle of the simulation, the mixed-layer forced by the perturbed tmesse
reached a maximum of around 250 m deeper than that in the unperturbed ru

Although the parameterization provides a relatively good representatitie struc-
ture and speed of tip jets—and through in-situ turbulent heat flux calcutati@nasso-
ciated air/sea energy exchange—there are almost certainly improvementsutthbe
made. When developing the parameterization, we considered the suifatéeid, as
well as surface humidity and temperature fields, all of which are importartimg the
strength of air/sea fluxes, however we did not consider whether thesng predictable
mesoscale features in the precipitation fields in high resolution analyses aigiaiot
seen in lower resolution analyses, and could thus be somehow incorporttehe pa-
rameterization. It may also be possible to improve the method by which the tip ghpar
eterization is called. At the moment this relies on simple speed and direction dritdréa
wind field around Cape Farewell. While this approach is fairly successipproximately
the correct number of tip jets are inserted into the wind field and these derveddl with
the state of the NAO—it does not give any consideration to the synoptidtmmlas-
sociated with tip jets and is thus disregarding potentially useful information.irigjred
method of using synoptic-scale information in the parameterization as well asrpke
wind speed/direction criteria currently used could help to minimise any falsevessor
false negatives when modifying the wind field. Finally, we should note thab@mena
similar to Greenland’s tip jets are thought to occur in other oceanographicgilyrtant
areas of the world, notably the Antarctic Peninsula, for example Pari€#8)1& would
be interesting to see if the parameterization developed here could alsod@ubese
locations.

As we have noted previously, the tip jet parameterisation does not peitiebp the
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surface temperature or humidity fields, and thus sensible and latent hesst fite only
modified by changing the 10 m wind speed. We justified this by the absenaeyof a
temperature or humidity signature in the North American Regional Reanaly8ARKIN
which seems to be of a high enough resolution to give a relatively realistieseptation
of mesoscale features around Greenland (Renfrew et al., 2009). dssibpe, however,
that these features do exist in reality, but are simply not reproduced NAR&R. We may
thus speculate how heat fluxes may be modified if there are indeed mesesgadzature
and humidity features associated with Greenland’s tip jets. It seems to the #udho
there is no reason to expect a significant change in either temperatunsinlitirisimply
through the acceleration of air as a tip jet is formed. If there is such a sitpeakfore,
this will most likely arise from an increased advection of air off the Greehlandmass.
Such air will almost certainly be colder and drier than the air masses formirptjes,
which will be either of maritime origin, or at least modified continental air. It issthu
likely that any temperature or humidity signals associated with tip jets will act toasere
the sensible and latent heat fluxes, respectively. Note that the peesentherwise of
these possible temperature and humidity gradients will be difficult to proveusively,
probably requiring measurements from an aircraft, which is capablecofdimg low-
level temperatures across a tip jet during its lifetime.

While we have done everything we can to reduce a possible strong wind hiae in
parameterisation, due to basing it on QuikSCAT which may be biased higloag stind
speeds, one should bear in mind that the parameterisation probablyerggras upper
limit to the impact of tip jets on the ocean (notwithstanding possible temperature and

humidity effects, which are discussed below).

7.4 Modelling the oceanic impacts of tip jets

In Chapter 6, we modified the FRUGAL ocean general circulation modelddhestip
jet parameterization developed in the previous chapter, and ran 20igedatons: (i)
without the tip jets (a control run); (ii) with only the westerly tip jet ; (iii) only thesesxly
tip jet; (iv) with both tip jets included. These control/perturbation experimentaatiais
to gain an understanding of the impact of the tip jets on the model ocean. Novehiat

both jets were included (case iv), the results were largely just an adddimbination of
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the westerly and easterly tip jet cases, and thus did not warrant a tegis@ission.

The easterly jet was seen to have very little effect on the temperature aftipelar
Atlantic, consistent with the findings in Chapter 2 that the synoptic conditisuaded
with the easterly tip jet are not favourable for strong atmosphere-ocedrekehange.
In contrast, the westerly tip jet caused a surface cold anomaly of up ttO0t@ spread
around much of the Labrador Sea and parts of the Irminger Sea. In ¢pectean, the
westerly tip jet caused a cold anomaly of up to (?@5to move around the deep western
boundary current. This cold anomaly showed significant interannuabitity, and could
account for approximately 10% of the observed interannual tempenzitiebility. The
westerly tip jet was also seen to be responsible for a strengthening of ¢temicygyre
in the Irminger Sea, suggesting that the jet may not only be responsibldggering
convection in the Irminger Sea (due to the very strong heat fluxes assbwiteit) but
it may also play an important role in preconditioning the ocean east of Cape&afor
convection. The impact of the jets on convection was evaluated by coingjddranges
to the depth of the mixed-layer and the production of anomalously low areasgegftjal
vorticity. As expected, the easterly tip jet did not significantly perturb eitlighese
properties, however the westerly jet resulted in a deepening of the mixediaexcess
of 200 m around Cape Farewell and a distinct negative anomaly of pdteotieity in
the Irminger and Labrador Seas, suggestive of a weaker local sattific

The westerly tip jet was seen to cause significant increases to the Atlaniolaub
gyre transport, in excess of 2.5 Sv when the NAO was in a strong positagepwhile the
easterly jet caused a more modest, but still significant, increase of up te. LBI&pect-
edly, the easterly jet caused the larger increase in the meridional ovegwirénlation,
although this increase was still relatively modest, reaching a maximum of&marsv
for short periods, with an average increase in overturning over trgghest the simu-
lation of only 0.1 Sv. A modification of the tip jet parameterization which allowed the
mechanical forcing associated with the tip jet to be represented withougicigethe heat
flux fields showed that this increase was almost entirely due to mechanical iHpat
fluxes associated with the westerly tip jet tended to increase the meridionmalroveg
circulation, however the mechanical input had the opposite effect, atigebgnd of the

integration, these competing influences meant that there was little-to-noaregechn the
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Figure 7.1: Sea-surface temperatur&) in a 1/5 North Atlantic configuration of the MIT-gcm.
Such high resolution regional models may be useful for mestudies of the impact of tip jets on
the ocean.

overturning.

Both the fast response of the ocean to single tip jets, and the longer time-ciale
matically important changes to the ocean caused by many winters of tip jets éane b
examined. The FRUGAL model, with its relatively high resolution around Gageh
allowing physical processes to be well represented, and lower resointibe Southern
Ocean allowing long integrations to be undertaken relatively efficiently. HRIEGAL
model, however, does have its drawbacks. Particularly the model is net antive de-
velopment, and many of the parameterizations in the model are becoming rateér d
The model is also not designed to be run across multiple processors, qézatitonger
or higher resolution integrations than we have undertaken here araljyoint feasible.

There are thus a number of different possible avenues of exploratibmegards to
modelling the impact of Greenland’s tip jets on the ocean. The fast, locainespf the

ocean could be better studied in a higher-resolution ocean model with impvevchl
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mixing parameterizations. For example, Figure 7.1 shows SST after a twointee
gration in a 1/8 regional model of the North Atlantic, which we forced with seasonal
ECMWEF fluxes, setup in the framework of the MIT-gcm (Marshall et al97)9 Such

a resolution would allow a better representation of air-sea interactioniatebith the

tip jet. Haineet al. (2009) used a high resolution setup of MIT-gcm covering the Den-
mark Strait region to assess the impact of high-resolution high-frequengprotgical
forcing on the circulation around Greenland. MIT-gcm can also be gorgd in a non-
hydrostatic mode, which could allow a detailed study of oceanic convectsotiased
with tip jets in suitably small, high resolution domains around Cape Farewell.

At the other end of the spectrum are climate-scale integrations, either leag-@nly
integrations, or coupled atmosphere-ocean simulations. The former wilhddoresee-
able future, rely on relatively low resolution integrations, usually with lowdrency (i.e.
monthly) atmospheric forcing fields. Clearly the tip jet parameterization couldenap-
plied directly to such an integration, however the parameterization coulchbefftiine’
to generate control and tip jet monthly average heat and momentum flux &eldithese
could then be used to force a low resolution ocean model for long (106 ))ietegrations.

When discussing the tip jet parameterization, we noted that it was suitablec@or in
porating into a coupled climate model at the coupling stage, and currentfrstagion
models are in the range where resolution is high enough for the tip jet par&aete
tion to work correctly and low enough for the parameterization to be requi@den
the inevitable trade-offs that occur between model complexity, resolutidimgegration
length, this is likely to remain the case for some time to come. Although the parameteriza
tion could only be applied to the air-sea flux fields, and not as a true sofieementum
in the atmosphere, this would still be a very useful method of evaluating pdtéeth
backs between the atmosphere and ocean forced by the tip jet, such asctieis@
proposed by Bakaliaet al. (2007) whereby the latitude of the Icelandic low affects the
frequency of wintertime westerly tip jets at a lag of 2 years, introduced byvasgnal
propagation around the North Atlantic basin. There is currently much interése pos-
sible predictability of the climate system on decadal timescales, particularly inatiib N

Atlantic region (Sutton and Allen, 1997). The interaction of processes imiked-layer
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processes and non-local processes (e.g. Rossby wave propagatichought to be im-
portant in this potential predictability (Le Provost and Flemming, 1998). K thay be
important to improve the representation of mesoscale atmospheric featureip s,
through parameterizations such as those presented in Chapter 5 in climate aimileg
to predict climate on decadal timescales, for example those used in the elengental
Panel on Climate Change (IPCC) simulations.

The results presented in this chapter should be thought of only as indicatid as
guidance of where to focus future research in this field. This is not dysdiolems
with the experiment design, or indeed the tip jet parameterisation, but reftests some
potentially serious shortcomings of the FRUGAL model. Chief among these ig$he r
olution of the model, which reaches a maximum of around 0.3 degrees in th&&ibl
While such a resolution gives a reasonable representation of the laederdynamics, it
is still far too coarse to resolve the dynamic scales involved in open oceaaat®mn and
deep water formation, which has been a focus of this study. As we will shsshiortly,
however, the parameterisation can easily be adapted to be used in rigiverrasolution
models, and possibly at some point in a non-hydrostatic model, allowing ciive/@ro-
cesses to be explicitly resolved, rather than relying on the bulk static adjustnoeie!

employed in FRUGAL.

7.5 Final thoughts

In this thesis | have investigated, and made progress on understandingyphcts of
Greenland’s tip jets on convection and circulation in the subpolar Atlantic, pfima
through using a combination of simple and more complicated numerical models. Some
avenues for further research in this vein have been outlined throtutitese conclusions.
Numerical models are undoubtedly extremely useful tools in understantimagpheric

and oceanic circulation, however they are only able to provide hypathasd we must
remember that these can only be confirmed or denied through observtiwne is now
much circumstantial evidence that the westerly tip jet does force deepatmmven the
Irminger Sea, and that the easterly jet does not do so in the Labradoriseader to
confirm this, however, further observations are required, andteetge difficulty in ob-

taining such wintertime observations in the subpolar seas, the author behéeves a
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worthwhile endeavour.
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