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Abstract—This paper presents a fast, recursive least squares 
(RLS) adaptive nonlinear filter. The nonlinearity is modeled 
using a second-order Volterra series expansion. The structure 
presented in the paper makes use of the ideas of fast RLS mul­
tichannel filters and has a computational complexity of 0 (N 3) 
multiplications per time instant where N — 1 represents the 
memory span in number of samples of the nonlinear system 
model. This compares with 0 (N 6) multiplications required for 
direct implementation. A theoretical performance analysis of 
the steady-state behavior of the adaptive filter operating in both 
stationary and nonstationary environments is presented in the 
paper. The analysis shows that, when the input is zero mean, 
Gaussian distributed, and the adaptive filter is operating in a 
stationary environment, the steady-state excess mean-squared 
error due to the coefficient noise vector is independent of the 
statistics of the input signal. The results of several simulation 
experiments are included in the paper. These results show that 
the adaptive Volterra filter performs well in a variety of situ­
ations. Furthermore, the steady-state behavior predicted by the 
analysis is in very good agreement with the experimental re­
sults.

I .  I n t r o d u c t i o n

THE concept of linear filtering has had tremendous im­
pact on the development of various techniques for 
processing stationary and nonstationary signals. The ob­

vious advantage of linear filters is their inherent simplic­
ity. However, in many situations, the performance of the 
linear filters may be totally unacceptable. A simple ex­
ample is that of trying to relate two signals whose signif­
icant frequency components do not overlap in the fre­
quency domain [24],

System analysis using nonlinear structures has several 
applications. High-speed communication channels usu­
ally need nonlinear equalizers for acceptable perfor­
mance. For example, Lucky [29] has conjectured that er­
ror probability performance of data transmission systems
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operating at rates higher than 4800 b / s  is almost entirely 
due to nonlinear distortion. In telephone transmission, 
nonlinearities arise mainly from inaccuracies in signal 
companding. In digital satellite links, the satellite ampli­
fiers are usually driven to near the saturation point and 
exhibit highly nonlinear characteristics. Several research­
ers have used Volterra series representation [39], [41] of 
nonlinear systems to implement nonlinear channel equal­
izers [4], [5]. Other applications of nonlinear modeling 
and filtering in communication problems include echo 
cancellation [9], [43], [46], performance analysis of data 
transmission systems [31], noise cancellation [13], and 
detection of nonlinear functions of Gaussian processes
[22], Nonlinear filters have also been successfully em­
ployed in modeling biological phenomenon [19], model­
ing drift oscillations in random seas [24], myoelectric sig­
nal processing [20], image processing [37], character­
ization of semiconductor devices [21], [35], [36], and 
several other areas.

Unlike the case of linear systems which are completely 
characterized by the system’s unit impulse response func­
tion, it is impossible to find a unified framework for de­
scribing arbitrary nonlinear systems. Consequently, the 
researchers working on nonlinear filters are forced to re­
strict themselves to certain nonlinear system models that 
are less general. In this paper, we will concentrate on sys­
tem representations using a second-order Volterra series 
expansion. The Volterra system model is extremely pop­
ular in adaptive nonlinear filtering and has developed an 
identity of its own in the last few years.

In the Volterra series representation of systems, which 
is an extension of linear system theory, the output y(n) of 
any causal, discrete-time, time-invariant nonlinear sys­
tem can be represented as a function of the input sequence 
x(n)

OO
y(ri) = h0 +  2  h\ (mx)x(n -  wi,)

mi =0
oo oc

+ 2 2  h2(mu m2)x(n — m\)x(n — m2)
di i =0 m2 —0

00 00
+ • : • + 2  • • • 2  hp(mu m2, • • ■ , mp)

m\ =0 nip =0

• x(n — mt) ■ ■ ■ x(n — mp) + ■ • • (1)
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where hp(mu m2, • • • , mp) is thep\h order Volterra ker­
nel [39], [41], [42] of the system. Without any loss of 
generality, one can assume that the Volterra kernels are 
symmetric, i.e., hp(mx, m2, • • ■ , mp) is left unchanged 
for any of the p! permutations of the indices mx, m2, • • ■ , 
mp . One can think of the Volterra series expansion as a 
Taylor series expansion with memory.

Possibly because the extremely complex nature of the 
nonlinear filters, very little work has been done in adap­
tively tracking the time-varying coefficients of such fil­
ters. Sandberg [40] has shown the existence of locally 
convergent Volterra series expansions for time-varying 
nonlinear systems. Marmarelis [32] has studied the prob­
lem of identification of nonstationary nonlinear systems 
from a single time-limited record of the output function 
when the input is white Gaussian noise. Most of the work 
in adaptive Volterra filtering was very recent and many of 
them [4], [9], [13], [14], [24], [43] employed the least 
mean square (LMS) algorithm or its variations together 
with the transversal filter structure. Unfortunately, such 
filters have convergence rates that are too slow to be use­
ful in many applications. An efficient VLSI implementa­
tion of gradient adaptive nonlinear filters can be found in 
[28], Efficient implementations using distributed arith­
metic were presented in [44] and [46]. One effort to speed 
up the convergence speed of adaptive Volterra filters 
equipped with stochastic gradient adaptation algorithms is 
[23], which introduced a second-order adaptive Volterra 
filter with lattice orthogonalization. However, the struc­
ture assumed Gaussian input signals, and experiments 
have shown that the rate of convergence can be very slow 
even for Gaussian signals. Other efforts to introduce adap­
tive nonlinear filters with good convergence properties 
have been through approximate least squares techniques
[15], [48]. Both methods assumed Gaussian input signals 
and, consequently, do not work well when the probability 
distribution of the input signal is non-Gaussian.

This paper presents a fast, RLS adaptive second-order 
Volterra filter. The computational complexity of this filter 
is an order of magnitude lower than the most efficient pre­
viously available RLS techniques. The algorithm exhibits 
fast convergence and good tracking behavior. We also 
present a theoretical performance evaluation of the adap­
tive filter operating in stationary and nonstationary envi­
ronments. The remainder of this paper is organized as fol­
lows. The following section describes the fast RLS 
adaptive second-order Volterra filter. Section III presents 
a theoretical performance analysis of the convergence 
properties of our filter operating in stationary and nonsta­
tionary environments. Section IV contains several simu­
lation examples that reveal the good properties of our fil­
ter and also validate the performance analysis. A 
comparison that shows our filter performs better than two 
other methods available in literature for adaptive Volterra 
filtering is also given here. Finally, the concluding re­
marks are made in Section V.

II. The F a st RLS Second-O rd er V o lte r r a  F il te r  
Let d (k) and x (k) represent the desired response signal 

and the input signal, respectively, to the adaptive filter. 
The problem is then to find an exponentially windowed, 
fast RLS solution for the linear and quadratic coefficients 
o f the adaptive filter that minimizes the cost function

n

J(n) = S  \ n~k\d(k) -  dn(k)I2 (2)
Jt = o

at each time instant n, where X is the parameter o f the 
exponential window that controls the rate at which the 
adaptive filter tracks time-varying parameters. The posi­
tive constant X is less than, and usually close to, unity. 
The filter output d„(k) is a second-order Volterra series 
expansion in the input signal x (k)

N -  1
dn(k) = X af(n)x(k  -  i)

i = 0
N - 1 N-1

+ X  X  b *, (n)x (k — i )x (k — j ) (3)
i =0 j= i

where the asterisk denotes complex conjugation. In (3), 
a,(«) and bj j ( n )  are the linear and quadratic coefficients 
at time n, respectively, o f the adaptive filter and N  — I 
represents the order o f memory in the adaptive filter.

For simplicity o f representation, the matrix notation 
will be used. The input vector Xk at time k, which has 
N(N +  3)/2  elements, is defined as

X Tk = [x(/c), x 2(k), x(k)x(k -  1), • • • , x(k)

• x(k — N  + 1),

x(k — 1 ), x 2(k -  1), x(k — 1)
• x(k -  2), • • • , x(k — N +  1),

x 2(k -  N + 1)] (4)

where the superscript T  denotes transposition. A lso, the 
N(N +  3 )/2  x 1 coefficient vector W„ at time n is defined 
as

WTn =  [a0(«), b0,0(«), *o,i(«)> ' ' ' - KN - \ {n ) ,  at (n), 
b\ \ (n), bu2(n), • • ■ , ajv-i(M), bN_ UN_ , («)].

’ (5)
Thus, the main concern o f the exponentially weighted LS 
problem under consideration is to find, at each time n, the 
optimal coefficient vector Wn that would minimize the cost 
function

n
J(n) -  S  \ " - k\d(k) -  W“ Xk\2 (6)

k = 0
where ( • )H represents the Hermitian transpose o f (•)• 
It is easy to show that the optimal solution W„ is given by

Wn = ^ P n (7)
where

n

nn = X  \ n~kxkxHk (8) 
k = 0
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and

P„ =  E  X" ~ kXkd* (k).
k = 0

(9)

Here, is the LS autocorrelation matrix o f the input vec­
tor X„,  and P„ is the LS cross-correlation vector between 
the input vector X„ and the desired response d(n) .  Direct 
evaluation o f this solution requires <9 (TV6) multiplications 
at each instant. Using the matrix inversion lemma, this 
complexity can be reduced to 0 ( N 4) multiplications per 
iteration. Previous attempts to further simplify the com­
putational complexity have been made through approxi­
mate techniques [15], [48], Our approach reduces the 
complexity to 0 ( N 3) multiplications per iteration without 
resorting to approximations.

The approach employed in the derivations is to consider 
the nonlinear filtering problem as a multichannel, but lin­
ear filtering problem. Note from the definition o f the 
problem that, at time k,  the TV +  1 elements contained in 

r I -  i =  \x{k ~  1 )x(k — TV), x(k  -  2)

■ x(k -  N) ,  ■ ■ ■ , x(k -  N) ,  x 2(k -  N)]

(10)
are discarded from the input vector Xk _ , and another set 
of N  +  1 elements contained in

i’I  =  [x{k),  x 2(k), x(k)x{k -  1),

• • • , x (k)x (k — N +  1)] (11)

are added to the remaining elements to form the input data 
vector Xk . Thus, the adaptive nonlinear filtering problem 
can be viewed as a multichannel filtering problem with N  
+ 1 channels and N — 1 delays. However, the number of 
delay elements in each channel is different and therefore, 
the fast RLS multichannel adaptive filtering algorithms 
[8], [10] cannot be used directly in our case. However, 
the more general technique in [26] can be combined with 
the algorithms in [8], [ 10] to obtain a very efficient al­
gorithm for adaptive Volterra filtering.

The “ trick” used in all fast RLS adaptive filtering al­
gorithms involves the successful exploitation o f the rela­
tionships among the forward predictor, the backward pre­
dictor, and the gain vector to obtain the relevant update 
equations. The forward predictor estimates vk as a linear 
combination o f the elements o f Xk _ ,. Similarly, the back­
ward predictor estimates rk _ , using Xk. It should be noted 
that the structure o f the predictors is exactly the same as 
that o f the estimator for d  (k). Let A„ and B„ be the optimal 
coefficient matrices (in the LS sense over the observation 
interval 0 <  k <  n) for the forward predictor using Xk _ , 
and the backward predictor using Xk, respectively. The 
corresponding prediction error vectors at time k,  denoted 
as f n(k) and bn(k), are then defined as

f n(k) = l'k + ^ nXk- i (12)

Note that A„ and Bn are (N 2 +  3TV)/2 x  (TV -  1) matrices 
and that we have used positive signs instead o f  negative 
signs in the definition o f the prediction errors.

The (TV2 +  3TV)/2 X 1 gain vector C„, defined as

c„ = n:'x„ (14)

plays a crucial role in the development o f the coefficient 
update equations for the adaptive filter coefficients. It is 
easy to see that C„ may be viewed as the optimal coeffi­
cient vector (in the LS sense over the observation interval
0 <  k <  n) o f a transversal filter that estimates the pin­
ning sequence, defined as

n„(/o = k =  n 

k =  0 , 1,
(15)

, n

using Xk . The corresponding estimation error X„ at time 
n is given by

y n =  1 -  CHX„. (16)

The estimation error, which is usually called the “ likeli­
hood variable,” is a real-valued scalar and is bounded by 
zero and one; that is, 0 <  7 ,, <  1.

The coefficient update equations are easily developed  
using the matrix inversion lemma (for example, see [18]) 
and the derivations are not repeated here. The relevant 
equations are

An = /4„_i — C„_!/^_|(n) (17)

and

where

Bn =  -  C„ b „ _ x (n) 

Wn = W „ _ i +  C„e*_ | (n) 

e„(k) =  d(k) -  WHn Xk .

(IB)

(19)

(20)

It should be clear from the above equations that the prob­
lem of efficiently updating W„ boils down to that o f effi­
ciently updating the gain vector Cn.

Update C„ involves the computation o f an ((TV +  1) +  
( N2 +  3TV)/2) x  1 extended gain vector,_C„, that is the 
LS estimator for the pinning vector using Xk , where

vk
(21)

The corresponding estimation error at time n is denoted 
as 7 ,,. The vector Xk , which has the same size as C„,  can 
be viewed as the augmented input vector for the forward 
predictor. Note that [ X%, rAr_ , ] r is the augmented input 
vector for the backward predictor.

Appendix A contains the derivation o f  the following 
recursion for the extended gain vector:

and 0 1

b„(k) =  / * _ , +  B H„ Xk.
c„ = +

(13) -Cn 1

<*„ '/„(«)

A N (x n fn ( h )
(22)
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where a„ is the LS autocorrelation matrix of the forward 
prediction error sequence f n{k), i.e.,

= E  \ n- hf n(k)fHn{k). 
k = 0

(23)

It is also noted that a n is Hermitian and can be recursively 
updated as

a„ = \a„ (24)l + /„ (« )/„ - ,(« ) .

The equation for updating a ” 1 can then be obtained by 
employing the matrix inversion lemma.

Our next step is to develop an update equation for the 
gain vector C„. For most linear adaptive filtering algo­
rithms, the recursion for updating the gain vector utilizes 
the extended gain vector directly. This is due to the fact 
that the augmented input vector for the forward predictor 
is generally the same as the augmented input vector for 
the backward predictor in_those cases. Since [ v Tn, Xl _  , ]r 
differs from [Xjt, r Tn  ̂, ]r , Cn cannot be employed directly 
for updating Cn. However, observe that the elements 
which constitute these two augmented input vectors are 
the same, and therefore, there exists a nonidentity per­
mutation matrix L such that

LX, =
rk- i

(25)

By employing the idea proposed in [26], we can use LCn 
for updating C„. Let m„ and ju„ signify the top (N 2 + 
3 N) / 2  and the remaining N + l  elements, respectively, 
of LC„, i.e.,

m„

-Mn
= LC„ (26)

A recursive equation for updating C„ can be obtained in 
the form

C„ = (1 -  fc"_,(n)/i„r'[m „ -  (27)
The derivations of this gain vector and some other update 
equations needed by the algorithm are given in Appendix 
A. A complete set of recursions as well as the operations 
count and the size of the vectors and matrices are pre­
sented in Table I.

Remark 1: Exact initialization of the algorithm is pos­
sible. However, in all the examples presented later, the 
initialization was done as shown in Table I with 5 =
0.001. W_\ was assigned to be zero vector, although it 
can be chosen arbitrarily.

Remark 2: One of the major problems with fast RLS 
algorithms is their poor numerical properties. This algo­
rithm is no exception. Several researchers [2], [11], [27] 
have investigated the numerical error propagation in RLS 
adaptive linear filters. Recently, some techniques of sta­
bilizing [6], [45] or rescuing [25] fast RLS algorithms 
have been introduced. These techniques can also be ex­
tended to the nonlinear filter structures. We have em­
ployed the rescue device proposed in [25] to alleviate the 
numerical problems to a large extent. As noted earlier, 0

< y„ < 1. It is only because of numerical errors that y n 
can go out of this range. Experiments by several research­
ers have shown that y„ usually goes outside the above 
range right before the onset of numerical instability. Thus, 
the algorithm is reinitialized whenever y n goes below zero 
or above one. The reinitialization is achieved by resetting 
all the variables of the adaptive filter to their initial values 
as given in Table I with the exception that Wn is left un­
changed. For the simulation examples presented in Sec­
tion IV, we did not observe problems due to numerical 
instability for the duration of the simulations. The algo­
rithm is certain to diverge because of numerical problems 
if run for much longer durations without rescues or other 
stabilization techniques. In a large number of experi­
ments, the results of which are not reported here, the res­
cue device of [25] performed adequately most of the time. 
However, this aspect of the algorithm requires further 
study.

Remark 3: It is possible to compute the a priori back­
ward prediction error vector bn_\{ri) much more effi­
ciently in a manner similar to the approach used in [10]. 
However, our experiments have shown that the version of 
the algorithm presented in Table I has much better nu­
merical properties.

Remark 4: Extension of our algorithm to higher order 
Volterra filter and some other nonlinear models is 
straightforward. In fact, Table I can also be used to rep­
resent a fast, RLS, p th order Volterra filter with a mem­
ory span of N samples if all the matrices and vectors are 
defined properly. In this case, the input vector will have 
0 { N P) elements and 0 { N P~ X) elements are replaced at 
each time. Consequently, this filter requires 0 ( N 2p~ l) 
multiplications per sample.

III. P e r f o r m a n c e  A n a l y s i s

The analysis relies heavily on the methods used in [16],
[30] for studying the convergence and tracking ability of 
RLS linear adaptive filters. The following assumptions 
will be used to make the analysis tractable.

1) The adaptive filter is operating in the system iden­
tification mode, i.e., it is assumed that the desired output 
d(n) is a noisy measurement of the output of a second- 
order Volterra system with the same structure as in (3) 
and the adaptive filter has at least the same number of 
linear and quadratic coefficients as the unknown system. 
Define the optimal coefficient vector W0pt „ as

W L „  = [a\a(n), b ‘oM(n), b o.i («), ' ’ • , &S,jv-i(«),

a ‘!(n), b' i j in),  b°U2(n),

-  \ . N -  1 (n)l

i (n), 

(28)

where a"(n) and b°j(n)  are the linear and quadratic coef­
ficients at time n, respectively, of the unknown Volterra 
system. Assuming that the measurement noise e„(n) is ad­
ditive, the desired response signal d(n) can be expressed 
as

d(n)  =  W UnXn +  e„(n). (29)
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TA B LE I
F ast RLS Second-O rder V olterra  F ilter

In itialization:
a l |  =  

7-1  =  1

1 i'V + lx  ,V + | A . i
-

0 , ( \ ' ( 3,V)/2 x ,v + [ ) II 
II

0( ( :V- + .W) 2 X I | 
0< (,-V- + } \)  .2 X 1 )

Equation R elation D im ension O peration C ount

(T .0) K s defined as in (4) ((N 2 +  3 N ) /2  x  1) N

(T .l) /» - i(«) = (N  +  1 x  1) (N } + A N 2 + 3 N ) /2

(T .2) f M )  = y„ - J „-1  («) (N + 1 x  1) N  +  1

a ,
a -

n -  lj6,-1 ( « ) / " - !  ( « )« „ - !  ~

(T .3)

i

y„ - 1
(N + 1 x  N  +  1) 2 N 2 +  IN  + 6

(T .4) y„ = 1<» - 1 - / " (« )« „  ’f M ) (1 x  1) N 2 + 3N  + 2

(T .5) A-,, 4„- , - , («) ((N 2 + 3 N ) /2  x  N  +  1) (N } +  4N 2 + 3 N ) /2

(T .6 )
c„ =

C

0

i -  l _
+

A„a,J ‘ f , ( n )

((N  +  1) +  (N 2 + 3 N ) /2  x 1) (N* +  4N - + 3 N ) /2

(T .7) m„

_
= L c , r

((N 2 +  3 N ) /2  +  (N + 1) X 1)

(T .8) b„- i (n) = r„ _ (N + 1 X 1) (N 2, +  4 N 2 +  3 A 0 /2

(T .9) c„  = (1 - b "_ ,(n ) /i„ )  1 [m„ -  B„ -  i ((N 2 +  3 N ) /2  x  1) (N- + 5 N 2 + 8N  + 4 ) /2

(T. 10) y„ = 1 - i («)m„) 'y„ (1 x  1) 1

(T .l  1) B, = i — C„bH„ -A n ) ((N 2 +  3 N ) /2  x  N  + 1) (N ' + A N 2 +  3 N ) /2

( T .12) - i (n) = d (n ) -  W l_ ,X„ (1 x  1) (N 2 +  3 N ) /2

(T .13)
(T .14) W

e„(n)
=

y„ 
i +

e„ - i (n) 
C„e*_ ,(«)

(1 x  1)
( (N 2 +  3 N ) /2  x  1)

1
(N 2 +  3 N ) /2

Total: 3 N* + 16.5 N 2 +  26 .5  N  + 13

t The filter coefficients can be in itia lized  w ith arbitrary elem ents.
tt  0 is a vecto r o f  N  + 1 zero elem ents.
tttw„ has (N 2 +  3 N ) /2  e lem ents and has N  + 1 elem ents.

2) The sole source of nonstationarity is the random be­
havior of the optimal coefficient vector Wo p t The evo­
lution of W0pt „ is described by

Wopx,n = W'opt.n-l + V(n ~ 1) (30)
where v(n) belongs to a stationary, zero-mean, and white 
vector Gaussian process with covariance matrix a\ l .

3) The input signal x(ri) and the measurement noise 
ea{n) belong to zero-mean and jointly stationary random 
processes. Moreover, ea(n) is white and independent of 
x(n).

4) The input pair {X,, d( i ) }  is independent of {Xj , 
d ( j ) }  for / ^  j .  This is the commonly used independence 
assumption which is not true in practice. The justification 
for using this assumption is that this would make the oth­
erwise cumbersome analysis mathematically tractable and 
that analyses using this assumption have provided fairly 
accurate characterizations and useful design rules for a

wide variety of adaptive systems, even in applications 
where the independence assumption is grossly violated
[16], [34],

The problem that we consider here is that of finding the 
steady-state a priori excess mean-squared estimation er­
ror (MSE). The a priori excess MSE e(n) is defined as

e(n) =  E{|«?„_,(n) -  e0(n)\2}. (31)

Define the coefficient error vector W(n — 1) at time n as

W(n -  1) = Wapun -  W„_, .  (32)

Using (20), (29), and (32), we can express the a priori 
estimation error e„ _ , («) as

en_, (n)  = W H(n ~ \ )Xn + e„(n)- (33)
One of the consequences of the independence assumption 
is that W(n -  1) and Xn are uncorrelated with each other.
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It is easy to see from the above discussion that the a priori 
excess MSE e (n) is given by

e(n) = E { X Hn W(n -  1 )WH(n -  1)X„} (34) 

= tr {UK(n -  1)} (35)
where

where

and

e(n) =  tr {flA'i(n)} + tr {QA^w)} 

K,(n) = E{W\ ( n) Wl ( n) }

K2(n) =  E { W 2(n)W?(n)} .

In order to evaluate the steady-state values of K { (ri) and 
K2(n), we need to make some approximations to the ev­
olution equations (40) and (41). First of all, note that for 
large values of n

e {Q„}
Q

1 -  X'
(46)

Q = E{ XnX Hn} (36)

is the autocorrelation matrix of X„,

K(n) = E{ W( n ) WH(n)} (37)

is a second moment matrix of the coefficient misalignment 
vector and tr {• } denotes trace of the matrix {•}.

We can show using (14), (19), (20), and (29) that

w n = w „ _ t + n ; lx nx ? ( w opu, -  #„_ ,)

+ Q ; ' X ne* (n). (38)

From (30), (32), and (38), we get 

Wn = (/ -  n ; ' X nXZ) W„^ -  n ; lXne*(n) + v(n).

(39)

Consider a decomposition of the coefficient misalignment 
vector into two components with the following evolution 
equations:

W^n) = (/ -  V ^ X ^ W . i n  -  1) -  U ; ]X„e*(n)

(40)
and

W2(n) =  (I -  Q ; ' X nX ? W 2(n -  1) + p(n). (41) 

Note that
W(n) = Wx{n) + W2{n). (42)

Furthermore fV, (n) does not depend on v(n) and W2(n) 
does not depend on e0{n). Consequently, we can consider 
W\ (n) as the component of the coefficient misalignment 
vector that is contributed by the measurement noise. Sim­
ilarly, W2(ri) is contributed by the lag noise which is due 
to the nonstationarity of the operating environments. On 
the basis of the above insights, we will initialize W2(n) to 
be a zero vector.

Similar to the arguments used by Macchi and Bershad 
[30], we can argue that (n) and W2 (n) are uncorrelated 
with each other in the steady state. Furthermore, since the 
driving signals in both (40) and (41) are zero-mean vec­
tors, both Wl (n) and W2(n) will have zero-mean values in 
the steady state. Now it is easy to show that the excess 
MSE will satisfy the following relationship in the steady 
state:

Let «„ be a fluctuation matrix with zero-mean elements 
such that

n„ = 1 -  X
+ w „. (47)

Similar to the arguments in [30] for the linear case, we 
can show that for (1 -  X)N2 < <  1 and large values of 
n, Q„ is almost deterministic, i.e., the entries of con are 
very small compared to those of 0 /(1  — X). Then, at 
steady state,

(48)

This implies that

(49)

(50)

Note that can be recursively updated as

Un =  XQ„_! + XnX

Substituting XnX " as in (50) into (40) and (41), respec­
tively, and employing (49) in the resulting equations will 
give us the following simplified results:

W^n) *  X ^,(/i -  1) -  Q ; ' X ne*(n)  (51)

and

W2(n) ~ \ W 2(n -  1) + v(n). (52)

A. Evaluation o f the Steady-State Value o f  tr {OA'i («)} 
Postmultiplying both sides of (51) with their respective 

Hermitian transposes and evaluating the statistical expec­
tation of the products result in

K x(n) «  \ 2K x{n -  1)

+ E { Q ; [X„ X? Q; ' } E{ \ e 0{n)\2}. (53)

Note that we have used the property that ea(n) and Wl (n
-  1) are mutually uncorrelated with each other. Assum­
ing that the evolution in (53) converges, the limiting value 
of K x (n) can then be written in the form

E { Q ; ' x nx H t i ; ' } s 0
K\ {n) * 1 -  X,

(54)

(43)

(44)

(45)

where
$0 = E{ \ ea(n) I2}- (55)

Since Qn is almost deterministic, it follows that and Xn 
can be considered to be almost uncorrelated with each 
other. Thus, we get

L t r { E { n u ; ' Q o - 1}}
1 -  X2tr { QA", (n)} * (56)
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The above formula is further simplified in Appendix B 
by using an approximate expression for By so
doing, we obtain

N' +
1 + X

X ) 2} -  N ' ) j  (57)

where N'  equals to (N + 3)N/2.  Note that the excess 
MSE can be explicitly determined for a given input signal 
statistics.

It is shown in Appendix C that the expectation 
E{(X^Q~'X„)2} in (57) does not depend on the input sig­
nal statistics when the input is a Gaussian process with 
zero mean. When x(n) belongs to a zero-mean and real 
Gaussian process, we can show using some lengthy but 
straightforward calculations that

E{ ( XTnQ - ]Xn)2} = (N5 + \6N* + 77/V3

+ 130JV2 + 72N) /  (4 (N + 2)). (58)

The corresponding steady-state value of the excess MSE 
is now

tr { QK| («)}
1 + X

N 2 + 3N \  1
4(1 + X)

(.N4 +  14 N 3 + AIN2

+ 26 N + 8)
16

N + 2
(59)

Closed form expression for the excess MSE can be ob­
tained in a similar manner when the input is a zero-mean 
and complex Gaussian process. It can be seen that the 
second term within the parenthesis in (59) will be very 
small compared to the first term for the case that (1 — 
X)N2 «  1. Thus, we can approximate tr { IMT, (n)} as

tr { ( « ) }
1
1 + X

N + 3 N (60)

and that

tr {UK2(n)} ~

1 -  X2 

<x2 tr {0}

in the steady state. Again, note the similarity between the 
results for the nonlinear and linear cases [16].

The total steady-state value of the excess MSE may be 
obtained by summing (59) with (62). As a specific ex­
ample, when the input signal is a zero-mean real Gaussian 
process, we have

e(n) ~
1 -  X
1 + X

N + 3N 1 -  X 
4(1 + X)

(TV4 + 14 N 3 + 47N2 +  26N + 8)

16
N + 2

tr {»}
1 -  X2 (63)

Another interesting and common case is that when X is 
very close to 1 and (1 -  \ ) N 2 «  1; we may approximate 
the total steady-state value of the average excess MSE as

e(n)
1 -  X N 2 + 3N \  a 2v tr {0}

2 )  + 2(1 -  X)
(64)

which is similar to the simplified result obtained in [16]. 
When X is very close to one, we can see from the above 
that the steady-state excess MSE is directly proportional 
to (1 — X), the minimum mean-squared estimation error 
and the number of coefficients. Note that this result is very 
similar to those available for adaptive linear filters [16].

B. Evaluation of the Steady-State Value o f tr {UK2{n)}
It is now straightforward to show, in a manner similar 

to the evaluation of (n), that

o h

1 -  X

(61)

(62)

It should be noted that the excess MSE contributed by the 
measurement noise is directly proportioned to (1 -  X) 
while the excess MSE contributed by the lag noise is in­
versely proportioned to (1 -  X).

Although done here only for a second-order Volterra 
system model, this analysis can be easily extended to the 
higher order Volterra system models also.

IV. E x p e r i m e n t a l  R e s u l t s

In this section, we present the results of several exper­
iments that demonstrate the good properties of the fast 
RLS adaptive Volterra filter as well as verify the theoret­
ical analysis presented earlier. The adaptive filter was used 
in the system identification mode in the first two exam­
ples. In these examples, the adaptive filter was run with 
the same structure and the same number of coefficients as 
that of the system that was to be identified. The last ex­
ample involves experimenting with the adaptive filter un­
der conditions of model mismatch. All the random pro­
cesses involved in this section are real. The measurement 
noise in each example belonged to a pseudorandom, 
white, Gaussian process with zero mean. Also, all of the 
results presented are ensemble averages over 50 indepen­
dent runs.

A. Example 1 •
The main purpose of this example is to validate the per­

formance analysis presented in the previous section. The 
problem considered here is that of identifying a second- 
order Volterra system with N =  10, in both stationary and 
nonstationary environments. The coefficients of the un­
known Volterra system are given in Table II. Several cases 
were studied: three forgetting factors (0.9955, 0.9975, 
and 0.9995) were employed and two types of input signals 
(white Gaussian and colored Gaussian) were used. The 
white Gaussian process is of zero mean and variance
0.0577, while the colored Gaussian signal was generated
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TA B LE II
L inear  and Q uadratic  C o efficien ts  of the  U nknown System U sed In E xample 1

i j  = 0 1 2 3 4 5 6 7 8 9

0 -0 .0 5 2 1.020 -1 .8 1 2 -0 .5 9 3 -1 .4 5 4 2,779 4.258 - 1 .5 0 9 0.538 0 .698 0 .396
1 0.723 -0 .5 7 0 -0 .1 4 5 1.820 -2 .6 0 8 - 0 .7 2 8 0.812 -2 .0 9 3 0.753 -0 .3 6 3
2 0.435 -0 .4 8 3 -4 .0 2 3 -1 .4 8 7 - 0 .2 6 4 1.285 -0 .7 7 5 -3 .4 9 8 - 2 .4 0 2
3 - 0 .1 9 6 2.282 -1 .3 8 3 2.890 1.581 -3 .3 1 4 0.461 1.647
4 - 0 .1 4 3 -1 .1 5 5 - 1 .2 7 0 - 1 .8 0 0 -0 .3 4 9 -1 .9 7 5 - 3 .4 6 5
5 0.812 - 0 .2 3 4 0 .748 0.273 3.941 - 1 .3 3 4
6 0.354 - 1 .0 4 4 0.022 2.926 -3 .0 7 1
7 0.077 1.459 -0 .5 0 8 1.720
8 -1 .3 7 9 0.824 0.648
9 2.251 0.305

TA B LE III ,
C omparison of E xperim ental  and T heoretical V alues of E xcess M ean-Squared  E rror for E xample 1 (Input S ignal is W hite G aussian)

E xperim ent E xperim ent 2 Experim ent 3f

X T heoretical M easured u 2 Theoretical M easured Theoretical M easured

10“ ' 1.83 X 10 2 1.61 X I 0 “2 4 .0  x 10~4 3.68 X 10“ 2 4.45 x 10 2 5.51 X 10 2 6 .02 X 10“ 2
0.9955 10“ 2 1.83 X 10 3 1.60 X 10“ ’ 2 .0  x 10~5 1.84 X 10“ 3 2.22 x 10 3 3.67 X 10 3 3.82 X 10~ '

10 3 1.83 X 10“ 4 1.61 X 10 4 1.0 X 10~6 9.20 X 10“ 5 1.11 x 10 4 2.75 X 10 4 2.71 X 10~4

10“ ' 9 .26 X 10“ ’ 8.62 X 10“ ’ 1.8 X 10~4 2.97 X 10“ 2 3.22 X 10“ 2 3.90 X 10 2 4.07 X 10~2
0.9975 10“ 2 9 .26 X 10“ 4 8.52 X 10“4 0 .6  x 10~5 9.90 X 10“ 4 1.07 X 10 ’ 1.92 X 10 3 1.93 X 10 1

10 9 .2 6  x 10“ 5 8.61 X 10“ 5 0.2 X I0 6 3.30  X 10“ 5 3 .58  x 10“ 5 1.26 X 10 4 1.22 X 10~4

10 1 1.67 X 10 3 1.66 X 10“ ’ 1.0 X 10“ 6 8.26 X 10“ 4 7.62 X 10 4 2 .50  x 10“ ' 2 .44 X 10 '-’
0 .9995 10“ 2 1.67 X 10“ 4 1.64 X 10 “4 2 .0  x 10 7 1.65 X 10“ 4 1.52 X 1 0"4 3.32 X 10 4 3 .1 6  x 10~4

10 1 1.67 X 10 5 1.65 X 10 “ 5 4 .0 X 10~8 3.30 X 10“ 5 3.05 X 10“ 5 4.97 X 10“ 5 4.73 X 1 0 ' 5

t | „  is as in E xperim ent 1. a ;  is as in Experim ent 2.

by processing a pseudorandom, white, Gaussian noise of 
zero mean and variance 0.0248 with a linear filter whose 
impulse response hn was given by

f  0.9045 n = 0 'N

1.0 n =  1 
hn =  . (65)

0.9045 n = 2

V 0. otherwise J  
This setup gave an almost unit output power for the un­
known system in the stationary cases. The experimental 
values of the steady-state excess MSE were measured by 
time averaging the ensemble average of the a priori ex­
cess MSE over 3000 time samples in the range [17001, 
20000]. These are then compared to the theoretical values 
obtained from (59), (62), or (63), depending on the situ­
ation.

Experiment 1: In this experiment, the unknown system 
was time invariant. The measured excess MSE for several 
cases (different values of forgetting factor X and additive 
noise level £„) are tabulated along with the theoretical val­
ues generated from (59) in Tables III and IV for white 
and colored inputs signals, respectively. Note that the an­
alytical and empirical results show reasonably good match 
in all cases. The analysis becomes more accurate when X 
is very close to one. This is so because many of the ap­
proximations become more accurate when X is close to 
one.

Experiment 2: This experiment evaluate the perfor­
mance of the adaptive filter operating in nonstationaiy en­
vironments when there is no measurement noise. The sole 
source of nonstationarity is the random behavior of the 
optimal coefficient vector Wop[ The evolution of Wopln 
is described by (30), and the coefficients in Table II were 
used as the initial values of the optimal coefficient pro­
cess. We have chosen the values for a \ so that the excess 
MSE contributed by the measurement noise in Experi­
ment 1 and the excess MSE contributed by the lag noise 
in this experiment are at least within a factor of ten of 
each other. The measured excess MSE of several cases 
(different values of X and a 2) are compared to the theo­
retical values generated from (63) in Tables III and IV. 
Conclusions similar to those of Experiment 1 can be made 
here also.

Experiment 3: This experiment considered the effect of 
nonstationarity as well as measurement noise on the per­
formance of the adaptive filter. The coefficient vectors 
were the same as in Experiment 2. Comparisons of the 
empirical and analytical excess MSE for several values of
X, and a 2 are made in Tables III and IV. Once again 
note the close agreement of the experimental and theoret­
ical values. Note that the sum of the excess MSE in Ex­
periments 1 and 2 is approximately equal to the excess 
MSE in Experiment 3 for all cases. This observation val­
idates our assumption that the contributions to the excess 
MSE from adaptation and nonstationarity are additive.



C omparison of E xperim ental and T heoretical  V alues of E xcess M ean-Squared  E rror for E xample 1 (Input Signal is C olored  G aussian)

LEE AND MATHEWS: FAST RECURSIVE LS VOLTERRA FILTER 1095

TA B L E  IV

Experim ental 1 Experim ent 2 Experim ent 3'

X £„ Theoretical M easured <j2 Theoretical M easured T heoretical M easured

10" ’ 1.83 X 10~2 1.59 X 10~2 3.2 X 10~4 3.62 X 10“ 2 4.37 X 10~2 5.45 X 10~2 5.94 X 10-
0.9955 10 2 1.83 X 10~ ’ 1.58 X 10~3 1.6 X i o - 5 1.81 X 10~3 2.19 X 10 3 3.64 X l o ­ 3.75 X 10 3

10 5 1.83 X 10~4 1.60 x 10~4 0.8 X 10 6 9.04 X 10 5 1.09 X 10 4 2.73 X rn 4 2.71 X 10 4

10“ ' 9 .26 X 10 3 8.57 X 10 3 1.35 X 10 4 2.75 X 10 2 3.00 X 10 2 3.68 X 10 2 3.83 X 1 0 -
0.9975 10 2 9 .26  x 10“ 4 8.42 X 10~4 4 .5 X lO ^ 6 9.18 X i o - 1.00 X i o - 3 1.84 X 10~3 1.83 X 10 3

10- 9 .26  x 10 5 8.53 X 10~5 1.5 X 10 7 3.06 X 10 5 3.34 X 1 0 " 5 1.23 X 10 4 1.20 X 10 4

10 1 1.67 X 10 3 1.67 X 1 0 -3 0.8 X 10 6 8.14 X 10 4 7.65 X 10 4 2.48 X 10 3 2.43 X i o -
0.9995 I0 ~ 2 1.67 X 10~4 1.66 X IQ-* 1.6 X 10“ 7 1.63 X 10~4 1.53 X 10 4 3.30 X 10 4 3.13 X 10-

10 3 1.67 X 10~5 1.64 X i o - 5 3.2 X 10~8 3.25 X 10~5 3.06  x 10 5 4.92 X 10 5 4.77 X 10-

t£„  is as in E xperim ent 1. a 2 is as in Experim ent 2.

We have also used the squared norm of the linear and 
quadratic coefficient error vectors to evaluate the perfor­
mance of our algorithm. These norms are defined as

N- I
Z  Idj(n) -  a°(n)\2 

||Kt (n)|| = 10 log '~° w_,----------------- (66)
Z  |a ; » | 2 

/ = 0
and

N -  1 A'- 1
Z  Ibu (n) -  b l j (n ) |2 

||Ke (n)|| = 10 log ' ° -------------------. (67)
Z  Z  \b'ij(n)\2 

i = 0  j = i

Figs. 1 and 2 show the evolution of the squared norms of 
the linear and quadratic coefficient error vectors generated 
from Experiments 1 and 3, respectively, when X = 0.9975 
and the input signal is colored. It is noted that our algo­
rithm exhibits fast convergence behavior and excellent 
tracking properties as well, even though the adaptive filter 
used a fairly large number of coefficients in this example.

B. Example 2
This example compares the performance of our filter to 

two other alternatives, i.e., and LMS filter [24] and a fast 
Kalman filter algorithm proposed in [15]. We have con­
sidered system identification problem in both stationary 
and nonstationary environments. The system to be iden­
tified was a second-order Volterra system described by

y(n) = -0.7&c(n) — 1.4&c(n -  1) + 1.39x(n — 2)

+ 0.04x(n — 3) + 0.54x 2(n)

+ 3.72x (n)x(n — 1)

+ 1.86x(ri)x(n — 2) — 0.76x(n)x(n — 3)

— 1.62x2(n — 1) + 0.7 6x(n — 1 )x(n — 2)

— 0A2x(n -  1 )x(n -  3) + 1.4Le2(h -  2)

— 1.52x(n — 2)x(n — 3) — 0.13 x 2(n — 3).

(68)

NUMBER OF ITERATIONS

(a)

(b)

F ig. 1. N orm  of coefficient erro r vector for E xperim ent 1, X =  0 .9975 , 
input signal is co lored , (a) ||Kt (n )||. (b) \\Vg (n)\\.

We first considered a colored input signal x (n), which was 
obtained by processing a pseudorandom, white, Gaussian 
process of zero mean and variance 0.05 with a linear filter 
given by (65). With this setup, the power of y(n) was 
about 1. Three different output signal-to-measurement 
noise ratio (SNR) were considered: 10, 20, and 30 dB. 
The forgetting factor employed was 0.9966 and the step 
size of the LMS filter was set to 0.055 so that the theo­
retical excess MSE’s of all the algorithms were about the



1096 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 41, NO. 3, MARCH 1993

(a)

(b)

Fig. 2. Norm  of coefficient erro r vecto r for E xperim ent 3, A =  0 .9975 , 
input signal is co lored , (a) ||Kt (/i)||. (b) Hl^OOll.

same. This experiment was repeated using a white Gauss­
ian input signal. We have again used the squared norm of 
the coefficient vectors to evaluate the performance of the 
algorithms. Fig. 3 illustrates the evolution of the squared 
norms of the linear and quadratic coefficient error vectors 
corresponding to the three algorithms for the case that the 
input signal is colored Gaussian and SNR = 30 dB.

The results show that our method performs much better 
than the other two in terms of convergence speed. The 
fast Kalman algorithm of [15] has very slow convergence 
behavior in all cases considered in this example. The con­
vergence speed of this structure can be improved with a 
small X. However, results of other experiments that are 
not included here have shown that small values of X would 
result in very severe numerical problems. The LMS al­
gorithms, being a stochastic-gradient technique, has a 
convergence behavior that is signal dependent: the con­
vergence speed did improve a lot when the input signal is 
white. The method we have developed, on the other hand, 
does not have such signal dependence. We have also ob­
served very poor performance of the fast Kalman algo­
rithm of [15] when larger system orders were employed. 
Hence, we did not include comparison results for larger 
system orders.

We also evaluate the performance of the adaptive filters

(a)

(b)

Fig. 3. Norm o f coefficient e rro r vector for Experim ent 2. Stationary case. 
(1) Fast K alm an algorithm  o f |1 5 ], (2) LMS algorithm , and (3) fast RLS 
algorithm  o f this paper, (a) || I7, (« ) | | . (b) || .

operating in nonstationary environments in a way similar 
to that done in Experiment 3 of Example 1. Fig. 4 illus­
trates the evolution of the squared norms of the linear and 
quadratic coefficient error vectors corresponding to the 
three algorithms for the case that the input signal is col­
ored Gaussian, SNR = 30 dB, and o 2v = 2.0 X 10 1. 
Conclusions similar to those for the stationary case can 
be made here also.

C. Example 3

This example evaluates the performance of our algo­
rithm when the underlying system model is different from 
the second-order Volterra system model used in the de­
velopment of the adaptive filter. The problem considered 
here is that of identifying a nonlinear channel using the 
adaptive second-order Volterra filter illustrated in Fig. 5. 
The nonlinear channel is a simplified model of a digital 
satellite transmission system [5]. Satellite digital trans­
mission represents one of the most important cases of a 
digital communication system employing a nonlinear 
channel. The memoryless nonlinear device is an AM/AM 
converter whose characteristics are shown in Fig. 6. The 
transfer functions of the fourth-order low-pass Butter­
worth and Chebyshev filters, denoted as HB(z) and Hc (z),
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0 2 0 00  4 000  6 000  8 000  10 000
NUMBER OF ITERATIONS

(a)

0 2 000  4 000  6 0 0 0  8 000  10 000
NUMBER OF ITERATIONS

(b)

Fig. 4. Norm  o f coefficient erro r vec to r for E xperim ent 2. N onstationary 
case. (1) Fast K alm an algorithm  o f [15], (2) LM S algorithm , and (3) fast 
RLS algorithm  o f this paper, (a) ||KL(n ) ||. (b) || K0(fi) | | .

Noise

Fig. 5. A pplication o f adaptive filter to identify a non linear transm ission 
system .

Fig. 6 . Inpu t-ou tpu t characteristics o f the A M /A M  converter used in Ex­
am ple 3.

are given by

and

_ (0.078 + 0.1559g~' + 0.078z~2) (0.0619 + 0.1238z~' + 0.0619z 2) 
Heiz) ~ (1.0 -  1.3209z_l + 0.6327z ' 2) (1.0 -  1.0486z_l + 0.296k 2)

_  (0.4638 -  0,.4942z~* + 0 .463fe-2) (0.183 + 0.1024z~' + 0.183z~2) 
c(z) ~  (1.0 -  1.2556z_l +  0 .6 8 9 U '2) (1.0 -  0.7204z_1 + 0.1888z~2)

respectively. Both filters have a cutoff frequency 0.1 
cycles/sample. The input signal x(n) was uniformly dis­
tributed on the interval [0.12, 1.78] so that the AM/AM 
converter was operated at saturation region most of the 
time. With this setup, the power of y(n) was about 1. We 
have used 0.9985 for X. The adaptive filter used 11 delays 
(N = 12) in the experiments. This choice was a compro­
mise between performance and complexity. Fig. 7 shows 
the learning curves associated with the a priori MSE over 
the first 2000 samples. The steady-state MSE’s were ob­
tained by time averaging the ensemble averages in the 
range [9000, 10000] and are given in Table V. It appears 
that our algorithm works well in this situation even though 
the structure of the adaptive filter is completely different 
from that of the system model.

V. C o n c l u d i n g  R e m a r k s  

This paper presented a fast RLS adaptive second-order 
Volterra filtering algorithm. The algorithm was derived 
by exploiting the ideas employed for developing fast RLS 
adaptive multichannel linear filters. It should be noted that 
several researchers have studied the multichannel linear 
filtering problems with arbitrary order in the past few years
[1], [17]. However we believe that ours is the first attempt 
to extend fast, linear filtering algorithms to nonlinear fil­
tering applications. Our adaptive nonlinear filter requires 
0(N 3) multiplications per sample, which represents a sub­
stantial saving over direct implementations. We also pre­
sented an analysis of the performance of the algorithm
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400 800 1200 1600
NUMBER OF ITERATIONS

2000

Fig. 7. Learning curves associa ted  w ith the a priori M SE over the first 2000 sam ples.

TABLE V
Steady-State M ean-Squared Error for Example 3

L  =  1 0 '-’

OII OII

N  = 12 0 .00131 0 .01099 0.10623

operating in stationary and nonstationary environments. 
Comparison of analytical and empirical results demon­
strated reasonably good match. The experimental results 
presented showed that the algorithm works well in several 
different situations. It also works better than two other 
competing techniques available in the literature.

In the past few years, several researchers have devel­
oped neural networks for modeling nonlinear systems. We 
have not attempted a comparison of the performance of 
our algorithm with that of such approaches. Such com­
parisons, as well as the development of adaptive filters 
that utilize techniques available in both fields would be of 
great interest.

There are several other issues that require further study. 
One major task is to develop numerically stable algo­
rithms. Recent work on fast QR algorithms [12] have led 
to the development of what appears to be numerically sta­
ble, fast RLS adaptive linear filters. These results have 
been recently extended to the nonlinear case [47]. While 
the indications are that the lattice Volterra filter of [47] is 
numerically stable, such systems do not directly identify 
the Volterra system coefficients in an efficient manner. 
Slock and Kailath have recently proposed a numerically 
stable fast RLS algorithm [45], Their algorithm can be 
extended to the nonlinear case, and we expect that such 
filters will be numerically stable at least for a limited range 
of values of X. The estimation of the order of memory as 
well as the order of nonlinearity must be investigated. The 
effects of model mismatch should be further studied. Im­
plementation issues, such as those involving exploitation 
of parallelisms and modularities in the structure of the 
adaptive filter, have not been addressed in this paper.

As previously mentioned, extension of the results in this 
paper to higher order Volterra systems is straightforward. 
A fast, RLS, Pth order adaptive Volterra filter was shown 
to require 0(N 1P-l) multiplications per sample. This can 
be an extremely complex task even for moderately large 
values of N and P. Consequently, it is important to realize 
that the usefulness of the algorithm described in this paper 
is mainly in situations involving mild nonlinearities. Much 
work investigating possibilities of further simplifications 
to the fast RLS Volterra filters still needs to be done. Sev­
eral simplifications are being studied now. One of the 
methods uses approximate predictors in the RLS filters. 
Another approach is to use simplified models such as cas­
cades of linear and static nonlinear structures. This has 
recently led to the development of a fast RLS Hammer- 
stein filter [33], in which the nonlinearity is modeled as a 
static nonlinearity followed by a linear system. Another 
promising approach is to use nonlinear models with feed­
back [3],

A p p e n d i x  A

In_this Appendix we will derive the update equations 
for C„, C„, and some other quantities required for the de­
velopment of the fast RLS Volterra filter. We first con­
sider some useful interpretations of y n, the likelihood 
variable. Using (12), (16), an (17),/„(«) and f n-\(ri) can 
be shown to be related as follows:

/„(«) = /„_,(«) + (An -

= /„-,(« ) - / , - l W C , ^ - !

=  / n - l ( « ) 7 n - l -  ( A . l )  

Similarly, it is easy to show that

bn(n) =  bn_\ ( n) yn (A. 2)

and

e„(n) = e„^i(n)y„.  (A. 3)
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The likelihood variable also plays an important role in 
the development of the recursions for the gain vectors. 
Let us first derive an update equation for C„. By defini­
tion,

7„ = 1 -  C«X„

= 1
X.

Substituting v„ from (12) into (A.5) yields

_  - H [fn(n) ~ AHnXn.
In = 1 “  C„

(A.4) 

(A.5)

(A. 6)

Note that the second term of the right side of (A.6) is the 
LS estimate of II„(&) using Xk. Geometrically, this LS 
estimate is the projection of n„(fc) on the sum of two or­
thogonal subspaces: one which gives C^_ , X„ _ , as the LS 
estimate of ]!„_!(&) using Xk_\  and the other one is 
spanned by the vector sequence \f„(k), k = 0, 1, • • • , 
n}. Applying the well-known projection theorem to this 
problem we may write (A.6) as

C„w_ [ « ; ' / » ]  HU n )  (A.7)In 1

=  In -  1 -  / " ( « )  ocn ' f „ (n ) . (A.S)

By comparing the right-hand sides of (A.6) and (A.7), we 
have a recursion for the extended gain vector Cn

oin'Un)
+C„ =

0

C„- i ^n^n
(A.9)

We want now to derive an update equation for C„. Since 
the permutation matrix L is orthogonal, (A.4) can be ex­
pressed in the form

C HnL HLX„.7 n =  1

From (25) and (26), we can rewrite (A. 10) as

7 n 1
H 1

Hn - r „ - i-

Substituting r„_, as in (13) into (A. 11) gives 

mnf  r X,
In = 1

(A. 10)

(A. 11)

(A. 12)

ft, = 2  \ n~kbn(k)bHn{k).
k = 0

Hn = Pn'b„(n).  (A. 16)

Substituting Bn as in (18) into (A. 15) and solving for C„ 
yield

C„ = (1 -  b Hn- X{n)Hn)~[ \m„ ~  (A.17)

From (A.2), (A. 13), and (A. 16) it follows that

In = (1 -  \ (n)n„)~'yn. (A.18)

The derivation of the algorithm is now complete.

A p p e n d i x  B 
Derivation of (57): It can be seen from (47) that

f i n ; 1 = (i -  X) (/ + (i -  X) wfln - ' r ' .  (B. 1) 

Since 0„ is almost deterministic,

||(1 -  X)coflf l - ' | |  «  1 (B.2)

for any consistent matrix norm || (•) II and therefore we can 
approximate fi fi ~1 as

*  (1 -  X) (/ -  (1 -  X)co„fi"'). (B.3)

This allows one to rewrite (56) as

tr {!]*•,(«)} “  7 ^ T ^ t r {/ + (1 -  X)2£{0  (n) }}
1 +  A

(B.4)

where

0(n) = wBfi _ l05„fi _ l . (B.5)

From (47) and (50), we may write

03 „ = Xco,, _] + XnX" — fi. (B.6)

Postmultiplying both sides by fi “ 1, we get

a>„fi“ ' = Xco„_,ft~' + X„X"fi (B.7)

An expression for Q(n) can be obtained by multiplying 
both sides of (B.7) with themselves. Assuming that the 
system is at its steady state and recognizing that is a 
fluctuation matrix, the quantity E{Q(n)}  can be put in the 
form

and

b„(n) -  B HnXn_

Similar to the development of (A.7), we can show that 

7„ = 1 -  C?X„ -  Wn l b „ m Hb„(n) (A. 13)

where /3„ is the LS autocorrelation matrix of the backward 
prediction error sequence bn(k), i.e.,

E{Q(n)}  -  -
O

(B.8)

where

(A. 14)

Comparing the right-hand sides of (A. 12) and (A. 13) 
yields

C„ = mn -  Bnn„ (A. 15)

O = E { X X 0 ' ' t f 0 ' 1} -  (B.9)

Finally, from (B.4), (B.8), and (B.9), we have

tr {0 *,(«)} -  L  tr {/ + 0 }

1 -  X 1 -  X
- T T x ^ T T x

■ ( E i t x y - ' x , ) 2} -  N ’t) (B. 10) 

where N 1 = (N + 3)N/2.
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A p p e n d i x  C
In this Appendix, we will show that when x(n) is zero- 

mean and Gaussian distributed, E{(X%Sl ~1 X„)2} does not 
depend on the statistics of x(n). Define the N X 1 vector
Xl .ii as

X l,h = [•*(«), x(n -  I) • • • ,  x(n -  N + I) ] . (C.l)

Let denote the statistical autocorrelation matrix of X,
i.e.,

L, n'

Q, E{ x L' „x l „ (C.l)

Note that QL is nonsingular in our case. Let R be a non­
singular upper triangular matrix such that

= RRh (C.3)

defines the Cholesky decomposition of . Finally, let 
us define U„ as

Un = [«,(«), u2(n), 

= R HX,

, uN(n)]

VL.n• (C.4)

It is now easy to show that {w, (n), u2(n), • • • , uN(n)} 
is a white Gaussian process with zero mean and unit 
variance. The following derivations rely on this fact and 
some properties of Kronecker products.

The Kronecker product of a p X q matrix E and an m 
X  n matrix F is a pm X qn matrix defined as

F =

en\F

e\„F'

e Fcpql -I

(C.5)

' Un ' Rh 0 T XL.„ ~
-U„ ® £/„, o R h (g) R h _ _X,„ (8) X/ „

mation T such that

U®.„ = TXn. (C.10)

This also implies that the linear span of the elements of 
£/&.„ is the same as the span of the elements of Xn. Let

Uuu =  (C. 11)

denote the statistical autocorrelation matrix of t/® „. The 
calculation of Q„u involves fourth-order moments of 
{uj(n)}.  These higher order moments may be evaluated 
by using the following identities [37]:

1) E{ZlZ2Ziz t }  = E { z ^ } E { z 3z t )

+ E{zxz t } E { z 3z t } (C. 12)

where e(j is the ( i , j  )th element of E. Two key properties 
of Kronecker products that are very useful in our deriva­
tions are [7]

1) (D <8> E) (F (x) G) = DF (8> EG (C.6)

provided the matrices involved satisfy the requirements 
for multiplication, and

2) (D 0  £ )“ ' = D x <8> E~x {C.l)

for D and E square and nonsingular.
Using (C.4) and (C.6), we may easily write U„ <8> Un

as

Ua ® U„ = (R H ® Rh) (X,.„ (x) XLJ .  (C.8) 

We can combine (C.4) and (C. l )  to get

(C.9)

where O is a zero matrix with dimension N 2 x N. Since 
R is nonsingular, the above transformation is invertible. 
Notice that some of the elements in Un <8> Un are identical,
i.e., both Ui(n)iij(n) and Uj(n)Ui(n) appear in Un <8) Un 
whenever i =£ j .  This also occurs in XL „ (8) Xt n. Now, 
let C/<g)represent the vector obtained by removing those 
repetitive elements from the left-hand side of (C.9). It is 
easy to see that there exists an invertible linear transfor-

when Z], z2, Zj,, and z4 are samples of a complex random 
process with zero-mean and Gaussian envelope, and

2) E{z\Z2Z3 ZA} = E{z \ z2} E{zt,za) + { z {z3} E{ z 2za}

+ E{ zxz4} E{ z 2Zi} (C. 13)

when Z\, z2, z3, and z4 are samples of a real random pro­
cess with zero mean. Now let Fbe an (TV2 + 3 N ) / 2  x 1 
vector and D be an (N 2 + 3 N ) / 2  x (N 2 + 3 N) / 2  di­
agonal matrix such that the ith element of Y and the 
(/, ;)th element of D are one when the /th entry of U® 
is u"k(n) for some k and are zero otherwise. It is straight­
forward to show that

QUU = I + D (C. 14)

when U„ is complex and

Quu = I + D + Y Y t (C. 15)

when U„ is real.
From (C.10) and (C.11), it is easy to show that

x ? Q - 'j r s = (C.16)

Hence, we have

£{(X «fi-'X „)2} = E{ ( U %, „ Q ^ U^ „ ) 2} .  (C.17)

Note that the basic elements that form the vector „ are 
u^(n), u2(n), ■ ■ ■ , uN(n), which are Gaussian distrib­
uted, uncorrelated with each other, and have unit variance 
and zero-mean value. This implies that E{  (X^fi-1 X„)2 } 
does not depend on the statistics of the input signal.
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