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Abstract 

Results of psychophysical experiments on human vision conducted in the last 
three decades indicate that the eye performs a multichannel decomposition of the 
incident images. This paper presents a subband vector quantization algorithm that 
employs hexagonal filter banks. The hexagonal filter bank provides an image de­
composition similar to what the eye is believed to do. Consequently, the image 
coder is able to make use of the properties of the human visual system and produce 
compressed images of high quality at low bit rates. We present a systematic ap­
proach for optimal allocation of available bits among the subbands and also for the 
selection of the size of the vectors in each of the subbands. 

1. Introduction 

Vector quantization (VQ) is a very powerful approach to data compression and 
has been successfully applied to a variety of signals [7J [17J [20J. In VQ a sequence 
of continuous or high rate discrete k-dimensional vectors is mapped into a sequence 
suitable for transmission over a digital channel or storage. The simplest form of 
vector quantizer operates as follows. First, a codebook of k-dimensional vectors is 
created using a training set representative of the waveforms. Once the codebook 
is designed and the representative vectors are stored, the process of encoding the 
incoming waveform can begin. k consecutive samples of the waveform are grouped 
together to form a k-dimensional vector at the input of the vector quantizer. The 
input vector is successively compared with each of the stored vectors and a metric 
or distance is computed in each case. The representative vector closest to the input 
vector is identified, and the index of the closest vector is available at the output for 
transmission or storage. 

While direct VQ as described above will work reasonably well, much can be 
gained by combining vector quantizers with schemes such as predictive coding [lOJ 
[14J [21J [27J or subband coding [lJ [2J [5J [6J [28J [30J [31J. This paper deals with 
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a particular type of subband vector quantizers that makes use of hexagonal filter 
banks. 

The block diagram of a typical subband image coder is shown in Figure 1. It 
consists of an analysis filter bank that decomposes the image into several subband 
components, decimators, and quantizers for the decimated signals. At the receiver, 
the synthesis section reconstructs the coded image from quantized subband images 
by upsampling and filtering each of the subband images and then additively combin­
ing the results. A block diagram of a multichannel Analysis/Synthesis filter bank 
(ASFB) is shown in Figure 2. 

The algorithm presented in the paper performs a subband decomposition of 
hexagonally sampled (or resampled [22] [23]) images using filter banks with hexago­
nal planes of support. There are several factors that motivate this approach. First, 
hexagonal sampling of images provides very efficient discrete representation of two­
dimensional signals. Secondly, it is believed, on the bases of psychophysical experi­
ments [3] [8] [9] [ll] [12] [24] [25] [29], that the human eye decomposes the incident 
images into several channels based on the magnitude and orientation of the fre­
quency components of the images. Subband decomposition using hexagonal filter 
banks provides a similar decomposition of the images and consequently, we can take 
advantage of the properties of the eye and design a quantizer in such a way that the 
distortions are in areas that the eye can tolerate. This will result in a subjectively 
more pleasing quantization for coded images. Finally, the filter bank we employ 
provides a multiresolution decomposition of the images which would be very useful 
in progressive transmission, browsing and other similar applications. 

The rest of the paper is organized as follows. The next section describes in 
detail the subband vector quantizer. In our work, we have used vector quantization 
of each subband separately. Our experience has shown that forming vectors using 
elements belonging to each sub band separately is better than forming vectors using 
elements belonging to different subbands. However, this will necessitate the need 
for developing a scheme for allocating the available bits in some optimal manner 
among all the subbands. This section also presents a systematic scheme for bit 
allocation as well as for optimal selection of the size of the vector dimension in each 
subband. The concluding remarks are made in Section 3. 

2. System Description 

The subband vector quantizer with hexagonal filter banks comprises of the fol­
lowing components: 

i) An ASFB that uses hexagonal sampling. The resulting subbands have hexag­
onal shapes as shown in Figure 3. Also, note that the bandwidths are different 
(the higher subbands have twice the bandwidth as lower subbands) for different 
subbands. It is necessary to use nonseparable filter banks to obtain such a decom­
position. Use of hexagonal sampling has many advantages: They offer many 
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Figure 1: Subband coding of digital images. 
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Figure 2: Multichannel analysis and synthesis filter bank 



Figure 3: Idealistic frequency partitioning as indicated by the shaded regions in 
the middle level. The last level indicates further decomposition of lowest frequency 
subband into four more subbands. This process may be repeated a desired number 
of times. 
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advantages in computational simplicity. They provide the subbands with orientation 
properties that are not limited to vertical and horizontal directions. 

Existing evidence in human vision suggest that the image information is pro­
cessed by several frequency-selective channels (or bundles of cells) which combine 
to give the resulting human visual response. Each channel is a detector of a spe­
cific image feature. In particular experiments involving contrast threshold [8] [25] 
and electrical stimulation [9] imply the existence of elements which convey informa­
tion about a region localized in space, frequency, and orientation. This discussion 
suggests that the basic structure of the hexagonal ASFB subband decomposition is 
similar to the processing that takes place in the human visual system [3] [32]. There­
fore we believe that one can gain from designing the ASFB that attempts to mimic 
the behavior of the human visual system. 

ii) Vector quantization of each subband separately. The bit allocation scheme 
is presented in this section. 

iii) The synthesis section at the receiver that reconstructs the quantized im­
ages. Conditions for perfect reconstruction is discussed next. 

Recent advances in the theory of ASFB provide conditions under which the 
designed nonseparable analysis and synthesis bank of filters satisfy perfect recon­
struction of the original input signal. Aliasing and phase distortions are extremely 
disturbing to the human observer, and therefore it is required that the filters guaran­
tee alias free and linear phase processing. Filter banks which provide a reconstruc­
tion that is alias free with negligible amplitude and phase distortions are referred 
to as Perfect Reconstruction Filter Banks (PRFB). 

In this work, we restrict our study to maximally decimated ASFB systems. That 
is, the total number of samples in all the channels is equal to the number of samples 
in the original input signal. We also assume finite impulse response (FIR) filters 
of equal sizes for both the analysis and synthesis sections. FIR filters are generally 
preferred over infinite impulse response filters for image processing because they 
allow exact linear phase response, and because stability is guaranteed. Let the 
multidimensional input signal, x(n), be defined on a hexagonal integer sampling 
grid, or lattice, denoted by A. The subband signals, Yi(n) for i = 0, ... , d-l, are then 
defined on a sublattice AD, that is also hexagonal provided that the subsampling 
matrix D is chosen correctly. 

Using the convolution property and the definition of downsampling, we describe 
the Fourier transform of the output signal of the i - th analysis channel as 

1 d-l 

Y;(w) = d L Hi(D- T 
W + 27rD-T k j )Xi(D- T 

W + 27rD-T k j ) (1) 
3=0 

where d represents the number of subbands in the decomposition, and k; is a shift 
vector associated with the sublattice of the i - th analysis channel. The output of 
the ASFB system (refer to Figure 2) is 

d-l 

X(w) = L Y;(DTw)Gi(w) (2) 

L~~ _____ _ 



The conditions for perfect reconstruction are given by [26] 

d-l 

L Hi(W)Gi(w) = d (3) 
i=O 

d-l 

I: Hi(W + 27rD-T k j )Gi (w) = 0 j 1, ... , d - 1. (4) 
i=O 

A family of filters that do satisfy Equations 3 and 4 are the quadrature mirror 
filters [13] [15], defined for the hexagonal case [26] as 

Ho(w) = Go(-w) = F(w) = F(-w) (5) 

Hl(W) = G1 ( -w) = ejwTSl F(w + 27rD-T k 1) 

H2(W) = G2( -w) = eiwTs2 F(w + 27r D-T k2) 

H3(W) = G3 ( -w) = eiwTs3 F(w + 27rD-T k3) 

(6) 

(7) 

(8) 

where the Si are known as the spatial shift vectors. Si for i = 1,2,3 are chosen such 
that the system is alias free, and F is a function that is invariant under negation of 
it argument. Using Equations 5 through 8 in Equations 3 and 4, for d = 4, reduces 
the design problem to that of finding a filter with F(w) satisfying the constraints 

3 2 

I: IF(w + 27rD-Tki) I = 4. 
i=O 

(9) 

and 
(10) 

where k j can be anyone of the non-zero shift vectors. Approaches to solving this 
optimization problem are discussed in [26] [31]. 

Vve will now very briefly discuss the vector quantizer. The codebook for each 
subband is created using a training set formed by the corresponding subband decom­
position of a representative set of waveforms that the system will process. We have 
used the Linde, Buzo, Gray (LBG) algorithm [18] for codebook design. The size of 
the codebook and the vector dimension for each subband play an important role in 
the overall performance of the system. Techniques for selecting these parameters 
involve searching the bit-rate versus distortion plane for the optimal solution. How­
ever, most of such techniques ignore the dependency of the distortion on the vector 
dimension. In this paper, we will discuss, and employ, a new bit allocation tech­
nique which provides the complete solution (i.e. bit rate and vector dimension) to 
the problem. This technique is based on an adaptation of the scheme introduced by 
Bradley, Stockham and Mathews [6]. In the remainder of this section we provide a 
brief review of this scheme. 

Our technique attempts to minimize a distortion function, E(r, k), defined as 

d-l 

E(r, k) = 2: ei(ri, ki ) (11) 
i=O 



where ei is the distortion introduced is quantizing the i-th channel, and is a function 
of that channel's rate ri and vector size ki . The vectors rand k are d-dimensional 
and are defined as 

r=[rO ... rd-l] 

k = [ ko ... kd_ 1 ] 

Bradley, et. al. [6] demonstrated that ei can be approximated as 

ei(ri, ki ) = {3(ki )e--r(k;jTi 

(12) 

(13) 

(14) 

when the Euclidean distortion measure is employed. The parameters {3(ki ) and ,(ki ) 

are estimated empirically. Thus we may write Equation 11 as 

d-l 

E(r, k) = L {3(ki)e--r(k,)Ti (15) 
i=O 

Now, the optimization problem may be stated as that of minimizing Equation 15 
subject to a bit rate constraint given by 

d-l 

L ri = Total bit rate 
1'=0 

where ri ~ 0 for i = 0, ... , d - 1, and a complexity constraint given by 

d-l 

L 2T
i
k

i :s; Jvl aximum code book size. 
i:;:;O 

(16) 

(17) 

The constraint optimization problem is solved using a projected gradient algo­
rithm [6] [16] [19]. 

3. Concluding Remarks 

In this paper, we presented an algorithm for image coding that employs vector 
quantization of sub band signals obtained using hexagonal filter banks and hexag­
onal sampling. The decomposition provided by the hexagonal filter bank shares 
several properties with the image decomposition that takes place in the visual cor­
tex. Consequently, a compression scheme that makes use of such a decomposition 
can provide better subjective quality for the images. Experiments, the results of 
which are not reproduced here, have provided very good quality reproductions of 
coded monochrome still images at bit rates that are fractions of one bit per pixel. 
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