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lustrumentally Rational Myopic Planning
Chrisoula Andreou

Abstract: T challenge the view thar, in cases where time for deliberation is not an issue,
nstrumental ravonality precludes myopic planning. 1 show where there is room for
Instrumentally rational myopic planning, and then argue thac such planning is possible not
ouly in theory, it is something human heings can and do eogage in, The possibility of such
plansing has, however, been disregarded, and this disregard has skewed relaled debules
coucerning instrumental rationality,

1. Introduction

What are the requirements of rcason when it comes to making decisions
and acting? One must, ol course, be instrumentally rational. Bul whal
exactly does being instrumentally rational involve? And what, if any,
requirements  of practical reason are there in addition 1o the
requirements of nstrumental rationality? Debate concerning this last
question has a long history in philosophy. Think, lor example, of the
ancient debate in Plawo's Republic concerning whether the requirements
of justice are requirements ol practical reason. Debale concerning the
requirements ol inswrumental rationality is, by contrast, a relatively
recent development. Included among the most inflluendal agitators arc
David Gauthier and Edward McClennen. Both Gauthier and McClennen
reject the traditional assumption that instrumental rationality calls for
straightiogward maximization in favor of the view that instrumental
rationality calls for some form of constrained maximization.! Unlike a
straight/orward maximizer, a constrained maximizer will sometimes stick
to a prior intention even if she could do beuter (relative 1o her concerns)
by abandoning the intention. Otherwise put, constrained maximizers
exhibit a sort of resohitencess thai straightforward maximizers lack.

1 see, [or example, (Gaathier 1994) and (McClennen 1997).
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Like Gauthier and McClennen, T wanl to spark debate concerning the
nature of instrumental rationality. But my aim is not to jump in with
some novel delense of either  straightforward  maximization or
constrained maximization. Rather, my aim is Lo challenge a secmingly
modest view that has yet to be the object of much suspicion, but that has,
though it 1s rarely made explhal, contributed shaping— or rather
misshaping—current debate concerning instrumental rationality. The
view concerns myopic planning, which involves forming a future-
directed intention without thinking about what things will be like for onc
when the time to carry out the intention arrives. According to the view I
aim to challenge, instrumental rationality precludes myopic planning, at
least in cases where time for deliberation is not an issue. (Note that this
last clause will henceforth be left implicit.) After providing a limited
defense of the coherence of the idea of myopic planning, I will argue
that the possibility of a certain sort of mstrumentally rational agent—a
belief-economizing sort—threatens the view that instrumental rationality
precludes myopic planning. I will then put forward a couple of examples
that will, T hope, reveal beliel-economization as a very [amiliar
phenomenon. The condusion | will draw is that instrumentaelly rational
myopic planning is possible, and not just in theory—it is something we
Iuman beings can and do (at least sometimes) engage in. Ultimately, my
aim is to improve our understanding ol ourselves and of the
requirements ol praciical reason.

I1. Instrumenially Rational Agents

As 1 will understand the notion ol an instrumentally rational agent,
instrumentally ratonal agents are reflective. "They have conscious goals
and reason well in their pursuit of these goals. Iustrumentally rational
agenls need not, however, be highly self-reflective. Tn particular, one can
be instrumentally rational without having a conception of oneself as
mstrumentally rational in mind. I take it that to suppose otherwise would
be to lavor an over-intellectualized conception of the instrumentally

rational agent.
.
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I11. Myopic Planning

In myopic planning, one plans ahead without really thinking ahead. In
other words, one [orms an intention without forming judgments
concerning the following: (i) whether one’s situation and motivaiions
combincd will be conducive Lo one’s carrying out one’s intention when
the time lor action arrives; (ii) whether one’s situation and motivations
combined will favor one’s carrying out onc’s intention when the time for
action arrives. A myopic planner is thus prone to forming intentions that
it is easy to see he will not carry out, as well as intentions that it would be
instrumentally irrational for him Lo carry oul. Ilere is an example of
myopic planning: I form the intenfion to finish writing a paper
tomorrow, when just a litde futiee-oriented reflecton would reveal that T
will not finish writing my paper but will instead do a series of chores thar
desperately need to get done. Furthermore, it is not that I am harboring
the {alse beliel that T will have time for plenty of chores and plenty of

writing tomorrow—if [ were, [ would be not so much myopic as
mistaken. Rather, T have [ormed my intention without clearly focusing

on (what things will be like for me) tomorrow.”

IV. Intentions

My aimn 1s to show that instrumental rationality does not preclude myopic
planning. But there is a wory that needs 1o be addressed first. The
worry, which is suggested by two influential views concerning intention,
is that the idea of myopic planning is incoherent. The two inlluential

vicws | have in mind are the lollowing:

(1) Tlaving the intention to X implies having the helief that one
will (probably) X.*

2 Note that there is a difference herween “discounting future utility” and myopic planning.
Discounting fumre utility involves giving less weight ro one's future (or distant) good than
to onc's current {or ncar) goad. Whether discounting future utility lits with being
instromentally rational is a question rhar T will not (UIlsldt‘l here,

3 For an mflucntial analysis of infenrion incorporaring rhis view, see (Audl 1875).
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(2)  Having the intention to X implies judging thal it would be
desirable [or one to X.*

If (1) is correct, then having the miention to X seems to go hand in hand
with judging that, when the time [or action arrives, one’s siruation and
motivations combined will be conducive to one’s X-ing, Il (2) is correct,
then having the intention to X seetus Lo go hand in hand with judging
that, when the time for action arrives, one’s situation and motivations
combined will lavor one’s X-ing. So if cither (1) or (2) is true, the idea of
myopic planning is arguably incoherent.

There are, however, compelling counterexamples to both (1) and (2).
Let us start with (1), To borrow two examples from Michael Bratman, ‘I
[might] intend (o carry out 4 rescue operation,” while having scrious
doubts about whether T will succeed, because the operation ‘requires a
series of dilficull steps’; or ‘1 might intend now to stop at the bookslore
on the way home,” while recognizing that, given ‘my tendency toward
abscnlmindedness,” I may well forget to make the stop (Bratman 1987,
37-8). These examples suggest the paossibility of ‘imtention-beliel
mecompleteness,” wherein one intends to X but is agnostic aboul whether
or not one will actually X {(and somelimes cven about whether one will
iry 1o X or he capable of X-ing given the lacts about oneself and one’s
situation).

Note that while 1 would deny that having the inlention Lo X implies
having the belief that one will (probably) X, I am willing to grant that
one cammol form the intention to X if ane is sure that onc will not X. |
will refer to this constraint on intention as the negative belief constramt. Fox
all I say in this paper, it may even be true thal onc canmol form rhe
intention to X il one believes that one will probably not X, (I hasten to
add, however, that T find this view much less compelling than the
negative beliel constraint.)”

With respect to (2), consider the following odd scenario, which is

4 For an influential analysis of inlention incorporating this view, see (Davidson 1580),
5 For enlightening discussion cotwcerniug these views, see (Mcle 19893
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closely related to a scenario described by Howard Sobel in ‘Useful
Intentions”.® You ask me Lo touch my nose. T ask ‘why?’ You say, ‘no
reasor’. I don't bother complying with your request. You then tell me
that if' T form the intention to touch my nose as soon as you raise your
hand, vou will give me $10. You explain that I need not actually touch
my nose to get the money. I simply need to form the intention to rouch
my nose when you raise yvour hand. As soen as wy intention is formed,
your intention-detecting machine will beep and 1 will get my money,
regardless of whether or not 1 actually touch my nose when you ratsce
your hand. 1 briefly consider your strange oller, I [orm the intention to
touch my nose when you raise your hand, your intention-detecting
machine beeps, and vou hand over $10. Though (his is a very strange
scenario, it does not seem impossible. Tf it is possible, we have a
counterexample o (2), since, in the example, I am able to lorm the
intention to touch my nose when your raise your hand, even though [ do
not judge that it would be destrable for me 10 louch my nose when you
raise your hand, My intention is prompted by the prospect of being
rewarded for forming the inlention (and perhaps by a deswe o see your
intention-detecting machine in action), not by any desirable fearure of
the inrended acl.

I (1) or (2) were true, the idea of myopic planning would, ir seems,
be incoherent. But the cases [ have described suggesthal (1) and (2) are
false. Obviously my appeal to these cases does not constimre a
thoroughly developed defense of the idea of yopic planning against (1)
and (2). No such delense will be provided here. For the purposes of this
paper, 1 will heneeforth assune that the 1dea of myopic planning is
coherent, and that myopic planning is, thus, possible. Taking this for
granted, the question I will focus on answering is whether myopic
planning is possible lor the instrumenially rational agent.

6 Ser (Sohel 1994).
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V. Myopic Planning and the Toxin Puzzle
Let A be an instrumentally rational agent (who is not under the influence
ol hypnosis or the Tike), and keep in mind that i’ A’s X~ing would be
irrational, then A will not X. According to the view that instruncrtad
rationalily precludes myopic planning, if A is not pressed tor time and il
just a little luturc-oricnted reflection would convince A that she will not
X, then A will not—indeed, cannol—form the intention to X. To gel a
sense ol this view's mfluence on debales concerning instrumental
rationality, it is weful (o look, for cxample, at the debate surrounding
Gregory Kavka's famous toxin puzzle.” (Like the last, strange case I
described in the previous scction, Kavka's case is an aufonomons benefit
case. In autonomous benefit cases, there is an action X such that forming
the intention to X henefits the agent regardless ol whether the agent
dctially X-s.)
In Kavka's invented casce.
an eccentric hillionaire ... places before vou a vial of toxin.... [You are
provided with the following information:] If you drink [the toxin], [it] will
make vou painfully ill for « day, but will not threaten your life or have any
Lasting cffects.... The billionaire will pay you one million dollars tomarrow
maorning il at widnight (onight, you intend to drink the toxin tomorrow
afternoon.... Yo need not drink the toxin to reccive the money; in fact, the
money will alecady be in vour bank account hours before the time for
drinking it avives, il yon succeed.... [The] arrangement of .. external

incentives is ruled out, as arc such alternative gioenicks us hiring a hypnotist
to implant the intention.... (Kavka 1983, 33-4)

The puzzle, in part, raises the question of whether an instrumcntally
rational agent could, in the strange sitwation Kavka describes, lorm the
intention to drink the toxin, There are two main lines ol response to the
puzzle. Some argue that drinking the toxin is irrational and conclude
that insoumental rationality is an obstacle to lorming the intention to
drink the toxin.® Others argue that drinking the toxin is rational and
canclude that instrumental rationality is not an obstacle to forming the

7 Sec (Kavka 1983),
8 See, for example, (Bratman 19993,
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intention to drink the roxin.® While the idea that drinking the toxin is
irrational  fits with  he  waditional  assumption thar  instumental
vationality calls lor straightlorward maximization, the idea that drinking
the toxin ts rational rests on the contention that instrumental ratiorelity
calls for cousrrained maximization {and, more specifically, for sticking to
intentions that one did well to lorm and that ane would not have becn
able 1o form without the resoluteness characteristic of a constrained
maximizer]. Both lines ol response [it neatly with the idea that if
instrumental rationality prohibits drinking the toxin, then (barring
hypnosis and the like) the instrumentally rational agent will not drink
the toxin, will loresee this, and so (given the negative beliel constraint on
intcention) will not be able o form the intention o drink the toxin.
Conspicuously missing is any discussion ol the possibility that even il
instruimental ratonality prohibits drinking the toxin, the instrumentally
rational agent mayv be able to myopically lorm the intention to drink the
toxin. '1his 18 an teresting and significant omission since, as will seon
become apparent, autonomous benelit cases, like the toxin puzzle, can
actually he used to support the possibility of instrumentally rational
myopic plauning. Aond il instrumental rationality does not preclude
myopic planning, then there is room for rhe following ncglected
combinatiow: {i) drinking the toxin is irrational, but (i) instrumental
rationality is not an obstacle to forming the intention ta drink the toxin.

VL. The Belief-Economizing Agent

I turn now to i description of the belief-economizing agent, who will ligurce
in my delense of the possibility of instrumentally rational wyopic
planning. As the label suggests, the belicf-econmnizing agent will be
thrilty when it comes to lorming beliels, More specilically, she will make
prediciions about her future choices and actions when and only when

predictions concerning these future choices and actions are required by

9 See, tor example, {CGauthier 19943,
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instrumental rationality, and she will refrain from making ungrounded
or inadequately grounded assumptions about her future choices and
actions. She will thus he thrifty without being stingy to the point of being
criticizably short-sighted. Suppose, for example, that she is interested in
investing some money in bond [und B. Suppose lurther that she will face
a stift penalty if she removes her money within six months. Then, other
things equal (and asswming, in particalay, thiat she does not wane 1o face
a stiff penalty}, she will. before deciding whether 1o invest her money,
predict whether, if she invests her moncy now, she is likely (to have
reason) to remove it within six months. If, however, things were different
and she could conveniently remove her money whenever she wanted and
without penalty, then, other things equal, she would not expend the
mental resources necessary ro predict whether, if she invests her money
now, she is likely (to have reason) to remove it within six onths: noy
would she simply accept an ungrounded or nadequately grounded
assumption concerning whether, il she invests her money now, she s
likely (1o have reason) o remove it within six months.

Notice that the beliel-economizing agent can reason well in pursuing
her goals, taking into account what needs to be taken into account as she
proceeds, without thinking in Lerms of the concepr of insimumental
vationality. Relatedly, the belief-economizing agenc can take into account
what needs to be taken into account as she proceeds, without thinking
aboul whalt she is doing in these terms. Her attention can be directed hy
her goals without her having thoughis like “What does instrumental
rationality Tequire of me now?” or ‘What do my goals call {for now?’ Her
thoughts can locus directly on her options and their consequences, They
cant be thoughts like “If T invest this money now, and then remove it in
three months, T will fuce a siiff penalty.”

VII. The Belief-Economizing Agent and the Toxin Puzzle

Why does the possibility ol the beliel-cconomizing agent threaten the
view thal instrumental rationality precludes myopic planning? Well, as
we have already seen, there are cases—like Kavka's toxin case—in which
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forming the intention to perform a certain action, say to X, will greatly
benelit an agent even though actually X-ing will conllict with the agent’s
concerns. 1n al least some such cases, the belief-economizing agent will
be able to engage in myopic planning. Take Kavka's toxin case.
Prompted by the consideration that forming the intention Lo drink the
toxin will get her a million dollars, and without expending the mental
resources necessary o predict whether or not she will or is likely to)
actually drink the toxin (or have reason o drink the toxin) when the
lime for action arrives, the belief-economizing agent will, in the situation
Kavka describes, form the intention to drink the toxin. Because she
benefits rom lorming the intention to drink the Loxin whether or nol
her intention will ultimately lead her to drink the toxin, instrumental
rationality does not requirc her o predict, belore forming her intention,
whether she will (or s likely to) carvy out her intention (or have reason
to carty out her intention) when the time for action arnves. Her brand of
thriltiness—which is not a lorm of aiticizable stinginess—will thas
prevent her [rom making any such prediction (induding an ungrounded
or inadequately grounded prediction). "I he beliel-economizing agent will
thus be able 1o [orm the intention o drink the twxin even il just a little
locused reflection on what things will be like (or her when the lime for
action arrives would convince her that she will not drink the toxin. As
such, though she is not airticizable from the point of view ol
instrumental ratonality, the beliel-economizing agent can engage in
myopic planning.

Note that il the lollowing two sets ol lacts coincided, then my view
that the belief-economizing agent can engage in myopic planning in the
toxin casc would be threatened: the [acts thar reveal lorming the
intention to drink the wxin as beneficial regardless ol whethor one's
intention ultitnalely leads one to drink the toxin: the facts necessary lor a
prediction about one’s drinking the toxin, For if these two sets of facts
coincided, then atiending to the former would amount to attending to
the Tatter. But the two sors of fucts do not coinade. To see that this is so,
note lirst that the following set of facts reveals [orming the infention to
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drink the toxin as bencficial regardless ol whether one’s intention

uliimately leads one to drink the toxin: one will get a million dollars if

one forms the mtention to drink the toxin; the negative offects ol

drinking the toxin are rclatively minor, and so, whether or not one’s
infention persists and leads onc ro drink the toxin, one benefits [rom
forming it. This set of facts, however, does not suffice for a prediction
concerning ond’s drinking the toxin, Additonal features of the situation
and of oneself need to be atwended to and synthesized for sach a
prediction. And, as I have already suggested, the belief-economizing
agent will not engage in further reflection aimed alt making such a
prediclion.

There are two further points that it is very important to keep iu
mind: First, my ineresc is in defending the conclusion chat the belief-
cconomizing agent can {in certain cases) engage in myopic planning, not
in finding a solution 1o all the worrics and questions raised by Kavka's
toxin puzzle. In particular, my argument that the belicf-economizing
ageni can engage in myopic planming in the toxin case is not being put
forward as a solution to the toxin puzzle. Whether there is enough here
tor the construction of an acceptable and complete solution Lo Kavka's
puzzle 15 a4 question that 1 will not conader.

Second, recall thar, as T am (tomteiving ol instrumenidal ratonality, the
instrumenttally rational agent need naot be highly self-reflective. So long
as an agent reasons well in pursning her goals, taking into account what
needs o he taken into account as she proceeds, then the agent is
instruinentally rational, even it she proceeds without much  seli-
rellection. [t may be that for certain highly scllzrellective agents, myopic
planning is not possible. Consider, for example, an agent who conceives
of hersclf as instrumentally rational, has a theory—indeed the correct
theory—ol  instrumental rationality, and invariably has both the
concepton of herself as rational and her theory of rationality at the
forefront of her mind when forming inwentions and acting. Supposc
turther that the correct theory of instrumental rationality calls for
straightiorward maximization. Then 1 is arguable that the agent in
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question could not wyopically lorm the intention 1o drink the toxin, For,
given that she knows thal she is mnstrumentally rational, and given that it
is transpanrenl relative to her theory of instramental rationality—which is
ar the farelront of her mind—thac drinking the toxin would not be
insteurnentally rational, she will be surce that she will not drink che (oxin.
But the instrumentally rational agent need nol resemble the agent just
described. So there is room for instrumental rationality and myopic
planning Lo coexist.

Note that when an agent is facing a situation in ‘real life’, rather than
enconntering a (perhaps structurally similar) situation in a work of
philosophy, the ageut’s reflectiveness is likely to be relatively low-level
and practically focused. Encountering a situation in a work of philosophy
invites highly rcflective, theoretical  engugement and  brings  (via
deseription, which is by its very nature sclective) various theoretically
interesting features of the situation into sharp  focus—including,
oftentimes, features thal, from the point ol view ol instrumental

rationalily, need not be attended to.

VII1L. Where Do We Fit In?
My argnment, in a nutshell, is as follows:

There is a sort of belief-cconomizing agent that is both insuumentally

rational and capable of myopic planning,

Therelore, instrumental rationality does not preclude  myopic

plinning.

But arc human beings anything like the belief-economizing agent I have
described? I doubt that we are relentlessly economical when 1t comes to
belief formation. Still, we seem to be at least somewhat economical. [lere
are lwo familiar examples of beliel-economization:

Fxample I: A couple of nights a week, | form the intention to walch
anly one tclevision program belore going (o hed. When I don’t have to
wet up early the next morning, T typically lorm my intention without
expending the mental resources necessary (o predict whether Twill, U]
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plop mysell down on the couch, actually watch a single program and
then go o bed. (From the point of view of instruanental vationality, this
bit of economization scems to make sense. For, assuming that it is ne big
deal if incertia leads me o stay up a bit late, and that T am berter off
staying up a bil late than not watching anv television at all, instrumental
rationality does not require me to predict whether Twill, il' T plop myself
down on the couch, actually watch a single program and then go to bed.)

Fxample 2 While anxiously waiting for a bus that I realized [ might
have alrcady missed, 1 swore to mysell that I would henceforth give
mysell more buffer time belore mmportant appointments. [ did this
withoul expending the mental resources necessary to predict whether |
would stick to my resolution. (Again, from the point of view of
instrumental rationality, this bit of economization seems to make sense.
For, assuming rhat it doesn’t hurt 1o make the resolution (whether I stick
to it or not), instrumental rationality docs not require me to predict,
belore making the resolution, whether I will actually stick to it il T make
1)

IX. Conclusion
We are lelt with two conclusions: (1) As is demonstrated by the possibilily
of the heliel-economizing agent, an agent can be instrumentally rational
and yet still engage in myopic planming. (2) Though we human beings
may not he as relentlessly economical as the ideahized beliel-economizing
agent that | described in section VI, beliel’ economization is a familiar
phenomenon, and so dinstrumentally vational myopic planning is a real
possibility for us.

T'his possibility has been disregarded, even by philosophers familiar
with autonomous bepefit cases, like the tloxin case, which acrually

support the possibility ol instrumentally rational myopic planning. This

disregard has skewed dehates surrounding autonomous benefit casces,
including  debates  concerning how  instrumental ratiomality is best
modcled given autonomous benefit cases. Missing is the recognition

that, even when time is not an issuc, thinking one's plans through is not
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always the thing to do.

Life would be impossibly overwhelming il we didn't largely artend to
things on a need-to-know basis. In some cases myopic planning is the
result. From the pomt of view ol instrummental rationality, this is simply
not a problem. Indeed, it’s ideal . ®

University of {tah
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