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#### Abstract

Verification of embedded systems is complicated by the fact that they are composed of digital hardware, analog sensors and actuators, and low level software. In order to verify the interaction of these heterogeneous components, it would be beneficial to have a single modeling formalism that is capable of representing all of these components. To address this need, this paper describes an extended labeled hybrid Petri net (LHPN) model that includes constructs for Boolean, discrete, and continuous variables as well as constructs to model timing. This paper also presents a method to verify these extended LHPNs. Finally, this paper presents a case study to illustrate the application of this model to the verification of a fault-tolerant temperature sensor.


## I. Introduction

Embedded systems are an unavoidable part of life. In the past, their software has generally been small and frequently written in assembly language. Even though embedded software is now often written in C or other high level languages, such software usually includes embedded assembly code. The effects of this low-level code need to be taken into account. Often things that seem atomic at the higher level become distinct and introduce risky behavior once compiled into assembly. Compilers often do not appropriately treat the low level constructs critical to the proper behavior of these systems [7]. Embedded systems also interact with external analog sensors and actuators, so continuous environment variables must also be considered.

Due to the heterogeneous nature of embedded systems, traditional software testing is often insufficient. Formal verification, the process of mathematically analyzing systems to determine their properties, has been shown to be a promising method for validating software [6]. Efforts have been focused in two areas: static analysis and model checking. Static analysis parses the program to determine its properties structurally. Model checking, on the other hand, creates a representative model and systematically explores all reachable states of the system. These states are then analyzed to determine if invalid reachable states exist. The model constructed is often abstracted, removing portions of the system whose complexity does not affect the desired property. The model is also often decomposed into simpler subsystems that can be analyzed completely in isolation. An abstract version of these subsystems is then used to analyze the overall system.

In order to apply model checking to embedded systems, it is necessary to develop a single model that is capable of representing both discrete software and continuous interface behavior. Timed automata are one candidate, but they require all continuous variables to progress at the same rate, and they do not allow a variable's progress to be stopped. Hybrid
automata are more expressive, but their use of invariants to ensure progress is a difficult compilation target, as it is not a natural way in which such systems are expressed in higher level languages such as VHDL-AMS and VerilogAMS. Hybrid Petri nets are also considered, but their use of separate continuous places and transitions is again a difficult compilation target from high level languages. Recently, the labeled hybrid Petri net (LHPN) model has been developed and applied to the verification of analog and mixed-signal circuits [10], [12], [14]. Compilers have been developed from VHDL-AMS as well as SPICE simulation data [10], [11]. This model includes both Boolean variables for representing digital circuits and continuous variables for representing ana$\log$ circuits. This paper presents an extended LHPN model that includes discrete variables for representing embedded software variables as well as expressions to check and modify them. These extensions allow for both embedded hardware and software to be represented in a single model. This paper also describes how this new model can be applied to the verification of embedded systems. Finally, this paper presents an algorithm for state space reachability analysis which enables model checking of these extended LHPNs.

This paper is organized as follows. First, Section II describes a motivating example of a fault-tolerant temperature sensor for a nuclear reactor which includes both continuous and discrete variables. Next, Section III introduces the extended LHPN model while Section IV presents its semantics. Since the state space of extended LHPNs is infinite, Section V presents state sets which can potentially yield a finite representation of the state space. Section VI describes a reachability method that enables verification of extended LHPN models. Finally, Section VII presents verification results for our motivating example while Section VIII presents our conclusions and future plans.

## II. Motivating Example

A traditional hybrid systems example is the cooling system for a nuclear reactor [9], [1]. In this example, the temperature of the nuclear reactor core is monitored, and when the temperature is too high, one of two control rods is inserted to cool the reactor core. After a control rod is used, it must be removed for a set period of time before it can be used again. If the temperature is too high and no control rod is available, the reactor is shut down. In our modified version of the example, there are two temperature sensors to add fault tolerance. Namely, each temperature sensor is periodically sampled and if at any point the temperature difference between them is too large, it is assumed that one


Fig. 1. Fault tolerant cooling system for a nuclear reactor.
of the temperature sensors has become faulty and the reactor is shut down. A block diagram for this fault tolerant cooling system for a nuclear reactor is shown in Fig. 1.

This example is interesting because it includes analog components (i.e., the temperature sensors), mixed-signal components (i.e., the analog/digital converters (ADCs)), digital components (i.e., the microcontroller), and embedded software (i.e., the program running on the microcontroller). ${ }^{1}$ The verification problem for this example is to determine if the reactor can be shut down even when the temperature sensors are operating correctly. On the surface, this does not appear to be a problem. However, there are a number of implementation details that make this not so obvious. First, there is typically only one ADC on a microcontroller which is multiplexed to sample from each ADC input one at a time. This means that the temperature sensors are not sampled at exactly the same time. A second problem is that since the comparison of the results is not done with a single atomic instruction at the assembly level, it is possible that the results are not even from the same sampling cycle.

Fig. 2 illustrates an LHPN which models this system. It includes elements to model the environment, the ADC , and the assembly language program. The following sections explain the details and semantics of this model and how it can be analyzed using our new verification method

## III. An EXTENDED LHPN MODEL

An LHPN is a Petri net model originally developed to represent analog/mixed-signal (AMS) circuits [10], [12], [14]. This model is inspired by features found in both hybrid Petri nets [4] and hybrid automata [2]. Methods have been developed for generating LHPNs from both a subset of VHDL-AMS [10] and SPICE simulation data [11]. Model checking algorithms have been developed for LHPNs using both explicit zone-based methods [10], [12] as well as implicit BDD and SMT-based methods [13]. This paper extends LHPNs to accurately model assembly language level embedded software. Namely, discrete integer values are added to represent register and memory values. An extended expression syntax for enabling conditions and assignments is also introduced to facilitate the manipulations of variables in the model. An extended LHPN is a tuple $N$ $=\left\langle P, T, B, X, V, F, L, M_{0}, S_{0}, Y_{0}, Q_{0}, R_{0}\right\rangle:$

[^0]- $P$ : is a finite set of places;
- $T$ : is a finite set of transitions;
- $B$ : is a finite set of Boolean variables;
- $X$ : is a finite set of discrete integer variables;
- $V$ : is a finite set of continuous variables;
- $F \subseteq(P \times T) \cup(T \times P)$ is the flow relation;
- $L:$ is a tuple of labels defined below;
- $M_{0} \subseteq P$ is the set of initially marked places;
- $S_{0}: B \rightarrow\{0,1, \perp\}$ is the initial value of each Boolean variable;
- $Y_{0}: X \rightarrow\{\mathbb{Z} \cup-\infty\} \times\{\mathbb{Z} \cup \infty\}$ is the initial range of values for each discrete variable;
- $Q_{0}: V \rightarrow\{\mathbb{Q} \cup-\infty\} \times\{\mathbb{Q} \cup \infty\}$ is the initial range of values for each continuous variable;
- $R_{0}: V \rightarrow\{\mathbb{Q} \cup-\infty\} \times\{\mathbb{Q} \cup \infty\}$ is the initial range of rates of change for each continuous variable. ${ }^{2}$
Consider the LHPN for the reactor example shown in Fig. 2. The places are the circles labeled $p_{0}, \ldots, p_{6}$. The places $p_{0}, p_{2}$, and $p_{4}$ are initially marked indicated by the token within the place. The transitions are the boxes labeled $t_{0}, \ldots, t_{7}$. The flow relation, $F$, is represented in the figure by the arcs connecting the places and the transitions. This example has one Boolean variable, shutdown, which is initially false. This example has four discrete variables, $A$, $B, A D C 1$, and $A D C 2$ which are all initially undefined (i.e., $[-\infty, \infty]$ ). Finally, this example has one continuous variable, temp, which has an initial value of 2200 and an initial rate of change of -2 .

A connected set of places and transitions, or sub-graph, within an LHPN is referred to as a process. The LHPN shown in Fig. 2 includes three processes. The process on the left models the temperature of the reactor, the process in the middle models the ADC hardware, and the process on the right models the embedded software.

Before defining the labels formally, let us first introduce the grammar used by these labels. First, the numerical portion of the grammar is defined as follows:

$$
\begin{aligned}
\chi::= & c_{i}\left|x_{i}\right| v_{i}|(\chi)|-\chi|\chi+\chi| \chi-\chi|\chi * \chi| \\
& \chi / \chi\left|\chi^{\wedge} \chi\right| \chi \% \chi|\operatorname{NOT}(\chi)| \operatorname{OR}(\chi, \chi) \mid \\
& \operatorname{AND}(\chi, \chi)|\operatorname{XOR}(\chi, \chi)| \operatorname{INT}(\phi)
\end{aligned}
$$

where $c_{i}$ is a rational constant from $\mathbb{Q}, x_{i}$ is a discrete variable, and $v_{i}$ is a continuous variable. The functions NOT, OR, AND, and XOR are bit-wise logical operations, and they are only applicable to integers and assume a 2 's complement format with arbitrary precision. The function INT converts a Boolean true value to an integer 1 and false value to an integer 0 . Note that when continuous values are assigned to discrete variables, they are truncated (i.e., 13.5 becomes

[^1]

Fig. 2. Extended LHPN for the reactor example. The process on the left models the temperature of the reactor core (environment). The process in the center models the ADC subsystem of the microcontroller (hardware). The process on the right models the embedded software running on the microcontroller. Listed at the bottom left are the initial values of the system variables.
13). The set $\mathcal{P}_{\chi}$ is defined to be all formulas that can be constructed from the $\chi$ grammar.

The Boolean part of the grammar is as follows:

$$
\begin{aligned}
\phi::= & \text { true } \mid \text { false }\left|b_{i}\right| \neg \phi|\phi \wedge \phi| \phi \vee \phi|\chi=\chi| \\
& \chi \geq \chi|\chi>\chi| \chi \leq \chi|\chi<\chi| \operatorname{BIT}(\chi, \chi)
\end{aligned}
$$

where $b_{i}$ is a Boolean variable, and $B I T\left(\alpha_{1}, \alpha_{2}\right)$ extracts bit $\alpha_{2}$ from $\alpha_{1}$. ${ }^{3}$ The set $\mathcal{P}_{\phi}$ is defined to be all formulas that can be constructed from the $\phi$ grammar.

The analysis algorithm restricts enabling conditions to a subset of the $\chi$ and $\phi$ grammars. The numerical part of this restricted grammar, $\chi_{e}$, is defined as follows:

$$
\begin{aligned}
\chi_{e}::= & c_{i}\left|x_{i}\right|\left(\chi_{e}\right)\left|-\chi_{e}\right| \chi_{e}+\chi_{e}\left|\chi_{e}-\chi_{e}\right| \\
& \chi_{e} * \chi_{e}\left|\chi_{e} / \chi_{e}\right| \chi_{e} \hat{\chi_{e}\left|\chi_{e} \% \chi_{e}\right|} \\
& \operatorname{NOT}\left(\chi_{e}\right)\left|\operatorname{OR}\left(\chi_{e}, \chi_{e}\right)\right| \operatorname{AND}\left(\chi_{e}, \chi_{e}\right) \mid \\
& \operatorname{XOR}\left(\chi_{e}, \chi_{e}\right)
\end{aligned}
$$

This grammar does not allow continuous variables to be used, nor does it allow Boolean expressions to be converted into integers. The set $\mathcal{P}_{\chi_{e}}$ is defined to be all formulas that can be constructed from the $\chi_{e}$ grammar. The Boolean part of this restricted grammar, $\phi_{e}$, is defined as follows:

$$
\begin{aligned}
\phi_{e}::= & \text { true } \mid \text { false }\left|b_{i}\right| \neg \phi_{e}\left|\phi_{e} \wedge \phi_{e}\right| \phi \vee \phi \mid \\
& B I T\left(\chi_{e}, \chi_{e}\right)\left|\chi_{e}=\chi_{e}\right| \chi_{e} \geq \chi_{e}\left|\chi_{e}>\chi_{e}\right| \\
& \chi_{e} \leq \chi_{e}\left|\chi_{e}<\chi_{e}\right| v_{i} \geq \chi_{e} \mid v_{i} \leq \chi_{e}
\end{aligned}
$$

The set $\mathcal{P}_{\phi_{e}}$ is defined to be all formulas that can be constructed from the $\phi_{e}$ grammar. Intuitively, enabling conditions only allow continuous variables to appear on the

[^2]left side of relations of the form $v_{i} \geq \chi_{e}$ or $v_{i} \leq \chi_{e}$. This guarantees that the right side of these relations remains constant between transition firings as time advances.

Each transition in an LHPN is labeled with an enabling condition as well as a set of assignments. In particular, the labels permitted in LHPNs are represented using a tuple $L$ $=\langle E n, D, B A, X A, V A, R A\rangle$ :

- En : $T \rightarrow \mathcal{P}_{\phi_{e}}$ labels each transition $t \in T$ with an enabling condition.
- $D: T \rightarrow \mathbb{Q} \times(\mathbb{Q} \cup\{\infty\})$ labels each transition $t \in T$ with a lower and upper delay bound, $\left[d_{l}(t), d_{\mathrm{u}}(t)\right]$.
- $B A: T \times B \rightarrow \mathcal{P}_{\phi}$ labels each transition $t \in T$ and Boolean variable $b \in B$ with the Boolean assignment made to $b$ when $t$ fires.
- $X A: T \times X \rightarrow \mathcal{P}_{\chi} \times \mathcal{P}_{\chi}$ labels each transition $t \in T$ and discrete variable $x \in X$ with the discrete variable assignment, specified as a pair of expressions $\left[y_{l}(t, x), y_{u}(t, x)\right]$, that is made to $x$ when $t$ fires.
- $V A: T \times V \rightarrow \mathcal{P}_{\chi} \times \mathcal{P}_{\chi}$ labels each transition $t \in$ $T$ and continuous variable $v \in V$ with the continuous variable assignment, specified as a pair of expressions $\left[a_{l}(t, v), a_{u}(t, v)\right]$, that is made to $v$ when $t$ fires.
- $R A: T \times V \rightarrow \mathcal{P}_{\chi} \times \mathcal{P}_{\chi}$ labels each transition $t \in T$ and continuous variable $v \in V$ with the continuous rate assignment, specified as a pair of expressions $\left[r_{l}(t, v), r_{u}(t, v)\right]$, that is made to $v$ when $t$ fires.

Note that vacuous assignments (i.e., assignments to the existing value) are not represented in the graphical representation.

Transition $t_{0}$ from the environmental process of Fig. 2 has an enabling condition of $\{\neg$ shutdown $\wedge$ temp $\leq 2200\}$.

The delay of this transition varies from 3 to 5 time units. When $t_{0}$ fires, the rate, temp , is assigned to 2 . The firing of $t_{2}$ results in a discrete variable assignment to $A D C 1$ which sets its value to the value of the expression temp * $256 / 10000$. Note that this assignment scales a continuous variable and assigns a truncated value to an integer. The firing of transition $t_{7}$ assigns the Boolean variable shutdown to true. This example contains no assignments to continuous variables outside the initial state. The value of temp changes continuously over time at its current specified rate of change.

## IV. Semantics for Extended LHPNs

The state of an LHPN is defined using a 7 -tuple of the form $\sigma=\langle M, S, Y, Q, R, I, C\rangle$ where:

- $M \subseteq P$ is the set of marked places;
- $S: B \rightarrow\{0,1\}$ is the value of each Boolean variable;
- $Y: X \rightarrow \mathbb{Z}$ is the value of each discrete variable;
- $Q: V \rightarrow \mathbb{Q}$ is the value of each continuous variable;
- $R: V \rightarrow \mathbb{Q}$ is the rate of each continuous variable;
- $I: \mathcal{I} \rightarrow\{0,1\}$ is the value of each continuous inequality.
- $C: T \rightarrow \mathbb{Q}$ is the value of each transition clock.

The set of continuous inequalities, $\mathcal{I}$, consists of all subexpressions of the form $v_{i} \bowtie \alpha$ where $\bowtie$ is $\leq$ or $\geq$, and $\alpha$ is a member of the set $\mathcal{P}_{\chi_{e}}$. In this example, this includes tem $p \leq 2200$ and temp $\geq 9800$. These inequalities are treated in a unique way because their truth values can change due to time advancement. Maintaining this set is not strictly necessary for the semantics, but it is convenient in several definitions and is used by the analysis method.
The current state of an LHPN can change either by the firing of an enabled transition or by time advancement. Every transition $t \in T$ has a preset denoted by $\bullet t=\{p \mid(p, t) \in$ $F\}$ and a postset denoted by $t \bullet=\{p \mid(t, p) \in F\}$. A transition $t \in T$ is enabled when all of the places in its preset are marked (i.e., $\bullet \subseteq M$ ), and the enabling condition on $t$ evaluates to true (i.e., $\operatorname{Eval}(\operatorname{En}(t), \sigma)$ where the function Eval evaluates an expression for a given state). The function $\mathcal{E}(\sigma)$ is defined to return the set of enabled transitions for the given state. When a transition $t$ becomes enabled, its clock is initialized to zero. The transition $t$ can then fire at any time after its clock satisfies its lower delay bound and must fire before it exceeds its upper delay bound (i.e., $\left.d_{l}(t) \leq C(t) \leq d_{u}(t)\right)$ as long as it remains continuously enabled. A transition is disabled any time one of the places in its preset becomes unmarked or its enabling condition evaluates to false. From a state $\sigma$, a new state $\sigma^{\prime}$ can be reached by firing a transition $t$ found in $\mathcal{E}(\sigma)$. This new state is determined as follows:

- $M^{\prime}=(M-\bullet t) \cup t$;
- $S^{\prime}\left(b_{i}\right)=\operatorname{Eval}\left(B A\left(t, b_{i}\right), \sigma\right)$
- $Y^{\prime}\left(x_{i}\right)=\operatorname{Eval}\left(y_{l}\left(t, x_{i}\right), \sigma\right)$
- $Q^{\prime}\left(v_{i}\right)=\operatorname{Eval}\left(a_{l}\left(t, v_{i}\right), \sigma\right)$

$$
\begin{aligned}
& \text { - } R^{\prime}\left(v_{i}\right)=\operatorname{Eval}\left(r_{l}\left(t, v_{i}\right), \sigma\right) \\
& \text { - } I^{\prime}\left(v_{i} \bowtie \alpha\right)=\left(Q^{\prime}\left(v_{i}\right) \bowtie \operatorname{Eval}(\alpha, \sigma)\right) \\
& \text { - } C^{\prime}\left(t_{i}\right)= \begin{cases}0 & \text { if } t_{i} \notin \mathcal{E}(\sigma) \wedge t_{i} \in \mathcal{E}\left(\sigma^{\prime}\right) \\
C\left(t_{i}\right) & \text { otherwise }\end{cases}
\end{aligned}
$$

In other words, the marking is updated, Boolean, discrete, continuous value, and continuous rate assignments associated with transition $t$ are executed, the state of the continuous inequalities are updated, and the clocks associated with newly enabled transitions are reset to 0 . Due to space limitations, to simplify the semantics, it is assumed that the lower and upper bound for all assignments are equal. Arbitrary ranges require some additional state to be maintained [15].

In a state $\sigma$, time can advance by any value $\tau$ which is less than $\tau_{\max }(\sigma)$. The value of $\tau_{\max }(\sigma)$ is the largest amount of time that may pass before a transition is forced to fire (i.e., the clock associated with it exceeds its upper bound) or an inequality changes value (i.e., for an inequality of the form $v_{i} \geq \alpha$, its continuous variable's value, $v_{i}$, crosses the value returned by its expression, $\alpha$ ). This is defined as follows:

$$
\tau_{\text {max }}(\sigma)=\min \left\{\begin{array}{lc}
C\left(t_{i}\right)-d_{u}\left(t_{i}\right) & \forall t_{i} \in \mathcal{E}(\sigma) \\
\frac{E v a l(\alpha, \sigma)-Q\left(v_{i}\right)}{R\left(v_{i}\right)} & \forall\left(v_{i} \geq \alpha\right) \in \mathcal{T} . \\
\frac{I\left(v_{i} \geq \alpha\right) \neq\left(R\left(v_{i}\right) \geq 0\right)}{}
\end{array}\right.
$$

The new state, $\sigma^{\prime}$, after $\tau$ time units have advanced is defined as follows:

$$
\begin{aligned}
& \text { - } Q^{\prime}\left(v_{i}\right)=Q\left(v_{i}\right)+\tau \cdot R\left(v_{i}\right) \\
& \text { - } I^{\prime}\left(v_{i} \bowtie \alpha\right)= \begin{cases}R\left(v_{i}\right) \bowtie 0 & \text { if } Q^{\prime}\left(v_{i}\right)=\operatorname{Eval}(\alpha, \sigma) \\
I\left(v_{i} \ltimes \alpha\right) & \text { otherwise }\end{cases} \\
& \text { - } C^{\prime}\left(t_{i}\right)= \begin{cases}0 & \text { if } t_{i} \notin \mathcal{E}(\sigma) \wedge t_{i} \in \mathcal{E}\left(\sigma^{\prime}\right) \\
C\left(t_{i}\right)+\tau & \text { otherwise }\end{cases}
\end{aligned}
$$

All other parts of the state are unaffected.
Consider again the extended LHPN model for the reactor example shown in Fig. 2. The left process models the temperature of the reactor simply as a triangle wave which increases with a rate of two until it exceeds 9800 at which point it changes direction and decreases at a rate of two until it reaches 2200 . The middle process models the ADC subsystem of the microcontroller which samples one of the temperature sensors every 10 time units with the results going into one of the internal 8 -bit ADC registers. Note that perfect temperature sensors are assumed in that the same temperature value, temp, is sampled in both ADC inputs. The right process that models the software running on the microcontroller begins with a delay of 35 to 45 time units to represent instructions in the loop that are not related to checking the temperature sensors. Next, the software loads the value in $A D C 1$ into register $A$ followed 5 time units later with the value of $A D C 2$ being loaded into register $B$. Finally, the difference is calculated between $A$ and $B$, and if the absolute value of this difference is three or larger, the reactor is shut down. Otherwise, the software loop repeats.
To illustrate LHPN semantics, consider a few states for the example in Fig. 2. In the initial state, $p 0, p 2$, and $p 4$ are marked; shutdown is false; $A D C 1, A D C 2, A$, and $B$
are undefined (i.e., $[-\infty, \infty]$ ); temp is 2200 and changing at a rate of -2 . In this state, transitions $t_{0}, t_{2}$, and $t_{4}$ are all enabled. Note that $t_{0}$ is guarded by the Boolean expression $\{\neg$ shutdown $\wedge$ temp $\leq 2200\}$ which is satisfied in the initial state. In the initial state, $\tau_{\max }$ is 5 , since $t_{0}$ must fire within 5 time units. Let us assume that 4 time units pass. In this new state, the value of temp is now 2192, since it has decreased at a rate of 2 for 4 time units. The clocks for $t_{0}, t_{2}$, and $t_{4}$ now all have the value of 4 . Transition $t_{0}$ can fire at any point after its clock reaches a value of 3 , and it must fire before its clock exceeds a value of 5 . Since its clock now has a value of $4, t_{0}$ can potentially fire. Alternatively, the value of $\tau_{\text {max }}$ is now 1 , so time can be advanced by any real value less than or equal to 1 . Let us assume that transition $t_{0}$ fires resulting in the rate of change of temp to be changed to 2 . Note that since temp $\geq 9800$ is not true, transition $t_{1}$ does not become enabled. In this new state, $\tau_{\max }$ has a value of 6 , since transition $t_{2}$ must fire after 6 more time units have passed. After 6 time units have passed, the value of temp is now 2204 while the values of the clocks for $t_{2}$ and $t_{4}$ reach 10. At this point, transition $t_{2}$ must fire resulting in $A D C 1$ taking the value 56 . This firing also enables transition $t_{3}$, so its clock is reset to 0 . From here, new states can continue to be found by advancing time and firing transitions.

## V. State Sets

State space exploration is required to analyze and verify properties of LHPNs. This exploration is complicated by the fact that LHPNs typically have an infinite number of states. Therefore, to perform state space exploration on LHPNs, this infinite number of states must be represented by a finite number of convex state equivalence classes called state sets. State sets for extended LHPNs are represented with the tuple $\psi=\langle M, S, Y, Q, R, I, Z\rangle$ where:

- $M \subseteq P$ is the set of marked places;
- $S: B \rightarrow\{0,1, \perp\}$ is the value of each Boolean variable;
- $Y: X \rightarrow \mathbb{Z} \times \mathbb{Z}$ is a range of values for each discrete integer variable;
- $Q: V \rightarrow \mathbb{Q} \times \mathbb{Q}$ is a range of values for each inactive continuous variable;
- $R: V \rightarrow \mathbb{Q} \times \mathbb{Q}$ is the current rate of change for each continuous variable; ${ }^{4}$
- $I: \mathcal{I} \rightarrow\{0,1, \perp\}$ is the value of each continuous inequality;
- $Z:\left(T \cup V \cup\left\{c_{0}\right\}\right) \times\left(T \cup V \cup\left\{c_{0}\right\}\right) \rightarrow \mathbb{Q}$ is a difference bound matrix (DBM) [5] composed of active transition clocks, active continuous variables, and $c_{0}$ (a reference clock that is always 0 ).
State sets and states differ in several ways. First, entries in $S$ and $I$ are extended to be able to take the value of unknown

[^3]$(\perp)$ to indicate uncertainty in their value. Second, discrete integer and inactive continuous variables (i.e., $R\left(v_{i}\right)=0$ ) are extended to allow them to take a range of values. Finally, a DBM $Z$ is used to represent the ranges of values for clocks and active continuous variables. It should be noted that despite the use of state sets, due to the use of discrete and continuous variables, the state space of an LHPN may still be infinite making verification undecidable.

The use of state sets requires that the expression evaluation function, $\operatorname{Eval}(\alpha, \psi)$, as well as the enabled transition function $\mathcal{E}(\psi)$, be extended to operate on ranges of values and to return a range of values. For example, the relational operators on ranges are defined as follows:

$$
\begin{aligned}
&\left(\left[l_{1}, u_{1}\right]=\left[l_{2}, u_{2}\right]\right) \quad=\quad \text { if }\left(l_{1}=l_{2}=u_{1}=u_{2}\right) \text { then } 1 \\
& \text { elseif }\left(\left(l_{1}>u_{2}\right) \mid\left(l_{2}>u_{1}\right)\right) \text { then } 0 \\
& \text { else } \perp \\
&\left(\left[l_{1}, u_{1}\right]>\left[l_{2}, u_{2}\right]\right) \quad=\quad \text { if }\left(l_{1}>u_{2}\right) \text { then } 1 \\
& \text { elseif }\left(l_{2} \geq u_{1}\right) \text { then } 0 \\
& \text { else } \perp \\
&\left(\left[l_{1}, u_{1}\right] \geq\left[l_{2}, u_{2}\right]\right)=\begin{array}{l}
\text { if }\left(l_{1} \geq u_{2}\right) \text { then } 1 \\
\\
\text { elseif }\left(l_{2}>u_{1}\right) \text { then } 0 \\
\\
\text { else } \perp
\end{array} \\
&\left(\left[l_{1}, u_{1}\right]<\left[l_{2}, u_{2}\right]\right)=\begin{array}{l}
\text { if }\left(u_{1}<l_{2}\right) \text { then } 1 \\
\\
\text { elseif }\left(u_{2} \leq l_{1}\right) \text { then } 0 \\
\\
\text { else } \perp
\end{array} \\
&\left(\left[l_{1}, u_{1}\right] \leq\left[l_{2}, u_{2}\right]\right)=\begin{array}{l}
\text { if }\left(u_{1} \leq l_{2}\right) \text { then } 1 \\
\\
\text { elseif }\left(u_{2}<l_{1}\right) \text { then } 0 \\
\\
\text { else } \perp
\end{array}
\end{aligned}
$$

When applying relational operators to ranges, the result may be " $\perp$ " since the relational operator must be applied to all values in the range. For example, the statement $[1,2]=[1,2]$ returns " $\perp$ " because the comparison is between all pairs of values in the ranges, not between the two ranges themselves.

Arithmetic on ranges has been well studied [8]. Addition and subtraction is fairly straightforward as shown below:

$$
\begin{aligned}
& {\left[l_{1}, u_{1}\right]+\left[l_{2}, u_{2}\right]=\left[l_{1}+l_{2}, u_{1}+u_{2}\right]} \\
& {\left[l_{1}, u_{1}\right]-\left[l_{2}, u_{2}\right]=\left[l_{1}-u_{2}, u_{1}-l_{2}\right]}
\end{aligned}
$$

However, dealing with the sign of the operands makes multiplication and division somewhat more complicated:

$$
\begin{aligned}
& {\left[l_{1}, u_{1}\right] *\left[l_{2}, u_{2}\right]=} {\left[\min \left(l_{1} * l_{2}, l_{1} * u_{2}, u_{1} * l_{2}, u_{1} * u_{2}\right),\right.} \\
&\left.\max \left(l_{1} * l_{2}, l_{1} * u_{2}, u_{1} * l_{2}, u_{1} * u_{2}\right)\right] \\
& {\left[l_{1}, u_{1}\right] /\left[l_{2}, u_{2}\right]= \begin{cases}{\left[l_{1}, u_{1}\right] *\left[1 / l_{2}, 1 / u_{2}\right],} & \text { if } 0 \notin\left[l_{2}, u_{2}\right] \\
{[-\infty, \infty]} & \text { otherwise }\end{cases} }
\end{aligned}
$$

Division by a range that includes 0 is quite involved [8], so for simplicity a conservative unbounded range is returned.

The modulo, bitwise, and bit extraction operations on ranges cannot be easily performed exactly and may result in non-continuous ranges. For example, the operation $[6,9] \% 8$ generates the results $0,1,6$, and 7 . These can be grouped into the ranges $[0,1]$ and $[6,7]$, but this would require splitting the zone. One method to do this is to use a multizone DBM approach, as described in [3] which we plan to investigate in the future. Currently, a more conservative approach is taken, choosing the larger region $[0,7]$ which encapsulates
all possible values. As another example, the bitwise $A N D$ operator may clear bits, but never results in new bits being set. Therefore, it never results in an answer greater than the larger of the operands. The $A N D$ of two negative numbers though can result in an even smaller negative number but never smaller than $l_{1}+l_{2}$. To address these problems, these operations are performed exactly when the operands are single values (i.e., $l_{i}=u_{i}$ ), and the conservative approximations shown below are used when any operand is a range:

$$
\begin{aligned}
{\left[l_{1}, u_{1}\right] \%\left[l_{2}, u_{2}\right]=} & {\left[\min \left(0, \max \left(-\left(\max \left(\left|l_{2}\right|,\left|u_{2}\right|\right)-1\right), l_{1}\right)\right),\right.} \\
& \left.\max \left(0, \min \left(\max \left(\left|l_{2}\right|,\left|u_{2}\right|\right)-1, u_{1}\right)\right)\right] \\
N O T\left(\left[l_{1}, u_{1}\right]\right)= & {\left[-\left(u_{1}+1\right),-\left(l_{1}+1\right)\right] } \\
A N D\left(\left[l_{1}, u_{1}\right],\left[l_{2}, u_{2}\right]\right)= & {\left[\min \left(l_{1}+l_{2}, 0\right), \max \left(u_{1}, u_{2}\right)\right] } \\
O R\left(\left[l_{1}, u_{1}\right],\left[l_{2}, u_{2}\right]\right)= & {\left[\min \left(l_{1}, l_{2}\right), \max \left(u_{1}+u_{2},-1\right)\right] } \\
X O R\left(\left[l_{1}, u_{1} \mid,\left[l_{2}, u_{2}\right]\right)=\right. & {\left[\min \left(l_{1}-u_{2}, l_{2}-u_{1}, 0\right),\right.} \\
& \left.\max \left(u_{1}+u_{2},-\left(l_{1}+l_{2}\right),-1\right)\right] \\
\operatorname{BIT}\left(\left[l_{1}, u_{1}\right],\left[l_{2}, u_{2}\right]\right)= & \perp
\end{aligned}
$$

Any time abstraction is used, it is possible to capture invalid behaviors. False negatives can thus be found. Any error trace derived from an abstracted system must be scrutinized carefully to determine its validity.

## VI. State Space Exploration

This section describes a state exploration method which uses zones that are defined using DBMs to represent the continuous portion of the state space. In particular, this section extends the state space exploration method for LHPNs described in [10], [12] to utilize the extended expression syntax for enabling conditions and assignments.

The DBM based method shown in Fig. 3 uses a depth first search to find the reachable state space for an extended LHPN. Note that because the state space of an LHPN may not have a finite representation, this is a semi-algorithm as it may not terminate. First, this method constructs the initial state set for the extended LHPN and adds it to the set of reachable state sets, $\Psi$. The initial state set is $\left\langle M_{0}, S_{0}\right.$, $\left.Y_{0}, Q_{0}, R_{0}, I_{0}, Z_{0}\right\rangle$ where $I_{0}$ contains the initial value for all continuous inequalities (i.e., $I_{0}\left(v_{i} \bowtie \alpha\right)=\left(Q_{0}\left(v_{i}\right) \bowtie\right.$ $\left.\operatorname{Eval}\left(\alpha, \psi_{0}\right)\right)$ ), and $Z_{0}$ includes active continuous variables (i.e., $R_{0}\left(v_{i}\right) \neq 0$ ) set to their initial value and clocks for enabled transitions set to zero. Next, the method uses the findPossibleEvents function to determine all possible events, $E$, that can result in a new state set. A single event, $e$, is arbitrarily chosen from $E$ using the select function. If after removing $e$ from $E$, events still remain in $E$, the remaining events and the current state set are pushed onto the stack for later exploration. At this point, the current state set, $\psi$, is updated to reflect the occurrence of the event, $e$. If this new state set, $\psi^{\prime}$, has not been seen before, it is added to the state space, $\Psi$, a new set of possible events is calculated, and the exploration continues from this new state. If the state set is not new, a previously explored state set and set of unexplored events are popped from the stack, and the exploration continues from this point. Finally, when the stack is found to be empty, the entire reachable state space has been found, and it is returned. This section now explains each of these steps in more detail.

```
reach()
    \(\psi=\) initialstateset()
    \(\Psi=\{\psi\}\)
    \(E=\) findPossibleEvents \((\psi)\)
    while(true)
        \(e=\operatorname{select}(E)\)
        if \((E-\{e\} \neq \emptyset)\) then push \((E-\{e\}, \psi)\)
        \(\psi^{\prime}=\) updatestate \((\psi, e)\)
        if \(\psi^{\prime} \notin \Psi\) then
            \(\Psi=\Psi \cup\left\{\psi^{\prime}\right\}\)
            \(\psi=\psi^{\prime}\)
            \(E=\) findPossibleEvents \((\psi)\)
        else
        if(stack not empty) then \((E, \psi)=\operatorname{pop}()\)
        else return \(\Psi\)
```

Fig. 3. Semi-algorithm to find the reachable states.

The findPossibleEvents function shown in Fig. 4 determines the set of all possible events from the current state. There are two event types: a transition can fire or an inequality can change value due to the advancement of time. A transition may fire at any time after its clock has reached the lower bound of the delay for that transition, and it must fire before its clock exceeds the upper bound of its delay. Transition clocks become active when they become enabled, and, as mentioned before, only clocks for enabled transitions are kept in $Z$. Therefore, any transition whose clock is in $Z$ (denoted $t \in Z$ ) that can reach its lower bound (i.e., $\left.u b(Z, t) \geq d_{1}(t)\right)$ may fire. Note that $u b(Z, t)$ is defined to retrieve the upper bound for $t$ 's clock from $Z$. An inequality, $v_{i} \bowtie \alpha$, may change value when it is possible for time to advance to the point where the value of the continuous variable, $v_{i}$, crosses the value of the expression, $\alpha$. This is determined by the ineqCanChange function by examining the current state set, $\psi$. The ineqCanChange function must be modified from the one described in [12] since the original version only allowed $\alpha$ to be a rational constant. The new version must evaluate $\alpha$ based on the current state. It is important to note that $\alpha$ must be relatively constant. Namely, the value of $\alpha$ must only change as a result of transition firings. It is this requirement that led to the restrictions described earlier on the forms of expressions that can be used in enabling conditions. For each possible event, the addSetItem function is used to determine if this event can actually be the next to occur. The event may actually not be able to occur before some event already found in $E$, and it would not be added in this case. Alternatively, the event may be possible to occur next, and it may in turn prevent some other events in $E$ from being next. The details of this function are the same as the previous version of the algorithm, so the interested reader should see [12].

The updatestate function shown in Fig. 5 determines the new state set that is reached after the occurrence of an event, $e$. First, this function calls the restrict function to modify $Z$ to reflect that time must have advanced to the point necessary for the event to have occurred (i.e., the clock for the transition firing reaches its lower bound, or the continuous variable $v_{i}$ reaches the value of its right hand expression $\alpha$ ). This function also must be extended

```
findPossibleEvents(\psi)
    E=\emptyset
    for }t\in
        if ub (Z,t)\geq\mp@subsup{d}{1}{}(t) then
            E= addSetItem(E,t)
    for ( }\mp@subsup{v}{i}{}\bowtie\alpha)\in
        if ineqcanchange( }\psi,\mp@subsup{v}{i}{},\alpha)\mathrm{ then
            E= addsetItem(E,(\mp@subsup{v}{i}{}\alpha))
    return E
```

Fig. 4. Algorithm to find possible events.
to address the fact that inequalities can now be bounded by expressions. Next, the recanonicalize function uses Floyd's all-pairs shortest path algorithm to restore $Z$ to a canonical form. When the event is an inequality changing value, the next step simply updates its value in $I$. When the event is a transition firing, however, the state update is more involved as shown in Fig. 6 which is described below. Next, the transitions are checked to see if they have become newly enabled or disabled. A clock for a transition $t$ not in $Z$ that is enabled must be added to $Z$ while a clock for a transition $t$ in $Z$ that is not enabled must be removed from $Z$. Here again is another necessary modification in that determining if a transition is enabled requires the evaluation of the more complex expressions that are allowed in extended LHPNs. Finally, time is advanced using the algorithm shown Fig. 7, $Z$ is recanonicalized, and the new state set is returned.

```
updatestate \((\psi, e)\)
    \(Z=\) restrict \((\psi, e)\)
    \(Z=\) recanonicalize \((Z)\)
    if \(e \notin T\) then
        \(\psi=\) updateIneq \((\psi, e)\)
    else
        \(\psi=\) fireTransition \((\psi, e)\)
    for \(t \in T\)
        if \(t \notin Z \wedge t \in \mathcal{E}(\psi)\) then
            \(Z=\operatorname{addT}(Z, t)\)
        else if \(t \in Z \wedge t \notin \mathcal{E}(\psi)\) then
            \(Z=\operatorname{rmT}(Z, t)\)
    \(Z=\) advanceTime \((\psi)\)
    \(Z=\) recanonicalize \((Z)\)
    return \(\psi\)
```

Fig. 5. Algorithm to update the state.
The fireTransition function shown in Fig. 6 is called by the updatestate function to fire a transition $t$ in state set $\psi$. This function must first update the marking by removing the tokens from all places in $\bullet t$ and adding tokens to all places in $t \bullet$. Next, the transition $t$ is removed from $Z$. Then, all assignments labeled on $t$ are performed. This includes Boolean variable, discrete variable, continuous variable, and rate assignments. For extended LHPNs, these assignment functions are more involved. While in the basic LHPNs only constants are assigned, in extended LHPNs these assignments involve more complex expressions which must be evaluated on the current state. The assignments may have changed the values of some inequalities, so these must be updated next. The rate assignments may have activated or deactivated a continuous variable, so all continuous variables
are checked and added or removed from $Z$ as necessary. Finally, $Z$ is warped using dbmWarp to properly account for any rate changes that may have occurred. The warping function described in [10], [12] is a technique that allows zones to be used even when continuous variables evolve at non-unity rates. The warping function does not need to be changed for extended LHPNs, so the interested reader is referred to [10], [12]. Once again, the warping of zones is an abstraction of the state space which can result in false negatives. It does not, however, ever produce false positives, and it has been shown to be a reasonable abstraction allowing for accurate verification of several interesting systems [12].

```
fireTransition( }\psi,t
    M'}=(M-\bullett)\cupt
    Z'}=\operatorname{rmT}(Z,t
    S'= doBoolAsgn(\psi)
    Y'}=\mathrm{ doIntAsgn( }\psi
    (Z}\mp@subsup{Z}{}{\prime},\mp@subsup{Q}{}{\prime})=\operatorname{dovarAsgn}(\psi
    R'= doRateAsgn (\psi)
    I'= updateI(S
    for v}\in
        if v\not\inZ\wedge\mp@subsup{R}{}{\prime}(v)\not=0 then
            (Z}\mp@subsup{Z}{}{\prime},\mp@subsup{Q}{}{\prime})=\operatorname{addv}(\mp@subsup{Z}{}{\prime},\mp@subsup{Q}{}{\prime},v
        else if v\inZ\wedge R}(v)=0\mathrm{ then
            (Z',}\mp@subsup{Z}{}{\prime})=\operatorname{rmv}(\mp@subsup{Z}{}{\prime},\mp@subsup{Q}{}{\prime},v
    (Z',}\mp@subsup{Z}{}{\prime})=\mathrm{ dbmWarp (Z',},R,\mp@subsup{R}{}{\prime}
    return \langleM
```

Fig. 6. Algorithm to fire a transition.

The updateState function calls the advanceTime function, shown in Fig. 7, to advance time in $Z$. The basic idea behind this function is that it allows time to advance as far as possible without missing an event. To ensure that a transition firing $t$ is not missed, advanceTime sets the upper bound value for the clock associated with $t$ to the upper delay bound for $t$. To ensure that a change in inequality value is not missed on a variable $v$, all inequalities involving variable $v$ are checked by the function checkineq, and the largest amount of time that can advance before one of these inequalities changes value is assigned to the upper bound value for $v$. Note that this function must be modified to evaluate the expressions now found in these inequalities.

```
advanceTime( \(\psi\) )
    for \(t \in Z\)
        \(\mathrm{ulb}(Z, t)=d_{\mathrm{u}}(t)\)
    for \(v \in Z\)
        ub \((Z, v)=\operatorname{checkIneq}(\psi, v)\)
    return \(Z\)
```

Fig. 7. Algorithm for advancing time

## VII. CASE Study

We have updated the LEMA verification tool to support extended LHPNs as described in this paper. This includes an editor to create extended LHPNs. We have applied this updated version of LEMA to the fault-tolerant temperature sensor with several variations in parameter values. The results are shown in Table I. For each case, the number of

TABLE I
VERIFICATION RESULTS FOR THE REACTOR EXAMPLE.

| Parameters | State sets | Runtime (s) | Verifies |
| :--- | :---: | :---: | :---: |
| Original | 61469 | 2050 | Yes |
| $t_{4}$ delay $[5,15]$ | 10 | 0.035 | No |
| 9-bit ADCs | 50028 | 598 | No |
| $t_{2}, t_{3}$ delay $[20,20]$ | 45325 | 268 | No |
| temp rates $[-4,4]$ | 23235 | 180 | No |
| temp rates $[-4,4]$, <br> $7-$ bit ADCs | 32636 | 603 | Yes |

state sets found, runtime in seconds, and whether it verifies to be correct are reported. Recall that the property being verified is that the reactor never shuts down since the temperature sensors are assumed to be perfect in the LHPN model.

The original model parameters shown in Fig. 2 verify to be correct in 2050 seconds (about 34 minutes) after finding 61469 state sets. If the delay between iterations of the software loop is reduced (i.e. the delay of transition $t_{4}$ is reduced to $[5,15]$ ), it no longer verifies to be correct after finding 10 state sets in 0.035 seconds. The reason for this failure is that $A$ and $B$ can be loaded and compared before the ADC subsystem has sampled any valid temperatures. If the ADCs use 9-bits (i.e., 256 is replaced with 512 in the expressions for $A D C 1$ and $A D C 2$ ), the example again fails. In this case, there is too much resolution, and the discrete values of the temperatures can differ by three or more. If the sampling rate is decreased (i.e., the delays for $t_{2}$ and $t_{3}$ are changed to $[20,20]$ ), the example fails, since the temperature can change too much between two subsequent samples. If the rate of temperature change is increased to $[-4,4]$, the example fails because the temperature can again change too much between samples. Changing multiple parameters can make the example start to verify correctly again. For example, if both the rate of temperature change is increased to $[-4,4]$ and the resolution of the ADCs is reduced to $7-$ bits, the reactor does not shut down. These results indicate that the correctness of this fault-tolerant temperature sensor is quite sensitive to parameter choices.

## VIII. CONCLUSION

This paper proposes a formal model for the verification of embedded systems. This model enables the modeling of complete systems, including environmental sensor inputs. In particular, the LHPN model is extended to include discrete variables and expressions to check and modify them in order to represent registers and memory values in embedded software. This paper also presents a method for reachability analysis of extended LHPNs that is used to perform formal verification. Finally, a case study is presented for a faulttolerant temperature sensor that includes both a continuous environment signal as well as discrete register values. Preliminary results on this case study are promising.

Recently, we have extended the LEMA tool to compile extended LHPNs from embedded software which can then be integrated with existing methods for creating LHPNs for analog/mixed signal circuits. The fault-tolerant temperature
sensor presented in this paper is an abstraction of the complete model that can be derived using this compiler. To derive such an abstract model, we are investigating automatic methods to reduce the LHPN to include only the elements necessary to verify the property of interest. Since such abstractions as well as those in this paper can potentially result in false negative results, we are also developing techniques to analyze the error trace ultimately resulting in a complete abstraction-refinement verification method.
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[^0]:    ${ }^{1}$ It should be noted that the traditional version of this example as a hybrid automata does not consider the software directly as this is cumbersome to do in that formalism.

[^1]:    ${ }^{2}$ The rate of change is the first time derivative of the associated continuous variable.

[^2]:    ${ }^{3}$ Only defined when the expressions $\alpha_{1}$ and $\alpha_{2}$ evaluate to integer values.

[^3]:    ${ }^{4}$ Note that although the rate is defined to be a range, the method requires the rate to be a single value. This is not a problem as an LHPN with ranges of rates can be transformed into one with only single valued rates [12].

