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#### Abstract

This paper is concerned with the blind identification of a class of bilinear systems excited by non-Gaussian higher order white noise. The matrix of coefficients of mixed input-output terms of the bilinear system model is assumed to be triangular in this work. Under the additional assumption that the system output is corrupted by Gaussian measurement noise, we derive an exact parameter estimation procedure based on the output cumulants of orders up to four. Results of the simulation experiments presented in the paper demonstrate the validity and usefulness of our approach.
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## I. Introduction

IDENTIFICATION of nonlinear systems is of primary importance in today's applications since many signals of interest are generated by nonlinear sources or are processed by nonlinear systems. There are several situations in which the inherent nonlinearities and distortions cannot be tolerated at a given level of performance, and hence, nonlinear processing techniques need to be employed. Such important examples include nonlinear echo cancellation, predistortion of nonlinear channels, equalization of communication channels where distortion is produced due to operation of amplifiers near to saturation region, linearization of loudspeaker nonlinearities, enhancement of noisy images, edge extraction, distortions in magnetic recording systems, motion of moored ships in ocean waves, control of industrial processes, physiological models, nuclear fission, and others [1], [7], [12], [25], [29], [32].

Conventional identification is concerned with the determination of an unknown system on the basis of input-output information in an uncertain environment. A given excitation drives the unknown system and the resulting response is measured. On the other hand, blind identification is concerned with the determination of an unknown system on the basis of output information only. In this latter case, information about the input that generates the measured output is limited. For instance, it may be $a$ priori known or assumed that the input is white noise.

The need for tractable computational methods requires that the class of nonlinear models is properly restricted. Polynomial systems form a popular class of nonlinear systems [32]. Under

[^0]relatively mild conditions, such systems are known to possess the universal approximation capability [4], [13]. This class of systems is defined by input-output relationships of the form
\[

$$
\begin{align*}
& y(n)=f(u(n), u(n-1), \ldots \\
& \quad u(n-N), y(n-1), \ldots, y(n-M)) \tag{1}
\end{align*}
$$
\]

where $u(n)$ and $y(n)$ represent the input and output signals, respectively, and $f(\cdots)$ is a polynomial in $N+M+1$ variables. Polynomial systems can be broadly classified into recursive and nonrecursive systems. Nonrecursive polynomial systems are obtained from (1) if $f$ depends only on $u(n-i), i=0,1, \ldots, N$. In this case, (1) takes the form of a truncated Volterra series expansion [36]:

$$
\begin{align*}
y(n)= & h_{0}+\sum_{k_{1}=0}^{N_{1}} h_{1}\left(k_{1}\right) u\left(n-k_{1}\right) \\
& +\sum_{k_{1}=0}^{N_{2}} \sum_{k_{2}=0}^{N_{2}} h_{2}\left(k_{1}, k_{2}\right) u\left(n-k_{1}\right) u\left(n-k_{2}\right) \\
& +\cdots+\sum_{k_{1}=0}^{N_{P}} \sum_{k_{2}=0}^{N_{P}} \cdots \sum_{k_{P}=0}^{N_{P}} h_{P}\left(k_{1}, k_{2}, \ldots, k_{P}\right) \\
& \times u\left(n-k_{1}\right) u\left(n-k_{2}\right) \ldots u\left(n-k_{P}\right) \tag{2}
\end{align*}
$$

where $h_{m}\left(k_{1}, \ldots, k_{m}\right)$ represents the $m$ th-order Volterra kernel of the system, and $\max \left\{N_{1}, \ldots, N_{P}\right\}$ represents the memory of the system.

Conventional identification of a truncated Volterra series aims at estimating the Volterra kernels from either knowledge of the relevant statistics of the input and output signals or measurement of the input and output signal. The mean squared error (MSE) formulation and the least squares error (LSE) formulation enable the computation of the Volterra kernels via a linear system of equations. Algorithms for the estimation of the parameters of Volterra models based on input-output data have been extensively studied in the past [2], [10], [13], [14], [15], [17], [27], [31]-[33], [39], [40]. Most of these methods view the resulting linear regression as a multichannel setup. The Volterra parameters are then obtained by linear multichannel parameter estimation algorithms in batch or in adaptive form. Cumulants and polyspectra are employed in [19]-[22] to estimate symmetric Volterra kernels. These works derive closed-form solutions for the estimates when the input is a stationary, Gaussian, zero mean stochastic process or a linear process. In a similar manner, the identification of Volterra systems of second and third order for general stochastic inputs is treated in [14], [20], [21], and [33]. In general, for blind identification, the output statistics depend nonlinearly on the kernels even when the system is linear. Probably because of the complexity associated with such problems,
little is known about the blind identification of general Volterra systems [9], [24], [35].
Nonrecursive polynomial systems such as the truncated Volterra series expansion encounters serious limitations in practical applications due to the large number of coefficients that need to be estimated. Recursive polynomial models, just like linear IIR filters, can accurately represent many nonlinear systems with greater efficiency than truncated Volterra series representation. A special class of recursive nonlinear models is the class of bilinear systems. The input-output relationship of a bilinear system is given by

$$
\begin{align*}
y(n)= & \sum_{i=1}^{K_{a}} a(i) y(n-i) \\
& +\sum_{i=0}^{K_{b}} b(i) u(n-i) \\
& +\sum_{i=1}^{K_{c y}} \sum_{j=0}^{K_{c u}} c(i, j) y(n-i) u(n-j) \tag{3}
\end{align*}
$$

where $a(i), b(i)$, and $c(i, j)$ represent the system coefficients, and the set $\left\{K_{a}, K_{b}, K_{c y}, K_{c u}\right\}$ corresponds to the order of the system. Several practical systems have been modeled by bilinear systems [2], [32]. The input-output bilinear representation of (3) is not equivalent to the original state-space bilinear model

$$
\begin{align*}
x_{k+1} & =A x_{k}+N u_{k} \otimes x_{k}+B u_{k}+w_{k} \\
y_{k} & =C x_{k}+D u_{k}+v_{k} \tag{4}
\end{align*}
$$

where $v$ and $w$ denote the measurement and process noise. If (3) is transformed into state-space, it involves polynomial nonlinearities between state variables. Conventional identification of bilinear state-space models has been studied in [5] and [6] using subspace identification methods. The more general class of state-affine systems, which provide finite dimensional realization of Volterra systems with separable kernels, has been treated in [8] using cumulants.

Conventional identification methods for input-output bilinear systems fall into equation error and output error methods. Equation error algorithms are straightforward to develop, and the mean square estimation error surface has a unique minimum. However, this unique minimum is, in general, biased. Output error algorithms are capable of estimating the coefficients without bias. Such enhanced performance is, however, determined by error surfaces that are nonlinear functions of the coefficient values. Consequently, they may contain local minima, and the estimation algorithms may not necessarily converge to the global minimum of their error surfaces. The parameter estimation for both types of methods can be carried out by the LMS algorithm, the extended least squares algorithms, or their variants [11], [32]. A different approach using cross-cumulant information is pursued in [23] and [41]. This approach divides the identification problem into successive solutions of triangular linear systems of equations by considering appropriate slices of the cross-cumulant sequences for each subproblem. Blind identification of bilinear systems has attracted limited attention so far [30], [37]. In these works,
closed-form expressions that relate measurable statistics of the output signal to the unknown parameters are derived for a very restricted class of nonlinear system models and for Gaussian inputs. Consequently, the most common approach to estimating the parameters of the model is to resort to some form of numerical search algorithm that operates in an iterative manner [38].

In this paper, we consider the problem of blind identification of an input-output bilinear system where the matrix of coefficients of mixed terms is lower triangular. A new algorithm for the identification of bilinear system parameters is presented. The algorithm employs five stages and utilizes output cumulants up to order 4 . The derivations are based on the application of the Leonov-Shiryaev theorem [28] to the output cumulants.

The rest of the paper is organized as follows. Section II contains a formal statement of the blind identification problem. The structure of the solution is described in Section III. The algorithm is described in Section IV. The details of the derivation of the identification structure are provided in Appendices A-C. A simulation example that verifies the accuracy of the derivations and demonstrates the quality of the estimates is given in Section V. Finally, Section VI contains our concluding remarks.

## II. Problem Statement

We consider bilinear systems of the form

$$
\begin{align*}
y(n)= & \sum_{i=1}^{K_{a}} a(i) y(n-i) \\
& +\sum_{i=0}^{K_{b}} b(i) u(n-i) \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) y(n-i) u(n-j)+v(n) \tag{5}
\end{align*}
$$

where $y(n)$ is the output of the system, $u(n)$ the input, and $v(n)$ the measurement noise. The input signal $u(n)$ cannot be accessed for measurement. The first term in (5) is characterized by the parameter vector a of size $K_{a}$

$$
\begin{equation*}
\mathbf{a}=\left[a(1), \ldots, a\left(K_{a}\right)\right] . \tag{6}
\end{equation*}
$$

Extending standard terminology, we will refer to this term as the linear AR part of the bilinear model. Similarly, we will call the second term in (5), which is produced by the parameter vector b of size $K_{b}+1$

$$
\begin{equation*}
\mathbf{b}=\left[b(0), b(1), \ldots, b\left(K_{b}\right)\right] \tag{7}
\end{equation*}
$$

the linear MA part of the bilinear system. Finally, the third term is called mixed part and is accountable for the nonlinear behavior of the system. The parameters of the mixed part are described by a lower triangular matrix $\mathbf{C}$ with entries $c(i, j)$ and size $K_{c y} \times K_{c u}$.

The objective of this paper is to estimate the system parameters $\mathbf{a}, \mathbf{b}$, and $\mathbf{C}$ using output information only. To make the analysis tractable, we make the following assumptions.

1) The measurement noise $v(n)$ is a zero mean Gaussian white process and is independent of the input signal $u(n)$.


Fig. 1. Block diagram representation of the proposed algorithm.
2) The input signal is a non-Gaussian white process with zero mean value. This means that the cumulants of the input exist and are given by
$\operatorname{cum}\left[u(n), u\left(n-l_{1}\right), \ldots, u\left(n-l_{k-1}\right)\right]=\gamma_{k} \delta\left(l_{1}, \ldots, l_{k-1}\right)$
where $\delta\left(l_{1}, \ldots, l_{k-1}\right)$ is the $(k-1)$-dimensional unit sample signal, and $\gamma_{k}$ denotes the signal intensity of order $k$. For technical reasons that will become clear during the derivations, we assume that $\gamma_{4} \neq 3 \gamma_{3}^{2} / \gamma_{2}$.
3) The parameter vectors $\mathbf{a}$ and $\mathbf{b}$, as well as the coefficient matrix $\mathbf{C}$, are such that $y(n)$ is a stationary process. Sufficient conditions for the stationarity of bilinear processes are derived in [3], [18], and [26].
4) In order to find a unique solution and overcome the inherent scaling ambiguity of blind identification, we assume that $b(0)=1$. We further assume that $c\left(K_{c u}, K_{c u}\right) \neq 0$ and that $K_{c u} \geq K_{b}$. Finally, we also assume that the system orders $K_{a}, K_{b}, K_{c u}$, and $K_{c y}$ are known.
Based on the above assumptions, a closed-form solution is developed for the estimation of the parameters $\mathbf{a}, \mathbf{b}$, and $\mathbf{C}$, using cumulants of $y(n)$ up to order 4 . The main components of the method are presented next.

## III. Organization of the Blind Estimation Algorithm

A block diagram representation of the blind estimation algorithm is provided in Fig. 1. It is formed by the cascade of several components. The first component is the "HOS estimator." It is fed with $y(n)$, which is the measurable output of the system we seek to identify, and estimates cumulants up to order 4. Efficient procedures for estimating cumulants both in terms of statistical and computational performance in the time as well as in the frequency domain have been extensively covered in the
literature and will not be repeated here [34]. The coefficients of the linear AR part can be directly estimated from the cumulants. This function is performed by the box termed "AR estimator" in Fig. 1. The calculation of the coefficients of the linear MA part, the mixed part, and the statistics of the input requires knowledge of the AR coefficients and combinations of the cumulants derived using the estimated AR coefficient values. The combinations are generated by two "auxiliary" filters denoted by D and S in Fig. 1.

The outputs of the two auxiliary filters and of the AR estimator are fed into the "Mixed-MA" estimator to evaluate remaining parameters. The mixed-MA estimator contains an initialization module and the main module. The initialization module computes the $K_{c u}$ th (last) column of $\mathbf{C}$ and $b\left(K_{c u}\right)$, which is the last entry of the MA part, both scaled by the input variance. This module also calculates additional relationships between input cumulant intensities that are needed by the main module. The main module recursively computes the remaining columns of the mixed part together with the MA part. The functionality of every component is detailed in the next section.

## IV. Algorithm Description

Our method utilizes suitably chosen slices of the output cumulants to estimate the system parameters. We will derive several relationships between these output cumulants and the unknown parameters using a list of properties presented in Appendix A. We first define the following input-output crosscumulant sequences

$$
\begin{align*}
& g_{1}\left(m_{1}\right)= \operatorname{cum}\left[y(n), u\left(n-m_{1}\right)\right]  \tag{9}\\
& g_{2}\left(m_{1}, m_{2}\right)= \operatorname{cum}\left[y(n), y\left(n-m_{1}\right), u\left(n-m_{2}\right)\right] \\
& g_{3}\left(m_{1}, m_{2}, m_{3}\right)= \operatorname{cum}\left[y(n), y\left(n-m_{1}\right), y\left(n-m_{2}\right)\right. \\
&\left.u\left(n-m_{3}\right)\right] \tag{11}
\end{align*}
$$

$$
\begin{array}{r}
g_{4}\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=\operatorname{cum}\left[y(n), y\left(n-m_{1}\right), y\left(n-m_{2}\right)\right. \\
\left.y\left(n-m_{3}\right), u\left(n-m_{4}\right)\right] \tag{12}
\end{array}
$$

The following relationships between the output cumulants and the system parameters are derived in Appendix B.

$$
\begin{align*}
& c_{y}^{(2)}\left(l_{1}\right)=\operatorname{cum}\left[y(n), y\left(n-l_{1}\right)\right]=\sum_{i=1}^{K_{a}} a(i) c_{y}^{(2)}\left(l_{1}-i\right) \\
& +\sum_{i=0}^{K_{b}} b(i) g_{1}\left(i-l_{1}\right)+\bar{y} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{1}\left(j-l_{1}\right) \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{2}\left(i-l_{1}, j-l_{1}\right), \quad l_{1}>0 .  \tag{13}\\
& c_{y}^{(3)}\left(l_{1}, l_{2}\right)=\operatorname{cum}\left[y(n), y\left(n-l_{1}\right), y\left(n-l_{2}\right)\right] \\
& =\sum_{i=1}^{K_{a}} a(i) c_{y}^{(3)}\left(l_{1}-i, l_{2}-i\right) \\
& +\sum_{i=0}^{K_{b}} b(i) g_{2}\left(l_{2}-l_{1}, i-l_{1}\right) \\
& +\sum_{j=1}^{K_{c c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{3}\left(i-l_{1}, l_{2}-l_{1}, j-l_{1}\right) \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(l_{2}-i\right) g_{1}\left(j-l_{1}\right) \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(l_{1}-i\right) g_{1}\left(j-l_{2}\right) \\
& +\bar{y} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{2}\left(l_{2}-l_{1}, j-l_{1}\right) \\
& l_{1}>0, \quad l_{2}>0 . \\
& c_{y}^{(4)}\left(l_{1}, l_{2}, l_{3}\right)=\operatorname{cum}\left[y(n), y\left(n-l_{1}\right), y\left(n-l_{2}\right), y\left(n-l_{3}\right)\right] \\
& =\sum_{i=1}^{K_{a}} a(i) c_{y}^{(4)}\left(l_{1}-i, l_{2}-i, l_{3}-i\right) \\
& +\sum_{i=0}^{K_{b}} b(i) g_{3}\left(l_{2}-l_{1}, l_{3}-l_{1}, i-l_{1}\right) \\
& +\sum_{j=1}^{K_{c u}} \sum_{j=j}^{K_{c y}} c(i, j) g_{4}\left(i-l_{1}, l_{2}-l_{1}, l_{3}-l_{1}, j-l_{1}\right) \\
& +\bar{y} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{3}\left(l_{2}-l_{1}, l_{3}-l_{1}, j-l_{1}\right) \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(l_{1}-i\right) g_{2}\left(l_{3}-l_{2}, j-l_{2}\right) \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(l_{2}-i\right) g_{2}\left(l_{3}-l_{1}, j-l_{1}\right) \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(l_{3}-i\right) g_{2}\left(l_{2}-l_{1}, j-l_{1}\right)
\end{align*}
$$

The above equations are considerably simplified if the lags are properly restricted. To this end the following proposition is useful. The proof is given in Appendix B.

Proposition 1: The following relations hold:

$$
\begin{gather*}
g_{1}\left(m_{1}\right)=0, \quad m_{1}<0  \tag{16}\\
g_{2}\left(m_{1}, m_{2}\right)=0, \quad m_{1} \geq m_{2}, m_{2}<0  \tag{17}\\
g_{3}\left(m_{1}, m_{2}, m_{3}\right)=0, \quad m_{1} \geq m_{3}, m_{2} \geq m_{3} \\
 \tag{18}\\
m_{3}<0 \quad \text { and } \\
g_{4}\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=0, \quad m_{1} \geq m_{4}, m_{2} \geq m_{4}, m_{3}>m_{4}  \tag{19}\\
\\
m_{4}<0
\end{gather*}
$$

Next, we describe in detail each component of Fig. 1.

## A. AR Estimator

The AR parameters $a(i)$ are determined with the aid of the following proposition.

Proposition 2: Let $L_{1}, L_{2}, L_{3}>K_{c u}$. Then

$$
\begin{align*}
c_{y}^{(2)}\left(L_{1}\right) & =\sum_{i=1}^{K_{a}} a(i) c_{y}^{(2)}\left(L_{1}-i\right)  \tag{20}\\
c_{y}^{(3)}\left(L_{1}, L_{2}\right) & =\sum_{i=1}^{K_{a}} a(i) c_{y}^{(3)}\left(L_{1}-i, L_{2}-i\right), \quad \text { and }  \tag{21}\\
c_{y}^{(4)}\left(L_{1}, L_{2}, L_{3}\right) & =\sum_{i=1}^{K_{a}} a(i) c_{y}^{(4)}\left(L_{1}-i, L_{2}-i, L_{3}-i\right) \tag{22}
\end{align*}
$$

The proof is a direct application of Proposition 1 and (13)-(15). Proposition 2 states that the higher order output cumulant sequences behave in a manner that is identical to the covariance function of an autoregressive signal for sufficiently large values of the lag $l$. This property enables the computation of the $a(i)$ parameters via one of the above relations and a linear system Toeplitz solver such as a variant of the Levinson algorithm [13]. The simplest implementation for the AR parameter estimator relies on second-order statistics and (20). Collecting $R$ successive output autocovariance lags in the range $K_{c u}<L_{1} \leq K_{c u}+R$, we obtain an overdetermined system of linear equations in the unknown parameters.

$$
\left(\begin{array}{c}
c_{u}^{(2)}\left(K_{c u}+1\right) \\
c_{y}^{(2)}\left(K_{c u}+2\right) \\
\vdots \\
c_{y}^{(2)}\left(K_{c u}+R\right)
\end{array}\right)=
$$

$\left(\begin{array}{cccc}c_{y}^{(2)}\left(K_{c u}\right) & c_{y}^{(2)}\left(K_{c u}-1\right) & \ldots & c_{y}^{(2)}\left(K_{c u}+1-K_{a}\right) \\ c_{y}^{(2)}\left(K_{c u}+1\right) & c_{y}^{(2)}\left(K_{c u}\right) & \ldots & c_{y}^{(2)}\left(K_{c u}+2-K_{a}\right) \\ \vdots & \vdots & \ddots & \vdots \\ c_{y}^{(2)}\left(K_{c u}+R-1\right) & c_{y}^{(2)}\left(K_{c u}+R-2\right) & \ldots & c_{y}^{(2)}\left(K_{c u}+R-K_{a}\right)\end{array}\right)$
$\left(\begin{array}{c}a(1) \\ a(2) \\ \vdots \\ a\left(K_{a}\right)\end{array}\right)$
from which we can easily solve for $\left\{a(1), a(2), \cdots a\left(K_{a}\right)\right\}$. In general, we obtain more accurate estimation performance by choosing $R>K_{a}$.

## B. Mixed-MA Estimator

The estimation of the rest of the unknown parameters explicitly utilizes the estimated values of the AR coefficients. Two sets of auxiliary variables are first calculated using the auxiliary filters marked D and S in Fig. 1. The first set of variables are defined as

$$
\begin{equation*}
D_{2}\left(l_{1}\right)=-\sum_{i=0}^{K_{a}} a(i) c_{y}^{(2)}\left(l_{1}-i\right) \tag{24}
\end{equation*}
$$

Likewise we define

$$
\begin{align*}
D_{3}\left(l_{1}, l_{2}\right) & =-\sum_{i=0}^{K_{a}} a(i) c_{y}^{(3)}\left(l_{1}-i, l_{2}-i\right)  \tag{25}\\
D_{4}\left(l_{1}, l_{2}, l_{3}\right) & =-\sum_{i=0}^{K_{a}} a(i) c_{y}^{(4)}\left(l_{1}-i, l_{2}-i, l_{3}-i\right) \tag{26}
\end{align*}
$$

where $a(0)=-1$ for all three definitions. In a similar manner, we define three new sets of auxiliary variables as linear combinations of $D_{2}, D_{3}$ and $D_{4}$ as follows:

$$
\begin{gather*}
S_{2}(m)=-\sum_{l=m}^{K_{c u}} a(l-m) D_{2}(l) \\
m=  \tag{27}\\
K_{c u}, K_{c u}-1, \ldots \\
S_{3}\left(m, K_{c u}\right)=-\sum_{l=m}^{K_{c u}} a(l-m) D_{3}\left(l, K_{c u}\right)  \tag{28}\\
m= \\
K_{c u}, K_{c u}-1, \ldots  \tag{29}\\
S_{4}\left(m, K_{c u}, L\right)=-\sum_{l=m}^{K_{c u}} a(l-m) D_{4}\left(l, K_{c u}, L\right) \\
\\
\quad L>K_{c u}, \quad m=K_{c u}, K_{c u}-1 \ldots
\end{gather*}
$$

We are now ready to estimate the remaining parameters. The mixed-MA estimator contains an initialization module and a main module. These modules are described separately next.

1) Initialization Module: The initialization module estimates $\gamma_{2} c\left(\cdot, K_{c u}\right), \gamma_{3} / \gamma_{2}, \gamma_{2} b\left(K_{c u}\right), \gamma_{4} / \gamma_{2}$, and $\gamma_{5} / \gamma_{2}$.
a) Computation of $\gamma_{2} c\left(\cdot, K_{c u}\right)$ : The following system of linear equations is derived in Appendix C:

$$
\left(\begin{array}{c}
D_{3}\left(K_{c u}, K_{c u}+1\right) \\
D_{3}\left(K_{c u}, K_{c u}+2\right) \\
\vdots \\
D_{3}\left(K_{c u}, K_{c u}+R\right)
\end{array}\right)=
$$

$$
\begin{align*}
& \left(\begin{array}{cccc}
c_{y}^{(2)}(1) & c_{y}^{(2)}(0) & \ldots & c_{y}^{(2)}\left(K_{c u}+1-K_{c y}\right) \\
c_{y}^{(2)}(2) & c_{y}^{(2)}(1) & \ldots & c_{y}^{(2)}\left(K_{c u}+2-K_{c y}\right) \\
\vdots & \vdots & \ddots & \vdots \\
c_{y}^{(2)}(R) & c_{y}^{(2)}(R-1) & \ldots & c_{y}^{(2)}\left(K_{c u}+R-K_{c y}\right)
\end{array}\right) \\
& \left(\begin{array}{c}
\gamma_{2} c\left(K_{c u}, K_{c u}\right) \\
\gamma_{2} c\left(K_{c u}+1, K_{c u}\right) \\
\vdots \\
\gamma_{2} c\left(K_{c y}, K_{c u}\right)
\end{array}\right) \tag{30}
\end{align*}
$$

Given measurements of the cumulant values in the above range, we can create an overdetermined set of linear equations in the unknown parameters $\gamma_{2} c\left(K_{c u}, K_{c u}\right), \cdots, \gamma_{2} c\left(K_{c y}, K_{c u}\right)$ by choosing $R \geq K_{c y}-K_{c u}+1$ equations. Recall that $c(i, j)=0$ if $i<j$, and thus, only the parameters explicitly involved in (30) are nonzero and need to be estimated. Solving for $\gamma_{2} c\left(\cdot, K_{c i u}\right)$ is straightforward.
b) Estimation of $\gamma_{3} / \gamma_{2}$ : The following relationship is established in Appendix C:

$$
\begin{align*}
\frac{\gamma_{3}}{\gamma_{2}} & =\left[D_{4}\left(K_{c u}, K_{c u}, L\right)-2 \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)\right. \\
& \left.\times c_{y}^{(3)}\left(K_{c u}-i, L-i\right)\right] / D_{3}\left(K_{c u}, L\right) \tag{31}
\end{align*}
$$

where $L$ is such that $D_{3}\left(K_{c u}, L\right) \neq 0$. The right-hand side of (31) involves quantities available from previous steps.
c) Calculation of $\gamma_{2} b\left(K_{c u}\right), \gamma_{4} / \gamma_{2}$ and $\gamma_{\overline{5}} / \gamma_{2}$ : The rest of the calculations in the initialization module are performed in a similar way. The following equations are derived in Appendix $C$ and can be used directly to estimate the three remaining quantities.
$\gamma_{2} b\left(K_{c u}\right)=D_{2}\left(K_{c u}\right)-\bar{y} \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)-\gamma_{3} c\left(K_{c u}, K_{\mathrm{cu}}\right)$ $\frac{y_{1}}{\gamma_{2}}=$
$\frac{\nu_{3}\left(K_{c u}, K_{c u}\right)-\gamma_{3} b\left(K_{c u}\right)-\bar{y} \gamma_{3} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)-2 \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}-i\right)}{\gamma_{2} c\left(K_{c u}, K_{c u}\right)}$
and

$$
\begin{align*}
\frac{\gamma_{5}}{\gamma_{2}}= & \frac{1}{\gamma_{2} c\left(K_{c u}, K_{c u}\right)}\left(D_{4}\left(K_{c u}, K_{c u}, K_{c u}\right)\right. \\
& -\gamma_{4} b\left(K_{c u}\right)-\bar{y} \gamma_{4} \sum_{i=K_{c u}}^{K_{c u}} c\left(i, K_{c u}\right) \\
& -3 \gamma_{2} \sum_{i=K_{c u}}^{K_{c u}} c\left(i, K_{c u}\right) c_{y}^{(3)}\left(K_{c u}-i, K_{c u}-i\right) \\
& \left.-3 \gamma_{3} \sum_{i=K_{c u}}^{K_{c u}} c\left(i, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}-i\right)\right) . \tag{34}
\end{align*}
$$

2) Main Module: The main module involves $\left[\left(K_{c u}\right) /(2)\right]$ recurrent steps, where $[()$.$] denotes the largest integer smaller$ than or equal to (.). During the $m$ th step, we estimate the $m$ th and $\left(K_{c u}-m\right)$ th columns of $\mathbf{C}, b(m)$ and $b\left(K_{c u}-m\right)$. The input variance $\gamma_{2}$ is also estimated in the main module. At the
end of $\left[K_{c u} / 2\right]$ recursions, all the unknown parameters are estimated.
For each $m=1,2, \ldots,\left[\left(K_{c u}\right) /(2)\right]$, the computations in this module are organized into three stages. In what follows, we outline the steps involved in each of the stages. All the derivations are given in Appendix C.

Stage 1: The first stage utilizes a linear system of equations to determine the following set of parameters during the $m$ th step:

1) the $m$ th column of $\mathbf{C}$ of length $K_{c y}-m+1$, denoted by $\mathbf{c}_{m}=\left(c(m, m), \ldots, c\left(K_{c y}, m\right)\right)^{T}$;
2) the first $m$ entries of the $\left(K_{c u}-m\right)$ th column of $\mathbf{C}$ scaled by the input variance. We denote these parameters as

$$
\begin{gather*}
\gamma_{2} \mathbf{c}_{K_{c u}-m}^{1}=\left(\gamma_{2} c\left(K_{c u}-m, K_{c u}-m\right), \ldots\right. \\
\left.\gamma_{2} c\left(K_{c u}-1, K_{c u}-m\right)\right)^{T} . \tag{35}
\end{gather*}
$$

3) a linear combination of the remaining terms of the $K_{c u}-$ $m$ column $\mathbf{c}_{K_{c u}-m}^{2}$ with the last column of $C, \mathbf{c}_{K_{c u}}$ of length $K_{c y}-K_{c u}+1$ and given by

$$
\begin{align*}
\mathbf{d}_{m}= & \gamma_{2} \mathbf{c}_{K_{c u}-m}^{2}+b(m) \gamma_{2} \mathbf{c}_{K_{c u}} \\
= & \left(\gamma_{2} c\left(K_{c u}, K_{c u}-m\right)+b(m) \gamma_{2} c\left(K_{c u}, K_{c u}\right), \ldots\right. \\
& \left.\gamma_{2} c\left(K_{c y}, K_{c u}-m\right)+b(m) \gamma_{2} c\left(K_{c y}, K_{c u}\right)\right)^{T} \tag{36}
\end{align*}
$$

4) The scalar quantity

$$
\begin{equation*}
r_{m}=b(m) \frac{\gamma_{3}}{\gamma_{2}}+\gamma_{2} c(m, m) \tag{37}
\end{equation*}
$$

The computation of the parameters in items $1-4$ is performed by solving an overdetermined system of linear equations of the form

$$
\left(\begin{array}{llll}
\mathbf{F} & \mathbf{G} & \mathbf{P} & \mathbf{Q}
\end{array}\right)\left(\begin{array}{c}
\mathbf{c}_{m}  \tag{38}\\
\gamma_{2} \mathbf{c}_{K_{c u}-m}^{1} \\
\mathbf{d}_{m} \\
r_{m}
\end{array}\right)=\mathbf{E}
$$

where the vector of the unknown parameters contains $2 K_{c y}-$ $K_{c u}+3$ elements, and the right-hand-side vector $\mathbf{E}$ has length $R \geq 2 K_{c y}-K_{c u}+3$. The $s$-th element of this vector is

$$
\begin{aligned}
e_{s}= & S_{4}\left(K_{c u}-m, K_{c u}, K_{c u}+s\right) \\
& +\sum_{i=K_{c u}-m}^{K_{c u}} a\left(i-K_{c u}+m\right) \gamma_{2} \\
& \times \sum_{n=K_{c u}}^{K_{c y}} c\left(n, K_{c u}\right) c_{y}^{(3)}\left(i-n, K_{c u}+s-n\right) \\
& -\gamma_{2} \sum_{j=K_{c u}-m+1}^{K_{c u}-1}\left[b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right] \\
& \times \sum_{n=j-K_{c u}+m}^{K_{c y}} c\left(n, j-K_{c u}+m\right) \\
& \times c_{y}^{(3)}(m-n, s+m-n)-\gamma_{2} \sum_{j=K_{c u}-m+1}^{K_{c u}-1}
\end{aligned}
$$

$$
\begin{align*}
& \times \sum_{i=j}^{K_{c u}} c(i, j) \sum_{n=j-K_{c u}+m}^{K_{c y}} c\left(n, j-K_{c u}+m\right) \\
& \times\left[c_{y}^{(4)}\left(i-K_{c u}+m-n, m-n, s+m-n\right)+c_{y}^{(2)}\left(K_{c u}-i\right)\right. \\
& \times c_{y}^{(2)}(s+m-n)+c_{y}^{(2)}\left(K_{c u}+s-i\right) c_{y}^{(2)}(m-n) \\
& \left.+\bar{y} c_{y}^{(3)}\left(K_{c u}-i, K_{c u}+s-i\right)\right] \\
& -\gamma_{2} \sum_{j=K_{c u}-m+1}^{K_{c u-}-1} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(3)}\left(K_{c u}-i, K_{c u}+s-i\right) \\
& \times\left[b\left(j-K_{c u}+m\right)+c\left(j-K_{c u}+m, j-K_{c u}+m\right) \frac{\gamma_{3}}{\gamma_{2}}\right] \\
& -\gamma_{3} \sum_{j=K_{c u}-m+1}^{K_{c u}-1} c(j, j) \sum_{n=j-K_{c u}+m}^{K_{c y}} \\
& \times c\left(n, j-K_{c u}+m\right) c_{y}^{(3)}(m-n, s+m-n) . \tag{39}
\end{align*}
$$

The matrix $\mathbf{F}$ has dimensions $R \times K_{c y}-m+1$. The ( $s_{1}, s_{2}$ ) element of $\mathbf{F}$, with $1 \leq s_{1} \leq R$ and $1 \leq s_{2} \leq K_{c y}-m+1$, is given by the expression

$$
\begin{align*}
f_{s_{1}, s_{2}}= & D_{2}\left(K_{c u}\right) c_{y}^{(3)}\left(1-s_{2}, s_{1}-s_{2}+1\right) \\
& +\left(D_{3}\left(K_{c u}, K_{c u}\right)-\gamma_{2} \sum_{n=K_{c u}}^{K_{c y}} c\left(n, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}-n\right)\right) \\
& \times c_{y}^{(2)}\left(s_{1}-s_{2}+1\right) \\
& +\gamma_{2} \sum_{n=K_{c u}}^{K_{c y}} c\left(n, K_{c u}\right) \\
& \times c_{y}^{(4)}\left(n-K_{c u}+1-s_{2}, 1-s_{2}, s_{1}-s_{2}+1\right) \\
& +\gamma_{3} \sum_{n=K_{c u}}^{K_{c u}} c\left(n, K_{c u}\right) c_{y}^{(3)}\left(n-K_{c u}+1-s_{2}, s_{1}-s_{2}+1\right) \\
& +\gamma_{4} \sum_{n=K_{c u}}^{K_{c y}} c\left(n, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}+s_{1}-n\right) \delta\left(s_{2}-1\right) \\
& +\gamma_{2} \sum_{n=K_{c u}}^{K_{c u}} c\left(n, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}+s_{1}-n\right) c_{y}^{(2)}\left(1-s_{2}\right) \\
& +\bar{y} \gamma_{3} \sum_{n=K_{c u}}^{K_{c y}} c\left(n, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}+s_{1}-n\right) \\
& +\gamma_{3} \sum_{n=K_{c u}}^{K_{c y}} c\left(n, K_{c u}\right) \\
& \times c_{y}^{(3)}\left(K_{c u}-n, K_{c u}+s_{1}-n\right) \delta\left(s_{2}-1\right) \\
& +\bar{y} \gamma_{2} \sum_{n=K_{c u}}^{K_{c y}} c\left(n, K_{c u}\right) c_{y}^{(3)}\left(K_{c u}-n, K_{c u}+s_{1}-n\right) \tag{40}
\end{align*}
$$

The matrix $\mathbf{G}$ has size $R \times m$, and its $\left(s_{1}, s_{2}\right)$ th entry is

$$
\begin{equation*}
g_{s_{1}, s_{2}}=c_{y}^{(3)}\left(m+1-s_{2}, s_{1}-s_{2}+m+1\right) \tag{41}
\end{equation*}
$$

The matrix $\mathbf{P}$ has $R \times K_{c y}-K_{c u}+1$ entries given by

$$
\begin{equation*}
p_{s_{1}, s_{2}}=c_{y}^{(3)}\left(1-s_{2}, s_{1}-s_{2}+1\right) \tag{42}
\end{equation*}
$$

Finally, the vector $\mathbf{Q}$ has $R$ entries given by

$$
\begin{equation*}
q_{s_{1}}=\gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}+s_{1}-i\right) \tag{43}
\end{equation*}
$$

Stage 2: The second stage determines $b(m)$ and $\gamma_{2}$. Recall from (37) that

$$
\begin{equation*}
r(m)=b(m) \frac{\gamma_{3}}{\gamma_{2}}+\gamma_{2} c(m, m) \tag{44}
\end{equation*}
$$

Suppose $m=m^{*}$ is the first integer for which $c\left(m^{*}, m^{*}\right) \neq 0$. Then, for every $m<m^{*}$, (44) gives $b(m)=r(m) \gamma_{2} / \gamma_{3}$. Thus, all $b(m)$ for $m<m^{*}$ are determined. Next, suppose $m=m^{*}$. It is shown in Appendix $C$ that $b(m)$ and $\gamma_{2}$ also satisfy a linear equation of the form

$$
\begin{aligned}
& S_{3}\left(K_{c u}-m, K_{c u}\right)-\gamma_{2} \sum_{j=K_{c u}-m+1}^{K_{c u u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& \times \sum_{n=j-K_{c u}+m}^{K_{c y}} c\left(n, j-K_{c u}+m\right) c_{y}^{(2)}(m-n)-\gamma_{2} \\
& \times\left(b\left(K^{\prime}\right)+\bar{y} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)\right)\left[\frac{\gamma_{4}}{\gamma_{2}} c(m, m)+\frac{\gamma_{3}}{\gamma_{2}} \bar{y} \sum_{n=m}^{K_{c y}} c(n, m)\right] \\
& -\gamma_{2} \sum_{j=K_{c u}-m+1}^{K_{c u}-1} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(K_{c u}-i\right) \\
& \times\left\lceil b\left(j-K_{\mathrm{c} u}+m\right)+\frac{\gamma_{3}}{\gamma_{2}} c\left(j-K_{\mathrm{c} u}+m, j-K_{\mathrm{cu}}+m\right)\right. \\
& \left.+\bar{y} \sum_{n=j-K_{c u}+m}^{K_{c y}} c\left(n, j-K_{c u}+m\right)\right] \\
& -\sum_{i=K_{c u}}^{K_{c y}}\left(\gamma_{2} c\left(i, K_{c u}-m\right)+b(m) \gamma_{2} c\left(i, K_{c u}\right)\right) c_{y}^{(2)}\left(K_{c u}-i\right) \\
& -c(m, m) \gamma_{3} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}-i\right) \\
& -\bar{y} \sum_{i=m}^{K_{c y}} c(i, m) \gamma_{2} \sum_{n=k_{c u}}^{k_{c y}} c\left(n, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}-n\right) \\
& -\gamma_{2} \sum_{i=K_{c u}-m}^{K_{c u}-1} c\left(i, K_{c u}-m\right) c_{y}^{(2)}\left(K_{c u}-i\right) \\
& -\bar{y} \gamma_{4} c\left(K_{c u}, K_{c u}\right) \sum_{n=m}^{K_{c y}} c(n, m) \\
& -\gamma_{2} \sum_{j=K_{c u}-m+1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \sum_{n=j-K_{c u}+m}^{K_{c y}} \\
& \times c\left(n, j-K_{c u}+m\right) c_{y}^{(3)}\left(i-K_{c u}+m-n, m-n\right)
\end{aligned}
$$

$$
\begin{align*}
& -\gamma_{3} \sum_{j=K_{c u}-m+1}^{K_{c u}} c(j, j) \sum_{n=j-K_{c u}+m}^{K_{c y}} c\left(n, j-K_{c u}+m\right) \\
& \times c_{y}^{(2)}(m-n)-\gamma_{5} c\left(K_{c u}, K_{c u}\right) c(m, m) \\
& -\gamma_{3} \sum_{i=K_{c u}}^{K_{c u}} c\left(i, K_{c u}\right) \sum_{n=m}^{K_{c y}} c(n, m) c_{y}^{(2)}\left(i-K_{c u}+m-n\right) \\
& +\sum_{i=K_{c u}-m}^{K} a\left(i-K_{c u}+m\right) \gamma_{2} \sum_{n=K_{c u}}^{K_{c y}} c\left(n, K_{c u}\right) c_{y}^{(2)}(i-n) \\
& =b(m)\left[\gamma_{4} c\left(K_{c u}, K_{c u}\right)+\gamma_{3}\left(b\left(K_{c u}\right)+\bar{y} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)\right)\right] \\
& \quad+\gamma_{2}\left[3 \gamma_{3} c\left(K_{c u}, K_{c u}\right) c(m, m)+c(m, m) \gamma_{2}\right. \\
& \left.\quad \times\left(b\left(K_{c u}\right)+\bar{y} \sum_{i=K_{c u}}^{K_{c u}} c\left(i, K_{c u}\right)\right)\right] . \tag{45}
\end{align*}
$$

We note that all quantities in the above equation except $b(m)$ and $\gamma_{2}$ are either measurable statistics of the output signal or parameters that have been estimated in previous steps. Consequently, we can solve the system of two linear equations (44) and (45) to estimate $b(m)$ and $\gamma_{2}$. The determinant of the matrix associated with the two equations is

$$
\begin{equation*}
c(m, m) c\left(K_{c u}, K_{c u}\right)\left(\gamma_{4}-\frac{3 \gamma_{3}^{2}}{\gamma_{2}}\right) . \tag{46}
\end{equation*}
$$

Since $c(m, m) \neq 0$ for $m=m^{*}$, the assumptions stated in Section II ensure that the determinant does not vanish. Therefore, $b\left(m^{*}\right)$ and $\gamma_{2}$ are uniquely determined. The remaining parameters $b(m)$ for $m>m^{*}$ are readily computed from (44).

Stage 3: This stage completes the estimation of the ( $K_{c u}-$ $m$ )th column of $\mathbf{C}$. It also estimates $b\left(K_{c u}-m\right)$. Recall that we estimated the product of $\gamma_{2}$ and the first $m$ entries of the ( $K_{c n}-$ $m$ ) th column of $\mathbf{C}$ in step 2 of Stage 1 . Since we computed $\gamma_{2}$ in Stage 2 of the recursion, it is now straightforward to estimate the first $m$ elements of the $\left(K_{c u}-m\right)$ th column of C. Similarly, we note that we estimated

$$
\begin{equation*}
\mathbf{d}_{m}=\gamma_{2} \mathbf{c}_{K_{c u}-m}^{2}+b(m) \gamma_{2} \mathbf{c}_{K_{c u}} \tag{47}
\end{equation*}
$$

in step 3 of Stage 1. Since all variables except $\mathbf{c}_{K_{c u}-m}^{2}$ have been estimated at this time, we can solve for the entries of the $\left(K_{c u}-m\right)$ th column that were not computed earlier from the above equation. The only other parameter that is estimated in the $m$ th recursion is $b\left(K_{c u}-m\right)$. This parameter is estimated from the auxiliary sequence $S_{2}$ and the expression

$$
\begin{aligned}
\gamma_{2} b\left(K_{c u}-m\right)= & S_{2}\left(K_{c u}-m\right)-\bar{y} \gamma_{2} \sum_{i=K_{c u}-m}^{K_{c y}} c\left(i, K_{c u}-m\right) \\
& -\gamma_{3} c\left(K_{c u}-m, K_{c u}-m\right)-\sum_{j=K_{c u}-m+1}^{K_{c u}}
\end{aligned}
$$

$$
\begin{align*}
& \times c(j, j)\left[\gamma_{3} b\left(j-K_{c u}+m\right)+\left(\gamma_{4}+\gamma_{2}^{2}\right)\right. \\
& \times c\left(j-K_{c u}+m, j-K_{c u}+m\right)+\bar{y} \gamma_{3} \\
& \left.\times \sum_{n=j-K_{c u}+m}^{K_{c y}} c\left(n, j-K_{c u}+m\right)\right] \\
& -\sum_{j=K_{c u}-m+1}^{K_{c u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& \times\left[\gamma_{2} b\left(j-K_{c u}+m\right)\right. \\
& +\gamma_{3} c\left(j-K_{c u}+m, j-K_{c u}+m\right)+\bar{y} \gamma_{2} \\
& \left.\times \sum_{n=j-K_{c u}+m}^{K_{c y}} c\left(n, j-K_{c u}+m\right)\right] \\
& -\gamma_{2} \sum_{j=K_{c u}-m+1}^{K_{c c u}} \sum_{i=j+1}^{K_{c y}} c(i, j) \\
& \times \sum_{n=j-K_{c u}+m}^{K_{c y}} c\left(n, j-K_{c u}+m\right) \\
& \times c_{y}^{(2)}\left(i-K_{c u}+m-n\right) . \tag{48}
\end{align*}
$$

This completes the set of calculations necessary to perform the blind estimation of the bilinear system parameters.

## V. Simulation Results

In this section, we present the results of a simulation experiment illustrating the performance of the algorithm. The method is applied to a bilinear system of the form

$$
\begin{aligned}
y(n)= & \sum_{i=1}^{2} a(i) y(n-i)+\sum_{i=0}^{1} b(i) u(n-i) \\
& +\sum_{j=1}^{3} \sum_{i=j}^{4} c(i, j) y(n-i) u(n-j)
\end{aligned}
$$

where $K_{a}=2, K_{b}=1, K_{c u}=3$, and $K_{c y}=4$, with $\mathbf{a}=$ $\left[\begin{array}{cc}-0.1 & 0.02\end{array}\right], \mathbf{b}=\left[\begin{array}{ll}1 & -0.4\end{array}\right]$, and

$$
\mathbf{C}=\left(\begin{array}{ccc}
0.1 & 0 & 0 \\
0 & -0.05 & 0 \\
0 & 0 & 0.3 \\
-0.1 & 0.05 & 0.1
\end{array}\right)
$$

The input sequence $u(n)$ is a pseudorandom binary sequence (PRBS) generated by a linear feedback shift register. The characteristic polynomial of the register is a primitive polynomial. To reduce the realization dependency, the parameter estimates were averaged over 100 Monte Carlo runs. For each experiment, a new PRBS input is generated of length $2^{14}-1$. The mean and the variance of the estimated parameters against the true ones are shown in Table I.

TABLE I
True and Estimated Parameters for a PRBS Input Sequence of 16383 Samples ( 100 Monte Carlo Runs)

| Parameters | True Value | Mean | Variance |
| :---: | :---: | :---: | :---: |
| $a(1)$ | -0.1 | -0.0976 | $4.58 \quad 10^{-7}$ |
| $a(2)$ | 0.02 | 0.0225 | $4.41 \quad 10^{-7}$ |
| $b(1)$ | -0.4 | -0.3801 | $6.5710^{-4}$ |
| $c(1,1)$ | 0.1 | 0.0999 | $1.6710^{-4}$ |
| $c(2,1)$ | 0 | -0.0032 | $2.1410^{-5}$ |
| $c(3,1)$ | 0 | -0.0015 | $8.8810^{-7}$ |
| $c(4,1)$ | -0.1 | -0.1063 | $4.2210^{-5}$ |
| $c(2,2)$ | -0.05 | -0.0267 | $6.9210^{-5}$ |
| $c(3,2)$ | 0 | 0.0121 | $4.6110^{-5}$ |
| $c(4,2)$ | 0.05 | 0.0594 | $3.9710^{-5}$ |
| $c(3,3)$ | 0.3 | 0.2741 | $4.0810^{-4}$ |
| $c(4,3)$ | 0.1 | 0.0911 | $4.4710^{-5}$ |
| $\gamma_{2}$ | 3.24 | 3.4946 | $4.7810^{-2}$ |

## VI. Concluding Remarks

This paper dealt with the blind identification of bilinear systems with measurements corrupted by Gaussian noise. The excitation is non-Gaussian white noise. The parameters are determined via a sequence of linear systems involving cumulant slices of orders less than four. Simulations validating the proposed method were supplied. One issue that should be pointed out with regard to this work is the need for good experiment design conditions. This, in our case, translates to inputs with good white characteristics in higher order cumulants. Recent work in this direction utilizing dual BCH sequences, Gold sequences, and sequences generated by modulo 2 addition of maximal length sequences of relatively prime periods is reported in [16].

## Appendix A <br> Basic Properties of Input Output Cumulants

In this appendix, some basic properties of input-output cumulants are derived. They are heavily used in the derivation of the blind estimation algorithm.

Property 1: Let $z_{1}(n-1), z_{2}(n-1), \ldots, z_{k}(n-1)$ be functions of $u(n-i)$ and $y(n-i)$ for $i \geq 1$. Recall that $u(n)$ and $y(n)$ are the input and output signals, respectively, of the bilinear system and that $u(n)$ is a higher order white sequence with zero mean value. Then

$$
\begin{equation*}
\operatorname{cum}\left[u(n), z_{1}(n-1), z_{2}(n-1), \ldots, z_{k}(n-1)\right]=0 \tag{49}
\end{equation*}
$$

Proof: The conclusion follows immediately from the fact that $u(n)$ is white.

Property 2: Let $z_{1}(n-1), z_{2}(n-1), \ldots, z_{k}(n-1)$ be as detined in Property 1. Then

$$
\begin{align*}
& \operatorname{cum}\left[u(n), u(n), \ldots, u(n), z_{1}(n-1)\right. \\
& \left.z_{2}(n-1), \ldots, z_{k}(n-1)\right]=0 . \tag{50}
\end{align*}
$$

Proof: If a random variable $X$ is independent of the random variables $Y_{1}, Y_{2}, \ldots, Y_{k}$, then [34]

$$
\begin{equation*}
\operatorname{cum}\left[X, X, \ldots, X, Y_{1}, Y_{2}, \ldots, Y_{k}\right]=0 \tag{51}
\end{equation*}
$$

Since $u(n)$ is independent of $z_{1}(n-1), \ldots, z_{k}(n-1)$, the result follows.

Property 3: For the same set of definitions of the signals as in Property 1

$$
\begin{equation*}
\operatorname{cum}\left[y(n), u(n), z_{1}(n-1), z_{2}(n-1), \ldots, z_{k}(n-1)\right]=0 \tag{52}
\end{equation*}
$$

Proof: Let

$$
\begin{align*}
& z_{k+1}(n-1)=\sum_{i=1}^{K_{a}} a(i) y(n-i)+\sum_{i=1}^{K_{b}} b(i) u(n-i) \\
& \quad+\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) y(n-i) u(n-j) \tag{53}
\end{align*}
$$

so that the bilinear expression becomes

$$
\begin{equation*}
y(n)=u(n)+z_{k+1}(n-1)+v(n) \tag{54}
\end{equation*}
$$

Substituting (54) for $y(n)$ in the cumulant expression gives

$$
\begin{aligned}
& \operatorname{cum}\left[y(n), u(n), z_{1}(n-1), z_{2}(n-1), \ldots, z_{k}(n-1)\right]= \\
& \quad \operatorname{cum}\left[u(n), u(n), z_{1}(n-1), z_{2}(n-1), \ldots, z_{k}(n-1)\right] \\
& \quad+\operatorname{cum}\left[u(n), z_{1}(n-1), z_{2}(n-1), \ldots, z_{k}(n-1), z_{k+1}(n-1)\right] \\
& \quad+\operatorname{cum}\left[v(n), u(n), z_{1}(n-1), z_{2}(n-1), \ldots, z_{k}(n-1)\right] . \text { (55) }
\end{aligned}
$$

All terms on the right-hand side are zero due to Properties 1 and 2 and independence assumptions of $v(n)$ and $u(n)$. This completes the proof. Multilinearity of cumulants [34] leads to the following straightforward generalization of the above result:

$$
\begin{gather*}
\operatorname{cum}\left[y(n), \ldots, y(n), u(n), \ldots, u(n), z_{1}(n-1)\right. \\
\left.z_{2}(n-1), \ldots, z_{k}(n-1)\right]=0 \tag{56}
\end{gather*}
$$

Property 4: Let $y(n)$ and $u(n)$ be the output and input of the bilinear system in (5). Then

$$
\begin{equation*}
\operatorname{cum}[y(n), \ldots, y(n), u(n), \ldots, u(n)]=\gamma_{N+P} \tag{57}
\end{equation*}
$$

where $y(n)$ appears $N$ times, and $u(n)$ appears $P$ times in the above expression.

Proof: Suppose first that $N=P=1$, and let $y(n)=$ $u(n)+z_{k+1}(n-1)+v(n)$, as in (54). Substituting for $y(n)$ and employing Property 1 , we get

$$
\begin{align*}
\operatorname{cum}[y(n), u(n)] & =\operatorname{cum}[u(n), u(n)]+\operatorname{cum}\left[z_{k+1}(n-1), u(n)\right] \\
& +\operatorname{cum}[v(n), u(n)]=\gamma_{2} . \tag{58}
\end{align*}
$$

Multilinearity of cumulants proves the generalization given as Property 4. Properties 1-4 in combination with the LeonovShiryaev theorem [28] form the main tools for the computation of the output statistics.

## APPENDIX B

## DERIVATION of OUTPut Cumulant Expressions

We establish (13)-(15) and Proposition 1 in this Appendix. Using (5) and the multilinearity of cumulants, we obtain

$$
\begin{align*}
c_{y}^{(2)}\left(l_{1}\right)= & \operatorname{cum}\left[y(n), y\left(n-l_{1}\right)\right] \\
= & \sum_{i=1}^{K_{a}} a(i) \operatorname{cum}\left[y(n-i), y\left(n-l_{1}\right)\right] \\
& +\sum_{i=0}^{K_{b}} b(i) \operatorname{cum}\left[u(n-i), y\left(n-l_{1}\right)\right] \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \operatorname{cum}\left[y(n-i) u(n-j), y\left(n-l_{1}\right)\right] \\
& +\operatorname{cum}\left[v(n), y\left(n-l_{1}\right)\right] . \tag{59}
\end{align*}
$$

The last term on the right-hand-side of (59) is zero since $v(n)$ and $y\left(n-l_{1}\right)$ are independent variables. Application of the Leonov-Shiryaev theorem [28] and the zero mean assumption of the input signal to the third term on the right-hand side of (59) give

$$
\begin{align*}
& \operatorname{cum}\left[y(n-i) u(n-j), y\left(n-l_{1}\right)\right]=\operatorname{cum}\left[y\left(n-l_{1}\right)\right. \\
& y(n-i), u(n-j)]+\bar{y} \operatorname{cum}\left[y\left(n-l_{1}\right), u(n-j)\right] . \tag{60}
\end{align*}
$$

Substituting the above result into (59) and making use of the cross-cumulant definitions in Section IV result in (13). A similar approach is used to derive (14). Thus

$$
\begin{align*}
c_{y}^{(3)}\left(l_{1}, l_{2}\right)= & \operatorname{cum}\left[y(n), y\left(n-l_{1}\right), y\left(n-l_{2}\right)\right] \\
= & \sum_{i=1}^{K_{a}} a(i) \operatorname{cum}\left[y(n-i), y\left(n-l_{1}\right), y\left(n-l_{2}\right)\right] \\
& +\sum_{i=0}^{K_{b}} b(i) \operatorname{cum}\left[u(n-i), y\left(n-l_{1}\right), y\left(n-l_{2}\right)\right] \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \operatorname{cum}[y(n-i) \\
& \left.\times u(n-j), y\left(n-l_{1}\right), y\left(n-l_{2}\right)\right] \\
& +\operatorname{cum}\left[v(n), y\left(n-l_{1}\right), y\left(n-l_{2}\right)\right] . \tag{61}
\end{align*}
$$

Applying the Leonov-Shiryaev theorem to the third term on the right-hand side gives

$$
\begin{align*}
\operatorname{cum} & {\left[y(n-i) u(n-j), y\left(n-l_{1}\right), y\left(n-l_{2}\right)\right] } \\
= & \operatorname{cum}\left[y\left(n-l_{1}\right), y(n-i), y\left(n-l_{2}\right), u(n-j)\right] \\
\quad & +\operatorname{cum}\left[y(n-i), y\left(n-l_{2}\right)\right] \operatorname{cum}\left[y\left(n-l_{1}\right), u(n-j)\right] \\
& \quad+\operatorname{cum}\left[y(n-i), y\left(n-l_{1}\right)\right] \operatorname{cum}\left[y\left(n-l_{2}\right), u(n-j)\right] \\
& +\bar{y} \operatorname{cum}\left[y\left(n-l_{1}\right), y\left(n-l_{2}\right), u(n-j)\right] . \tag{62}
\end{align*}
$$

Substituting the above result and the cross-cumulant definitions in (61), along with the use of the independence property of cumulants, we obtain (14). Equation (15) is derived in a similar manner.

Next, we turn to Proposition 1. First, we present a lemma describing the recursive structure of the cross-cumulant sequences. The proof of the proposition is a direct consequence of the lemma.
Lemma 1: The following recursions hold.

$$
\begin{align*}
& g_{1}\left(m_{1}\right)=\left\{\begin{array}{l}
\sum_{i=1}^{K_{G}} a(i) g_{1}\left(m_{1}-i\right) \\
\times+\gamma_{2} \sum_{i=0}^{K_{b}} b(i) \delta\left(m_{1}-i\right) \\
\times+\gamma_{3} \sum_{j=1}^{K_{c u}} c(j, j) \delta\left(m_{1}-j\right) \\
+\bar{y} \gamma_{2} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \delta\left(m_{1}-j\right) ; \\
m_{1}>0 \\
\gamma_{2} ; \quad m_{1}=0 \\
0 ; \quad m_{1}<0
\end{array}\right.  \tag{63}\\
& g_{2}\left(m_{1}, m_{2}\right)=\left\{\begin{array}{c}
\sum_{i=1}^{K_{a}} a(i) g_{2}\left(m_{1}-i, m_{2}-i\right) \\
\quad \times+\gamma_{3} \sum_{i=0}^{K_{b}} b(i) \delta\left(m_{1}-i\right) \delta\left(m_{2}-i\right) \\
+\gamma_{4} \sum_{j=1}^{K_{c u}} c(j, j) \delta\left(m_{1}-j\right) \delta\left(m_{2}-j\right) \\
+\gamma_{2} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(m_{1}-i\right) \delta\left(m_{2}-j\right) \\
+\gamma_{2}^{2} c\left(m_{2}, m_{2}\right) \delta\left(m_{1}-m_{2}\right) \\
+\bar{y} \gamma_{3} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \delta\left(m_{1}-j\right) \delta\left(m_{2}-j\right)
\end{array}\right. \\
& m_{1} \geq m_{2} \geq 0 \\
& 0 ; \quad m_{1}>0, m_{2}=0 \\
& \gamma_{3} ; \quad m_{1}=m_{2}=0 \\
& \left(0 ; \quad m_{1} \geq m_{2}<0\right.
\end{align*}
$$

Proof: We start by proving (63). Property 1 ensures that $g_{1}\left(m_{1}\right)=0$ for $m_{1}<0$. The initialization stage $g_{1}(0)=$ $\gamma_{2}$ follows directly from Property 4. Substituting the bilinear equation (5) into the definition of $g_{1}$ gives

$$
\begin{align*}
g_{1}\left(m_{1}\right) & =\operatorname{cum}\left[y(n), u\left(n-m_{1}\right)\right] \\
& =\sum_{i=1}^{K_{a}} a(i) \operatorname{cum}\left[y(n-i), u\left(n-m_{1}\right)\right] \tag{64}
\end{align*}
$$

$$
\begin{aligned}
& \text { and }
\end{aligned}
$$

$$
\begin{align*}
& +\sum_{i=0}^{K_{b}} b(i) \operatorname{cum}\left[u(n-i), u\left(n-m_{1}\right)\right] \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \operatorname{cum}\left[y(n-i) u(n-j), u\left(n-m_{1}\right)\right] \\
& +\operatorname{cum}\left[v(n), u\left(n-m_{1}\right)\right] ; \quad m_{1} \geq 0 \tag{67}
\end{align*}
$$

Since $v(n)$ and $u\left(n-m_{1}\right)$ are independent, the last term on the right-hand side of the above expression is zero. Using the Leonov-Shiryaev theorem on the third term of the right-hand side yields

$$
\begin{align*}
& \operatorname{cum}\left[y(n-i) u(n-j), u\left(n-m_{1}\right)\right]=\operatorname{cum}[y(n-i) \\
& \left.\quad u(n-j), u\left(n-m_{1}\right)\right]+\bar{y} \operatorname{cum}\left[u(n-j), u\left(n-m_{1}\right)\right] . \tag{68}
\end{align*}
$$

Among the terms of the form cum $\left[y(n-i), u(n-j), u\left(n-m_{1}\right)\right]$, with $1 \leq j \leq K_{c u}$ and $j \leq i \leq K_{c y}$, only the term cum $[y(n-$ $\left.\left.m_{1}\right), u\left(n-m_{1}\right), u\left(n-m_{1}\right)\right]$ is nonzero due to Property 1 . When $i=j=m_{1}$, Property 4 implies that cum $\left[y\left(n-m_{1}\right), u(n-\right.$ $\left.\left.m_{1}\right), u\left(n-m_{1}\right)\right]=\gamma_{3}$. Applying these results along with the fact that $w(n)$ is white leads to (63).

Next, we prove (64). Properties 1 and 3 ensure that $g_{2}\left(m_{1}, m_{2}\right)=0$ for $m_{1} \geq m_{2}<0$. The initialization $g_{2}(0,0)=\gamma_{3}$ follows directly from Property 4. Substituting the bilinear equation (5) into the definition of $g_{2}$ gives

$$
\begin{align*}
g_{2}\left(m_{1}, m_{2}\right)= & \operatorname{cum}\left[y(n), y\left(n-m_{1}\right), u\left(n-m_{2}\right)\right] \\
= & \sum_{i=1}^{K_{a}} a(i) \operatorname{cum}\left[y(n-i), y\left(n-m_{1}\right), u\left(n-m_{2}\right)\right] \\
& +\sum_{i=0}^{K_{b}} b(i) \operatorname{cum}\left[u(n-i), y\left(n-m_{1}\right), u\left(n-m_{2}\right)\right] \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \operatorname{cum}[y(n-i) u(n-j) \\
& +\operatorname{cum}\left[v(n), y\left(n-m_{1}\right), u\left(n-m_{2}\right)\right] \\
& m_{1} \geq m_{2} \geq 0
\end{align*}
$$

The last term on the right-hand side of the above equation is zero. Let us focus now on the second term in the right-hand side of the same equation. For any $m_{2} \geq 0, m_{1} \geq m_{2}$ and $i<m_{2}$, $\operatorname{cum}\left[u(n-i), y\left(n-m_{1}\right), u\left(n-m_{2}\right)\right]=0$ because of Property 2. If $i>m_{2}$, the above cumulant is again zero due to Property 1. Hence, the second term becomes

$$
\begin{equation*}
\gamma_{3} \sum_{i=0}^{K_{b}} b(i) \delta\left(m_{1}-i\right) \delta\left(m_{2}-i\right) \tag{70}
\end{equation*}
$$

and is nonzero only when $0 \leq m_{2} \leq K_{b}$ and $m_{1}=m_{2}=$ $i$. Using the Leonov-Shiryaev theorem, the third term can be expanded as

$$
\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \operatorname{cum}\left[y(n-i), u(n-j), y\left(n-m_{1}\right), u\left(n-m_{2}\right)\right]
$$

$$
\begin{align*}
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \\
& \times \operatorname{cum}\left[y(n-i), y\left(n-m_{1}\right)\right] \operatorname{cum}\left[u(n-j), u\left(n-m_{2}\right)\right] \\
& +\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \\
& \times \operatorname{cum}\left[y(n-i), u\left(n-m_{2}\right)\right] \operatorname{cum}\left[u(n-j), y\left(n-m_{1}\right)\right] \\
& +\bar{y} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \operatorname{cum}\left[u(n-j), y\left(n-m_{1}\right), u\left(n-m_{2}\right)\right] \tag{71}
\end{align*}
$$

Arguing as before, we find that $\operatorname{cum}[y(n-i), u(n-j), y(n-$ $\left.\left.m_{1}\right), u\left(n-m_{2}\right)\right]=0$ for $j \neq m_{2}$ and any $i$. Moreover, for $j=m_{2}$, the only nonzero term occurs when $i=j=m_{1}=m_{2}$.
Hence, the first term becomes

$$
\begin{equation*}
\gamma_{4} \sum_{j=1}^{K_{c u}} c(j, j) \delta\left(m_{1}-j\right) \delta\left(m_{2}-j\right) \tag{72}
\end{equation*}
$$

In a similar manner, we can show that the second term is

$$
\begin{equation*}
\gamma_{2} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(m_{1}-i\right) \delta\left(m_{2}-j\right) \tag{73}
\end{equation*}
$$

and that the third term is

$$
\begin{equation*}
\sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{1}\left(m_{2}-i\right) g_{1}\left(j-m_{1}\right) \tag{74}
\end{equation*}
$$

Recall that for the calculations of interest here, $i \geq j$, and $m_{1} \geq$ $m_{2}$. Since $g_{1}\left(m_{1}\right)=0$ for $m_{1}<0$, the only nonzero term results when $i=j=m_{1}=m_{2}$. Hence, the previous term becomes

$$
\begin{equation*}
\gamma_{2}^{2} c\left(m_{2}, m_{2}\right) \delta\left(m_{1}-m_{2}\right) \tag{75}
\end{equation*}
$$

Reasoning as before, the last term of (71) becomes

$$
\begin{equation*}
\bar{y} \gamma_{3} \sum_{j=1}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) \delta\left(m_{1}-j\right) \delta\left(m_{2}-j\right) \tag{76}
\end{equation*}
$$

Substituting the above results in (69) and making use of the cross-cumulant definitions, we obtain (64). Similar arguments are employed to establish (65) and (66).

## Appendix C Mixed-MA Estimator

## Initialization Module

We begin the derivations by considering the relationship for $c_{y}^{(3)}\left(l_{1}, l_{2}\right)$ for $l_{1}=K_{c u}$ and $l_{2}=L>K_{c u}$. Using the simplifications possible through Lemma 1, we get

$$
\begin{align*}
c_{y}^{(3)}\left(K_{c u}, L\right)= & \sum_{i=1}^{K_{a}} a(i) c_{y}^{(3)}\left(K_{c u}-i, L-i\right) \\
& +\gamma_{2} \sum_{i=K_{c u}}^{K_{c u}} c\left(i, K_{c u}\right) c_{y}^{(2)}(L-i) \tag{77}
\end{align*}
$$

We observe from the definition of $D_{3}\left(l_{1}, l_{2}\right)$ in (25) that

$$
\begin{equation*}
D_{3}\left(K_{c u}, L\right)=c_{y}^{(3)}\left(K_{c u}, L\right)-\sum_{i=1}^{K_{a}} a(i) c_{y}^{(3)}\left(K_{c u}-i, L-i\right) \tag{78}
\end{equation*}
$$

Substituting this result in (77) gives

$$
\begin{equation*}
D_{3}\left(K_{c u}, L\right)=\gamma_{2} \sum_{i=K_{c u}}^{K_{c u}} c\left(i, K_{c u}\right) c_{y}^{(2)}(L-i) \tag{79}
\end{equation*}
$$

Successive evaluation of (78) for $R \geq K_{c y}-K_{c u}+1$ values of $L$ leads to (30).
To derive (31), we evaluate (15) for $l_{1}=K_{c u}, l_{2}=K_{c u}$, and $l_{3}=L>K_{c u}$. Applying Lemma 1 to the various terms in (15) for these choices of the parameters, we get

$$
\begin{align*}
c_{y}^{(4)}\left(K_{c u}, K_{c u}, L\right) & =\sum_{i=1}^{K_{a}} a(i) c_{y}^{(4)}\left(K_{c u}-i, K_{c u}-i, L-i\right) \\
& +2 \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(3)}\left(K_{c u}-i, L-i\right) \\
& +\gamma_{3} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}(L-i) \tag{80}
\end{align*}
$$

Substituting the definitions for $D_{4}\left(K_{c u}, K_{c u}, L\right)$ from (26) and the expression for $D_{3}\left(K_{c u}, L\right)$ from (78) in (80) results in

$$
\begin{align*}
D_{4}\left(K_{c u}, K_{c u}, L\right)= & 2 \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(3)}\left(K_{c u}-i, L-i\right) \\
& +\frac{\gamma_{3}}{\gamma_{2}} D_{3}\left(K_{c u}, L\right) \tag{81}
\end{align*}
$$

The expression for $\gamma_{3} / \gamma_{2}$ in (31) follows from this result.
Next, we consider (13) for $l_{1}=K_{c u}$. Again, using Lemma 1, we get

$$
\begin{align*}
& c_{y}^{(2)}\left(K_{c u}\right)=\sum_{i=1}^{K_{a}} a(i) c_{y}^{(2)}\left(K_{c u}-i\right)+\gamma_{2} b\left(K_{c u n}\right) \\
&+\bar{y} \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)+\gamma_{3} c\left(K_{c u}, K_{c u}\right) . \tag{82}
\end{align*}
$$

Substituting for $D_{2}\left(K_{c u}\right)$ from (24) in the above equation and rearranging the terms gives
$\gamma_{2} b\left(K_{c u}\right)=D_{2}\left(K_{c u}\right)-\bar{y} \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)-\gamma_{3} c\left(K_{c u}, K_{c u}\right)$
which is identical to (32).
In a similar manner, (33) follows from (14) for the case when $l_{1}=l_{2}=K_{c u}$. Then

$$
D_{3}\left(K_{c u}, K_{c u}\right)=\gamma_{3} b\left(K_{c u}\right)+\bar{y} \gamma_{3} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)
$$

$$
\begin{align*}
& +\gamma_{4} c\left(K_{c u}, K_{c u}\right) \\
& +2 \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}-i\right) \tag{84}
\end{align*}
$$

Finally, (34) follows from (15) with $l_{1}=l_{2}=l_{3}=K_{c u}$. Then

$$
\begin{align*}
D_{4}\left(K_{c u}, K_{c u}, K_{c u}\right) & =\gamma_{4} b\left(K_{c u}\right) \\
& +\bar{y} \gamma_{4} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)+\gamma_{5} c\left(K_{c u}, K_{c u}\right) \\
& +3 \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(3)}\left(K_{c u}-i, K_{c u}-i\right) \\
& +3 \gamma_{3} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}\left(K_{c u}-i\right) \tag{85}
\end{align*}
$$

This completes the derivation of the initialization module.

## Main Module

We first substitute (24) in (13) and apply Lemma 1 to get

$$
\begin{align*}
& D_{2}(l)=\sum_{j=l}^{K_{c u}} g_{1}(j-l)\left(b(j)+\bar{\eta} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
&+\sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{2}(i-l, j-l), \quad l>0 . \tag{86}
\end{align*}
$$

We then multiply both sides of (86) by $a(l-m)$ and add the result over $l$ in the range $m \leq l \leq K_{c u}$. This operation gives

$$
\begin{align*}
S_{2}(m)= & -\sum_{l=m}^{K_{c u}} a(l-m) D_{2}(l) \\
= & -\sum_{l=m}^{K_{c u}} a(l-m) \sum_{j=l}^{K_{c u}} g_{1}(j-l)\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& -\sum_{l=m}^{K_{c u}} a(l-m) \sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{2}(i-l, j-l) \\
& 0<m \leq K_{c u} . \tag{87}
\end{align*}
$$

If we change the order of summations in the first term of the right-hand side, we have

$$
\begin{align*}
& -\sum_{l=n}^{K_{c u}} a(l-m) \sum_{j=l}^{K_{c u}} g_{1}(j-l)\left(b(j)+\bar{y} \sum_{i=j}^{K_{c u}} c(i, j)\right) \\
= & \sum_{j=m}^{K_{c u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c \mu}} c(i, j)\right)\left(-\sum_{l=m}^{j} a(l-m) g_{1}(j-l)\right) \\
= & \sum_{j=m}^{K_{c u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right)\left(-\sum_{n=0}^{j-m} a(n) g_{1}(j-m-n)\right) . \tag{88}
\end{align*}
$$

Substituting (63) for $g_{1}$ on the right-hand side of the above equation transforms this term to

$$
\begin{align*}
& \sum_{j=m}^{K_{c u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& \times\left[\gamma_{2} b(j-m)+\gamma_{3} c(j-m, j-m)+\bar{y} \gamma_{2} \sum_{\ell j-m}^{K_{c y}} c(l, j-m)\right] . \tag{89}
\end{align*}
$$

Likewise, by changing the order of summations in the second term of the right-hand side of (87), we find that

$$
\begin{align*}
& -\sum_{l m}^{K_{c u}} a(l-m) \sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{2}(i-l, j-l) \\
& =\sum_{j=m}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j)\left(-\sum_{l=m}^{j} a(l-m) g_{2}(i-l, j-l)\right) \\
& =\sum_{j=m}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j)\left(-\sum_{n=0}^{j-m} a(n) g_{2}(i-m-n, j-m-n)\right) . \tag{90}
\end{align*}
$$

Applying (64) to the above equation, its right-hand side becomes

$$
\begin{array}{r}
\sum_{j=m}^{K_{c u}} c(j, j)\left(\gamma_{3} b(j-m)+\left(\gamma_{4}+\gamma_{2}^{2}\right) c(j-m, j-m)+\right. \\
\left.+\bar{y} \gamma_{3} \sum_{l=j-m}^{K_{c y}} c(l, j-m)\right) \\
+\gamma_{2} \sum_{j=m}^{K_{c u}} \sum_{i=j+1}^{K_{c y}} c(i, j) \sum_{l=j-m}^{K_{c y}} c(l, j-m) c_{y}^{(2)}(i-m-l) . \tag{91}
\end{array}
$$

If we substitute (89) and (91) into (87), we get

$$
\begin{align*}
S_{2}(m)= & \sum_{j=m}^{K_{c u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right)\left[\gamma_{2} b(j-m)\right. \\
& \left.+\gamma_{3} c(j-m, j-m)+\bar{y} \gamma_{2} \sum_{k j-m}^{K_{c y}} c(l, j-m)\right] \\
& +\sum_{j=m}^{K_{c u n}} c(j, j)\left[\gamma_{3} b(j-m)\right. \\
& \left.+\left(\gamma_{4}+\gamma_{2}^{2}\right) c(j-m, j-m)+\bar{y} \gamma_{3} \sum_{l=j-m}^{K_{c y y}} c(l, j-m)\right] \\
& +\gamma_{2} \sum_{j=m}^{K_{c u}} \sum_{i=j+1}^{K_{c y y}} c(i, j) \sum_{l=j-m}^{K_{c y y}} c(l, j-m) c_{y}^{(2)}(i-m-l) \\
& 0<m \leq K_{c u} . \tag{92}
\end{align*}
$$

Using a similar approach, we next derive expressions for $S_{3}\left(m, K_{c u}\right)$ and $S_{4}\left(m, K_{c u}, L\right)$. We only outline the derivation of $S_{3}\left(m, K_{c u}\right)$ below. Application of Lemma 1 to (14) for $l_{2}=K_{c u}$ gives

$$
\begin{align*}
c_{y}^{(3)}\left(l, K_{c u}\right)= & \sum_{i=1}^{K_{a}} a(i) c_{y}^{(3)}\left(l-i, K_{c u}-i\right) \\
& +\sum_{i=l}^{K_{b}} b(i) g_{2}\left(K_{c u}-l, i-l\right) \\
& +\sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{3}\left(i-l, K_{c u}-l, j-l\right) \\
& +\sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(K_{c u}-i\right) g_{1}(j-l) \\
& +\sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}(l-i) g_{1}(0) \\
& +\bar{y} \sum_{j=l}^{K_{c u}} \sum_{i=i}^{K_{c y}} c(i, j) g_{2}\left(K_{c u}-l, j-l\right), l>0 . \tag{93}
\end{align*}
$$

Substituting for $D\left(l, K_{c u}\right)$ from (25) into the above equation results in

$$
\begin{align*}
D_{3}\left(l, K_{c u}\right)= & \sum_{j=l}^{K_{c u}} g_{2}\left(K_{c u}-l, j-l\right)\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& +\sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{3}\left(i-l, K_{c u}-l, j-l\right) \\
& +\sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(K_{c u}-i\right) g_{1}(j-l) \\
& +\sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}(l-i) g_{1}(0), \quad l>0 . \tag{94}
\end{align*}
$$

Multiplying both sides of (94) with $a(l-m)$ and adding the results over $l$ in the range $m \leq l \leq K_{c u}$ gives

$$
\begin{aligned}
& S_{3}\left(m, K_{c u}\right)= \\
& -\sum_{l=m}^{K} a(l-m) D_{3}\left(l, K_{c u}\right)= \\
& -\sum_{l=m}^{K_{c u}} a(l-m) \sum_{j=1}^{K_{c u}} g_{2}\left(K_{c u}-l, j-l\right)\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& -\sum_{l=m}^{K_{c u}} a(l-m) \sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) g_{3}\left(i-l, K_{c u}-l, j-l\right) \\
& -\sum_{l=m}^{K_{c u}} a(l-m) \sum_{j=l}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{i j}^{(2)}\left(K_{c u}-i\right) g_{1}(j-l)
\end{aligned}
$$

$$
\begin{align*}
& -\sum_{\boxminus m}^{K_{c u}} a(l-m) \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}(l-i) g_{1}(0) \\
& 0<m \leq K_{c u} . \tag{95}
\end{align*}
$$

As was done before, we change the order of the summations in the first term of the right-hand side for (95), and we obtain

$$
\begin{align*}
& \sum_{j=m}^{K_{c u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& \quad \times\left(-\sum_{n=0}^{j-m} a(n) g_{2}\left(K_{c u}-m-n, j-m-n\right)\right) \tag{96}
\end{align*}
$$

Applying (64) to the above expression results in

$$
\begin{align*}
& \gamma_{2} \sum_{j=m}^{K_{c u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c u}} c(i, j)\right) \sum_{l=j-m}^{K_{c y}} c(l, j-m) c_{y}^{(2)}\left(K_{c u}-m-l\right) \\
& +\left(b\left(K_{c u}\right)+\bar{y} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)\right) \times \\
& {\left[\begin{array}{l}
\gamma_{3} b\left(K_{c u}-m\right)+\left(\gamma_{4}+\gamma_{2}^{2}\right) c\left(K_{c u}-m, K_{c u}-m\right) \\
\left.+\bar{y} \gamma_{3} \sum_{\ell K_{c u}-m}^{K_{c y}} c\left(l, K_{c u}-m\right)\right]
\end{array}\right.}
\end{align*}
$$

In a similar manner, we can show that the second term of the right-hand side of (95) is equal to

$$
\begin{align*}
& \gamma_{2} \sum_{j=m}^{K_{c u}} \sum_{=j}^{K_{c y}} \sum_{l=j-m}^{K_{c y}} c(i, j) c(l, j-m) c_{y}^{(3)}\left(i-m-l, K_{c u}-m-l\right) \\
& +\gamma_{3} \sum_{j=m}^{K_{c u}} \sum_{l=j-m}^{K_{c y}} c(j, j) c(l, j-m) c_{y}^{(2)}\left(K_{c u}-m-l\right) \\
& +\gamma_{3} \sum_{i=K_{c u}}^{K_{c y}} \sum_{=K_{c u}-m}^{K_{c y}} c\left(i, K_{c u}\right) c\left(l, K_{c u}-m\right) c_{y}^{(2)}(i-m-l) \\
& +c\left(K_{c u}, K_{c u}\right) \times \\
& {\left[\begin{array}{l}
\gamma_{4} b\left(K_{c u}-m\right)+\left(\gamma_{5}+3 \gamma_{3} \gamma_{2}\right) c\left(K_{c u}-m, K_{c u}-m\right) \\
\left.+\bar{y} \gamma_{4} \sum_{l=K_{c u}-m}^{K_{c u}} c\left(l, K_{c u}-m\right)\right] .
\end{array} .\right.}
\end{align*}
$$

Similarly, the third term of the right-hand-side of (95) becomes

$$
\begin{align*}
& \sum_{j=m}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(K_{c u}-i\right) \\
& \times\left[\gamma_{2} b(j-m)+\gamma_{3} c(j-m, j-m)+\bar{y} \gamma_{2} \sum_{l-j-m}^{K_{c y}} c(l, j-m)\right] . \tag{99}
\end{align*}
$$

Substitution of (97)-(99) into (95) gives

$$
\begin{align*}
& S_{3}\left(m, K_{c u}\right)= \\
& \gamma_{2} \sum_{j=m}^{K_{c z t}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& \times \sum_{l=j-m}^{K_{c y}} c(l, j-m) c_{y}^{(2)}\left(K_{c u}-m-l\right) \\
& +\left(b\left(K_{c u}\right)+\bar{y} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)\right) \\
& \times\left[\gamma_{3} b\left(K_{c u}-m\right)+\left(\gamma_{4}+\gamma_{2}^{2}\right) c\left(K_{c u}-m, K_{c u}-m\right)\right. \\
& \left.+\bar{y} \gamma_{3} \sum_{\left\llcorner=K_{c u}-m\right.}^{K_{c y}} c\left(l, K_{c u}-m\right)\right]+\sum_{j=m}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(2)}\left(K_{c u}-i\right) \\
& \times\left[\gamma_{2} b(j-m)+\gamma_{3} c(j-m, j-m)+\bar{y} \gamma_{2} \sum_{l=j-m}^{K_{c y}} c(l, j-m)\right] \\
& +\gamma_{2} \sum_{j=m}^{K_{c u}} \sum_{==j}^{K_{c y}} \sum_{l=j-m}^{K_{c y}} c(i, j) c(l, j-m) c_{y}^{(3)}\left(i-m-l, K_{c u}-m-l\right) \\
& +\gamma_{3} \sum_{j=m}^{K_{c u}} \sum_{\ell=j-m}^{K_{c y}} c(j, j) c(l, j-m) c_{y}^{(2)}\left(K_{c u}-m-l\right) \\
& +\gamma_{3} \sum_{i=K_{c u}}^{K_{c y}} \sum_{l=K_{c u}-m}^{K_{c y}} c\left(i, K_{c u}\right) c\left(l, K_{c u}-m\right) c_{y}^{(2)}(i-m-l) \\
& +c\left(K_{c u}, K_{c u}\right) \\
& \times\left[\gamma_{4} b\left(K_{c u}-m\right)+\left(\gamma_{5}+3 \gamma_{3} \gamma_{2}\right) c\left(K_{c u}-m, K_{c u}-m\right)\right. \\
& \left.+\bar{y} \gamma_{4} \sum_{l=K_{c u}-m}^{K_{c y}} c\left(l, K_{c u}-m\right)\right] \\
& -\sum_{l=m}^{K} a(l-m) \gamma_{2} \sum_{i=K}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(2)}(l-i), \quad 0<m \leq K_{c u} . \tag{100}
\end{align*}
$$

A similar analysis leads to the following expression for $S_{4}\left(m, K_{c u}, L\right)$ :

$$
\begin{aligned}
& S_{4}\left(m, K_{c u}, L\right)= \\
& \gamma_{2} \sum_{j=m+1}^{K_{c u}}\left(b(j)+\bar{y} \sum_{i=j}^{K_{c y}} c(i, j)\right) \\
& \times \sum_{l=j-m}^{K_{c y}} c(l, j-m) c_{y}^{(3)}\left(K_{c u}-m-l, L-m-l\right) \\
& +\gamma_{3}\left(b\left(K_{c u}\right)+\bar{y} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& \times \sum_{l=K_{c u}-m}^{K_{c y}} c\left(l, K_{c u}-m\right) c_{y}^{(2)}(L-m-l) \\
& +\gamma_{2} \sum_{j=m+1}^{K_{c u}} \sum_{i=j}^{K_{c y}} \sum_{l=j-m}^{K_{c y}} c(i, j) c(l, j-m) \\
& c_{y}^{(4)}\left(i-m-l, K_{c u}-m-l, L-m-l\right) \\
& +\gamma_{3} \sum_{j=m+1}^{K_{c u}} \sum_{l=j-m}^{K_{c u}} c(j, j) c(l, j-m) c_{y}^{(3)}\left(K_{c u}-m-l, L-m-l\right) \\
& +\gamma_{3} \sum_{i=K_{c u}}^{K_{c y}} \sum_{=K_{c u}-m}^{K_{c y}} c\left(i, K_{c u}\right) c\left(l, K_{c u}-m\right) \\
& c_{y}^{(3)}(i-m-l, L-m-l) \\
& +\gamma_{4} c\left(K_{c u}, K_{c u}\right) \sum_{\ell=K_{c u}-m}^{K_{c y}} c\left(l, K_{c u}-m\right) c_{y}^{(2)}(L-m-l) \\
& +\gamma_{2} \sum_{j=m+1}^{K_{c u}} \sum_{i=j}^{K_{c y}} \sum_{l=j-m}^{K_{c y}} c(i, j) c(l, j-m) \\
& c_{y}^{(2)}\left(K_{c u}-i\right) c_{y}^{(2)}(L-m-l) \\
& +\gamma_{2} \sum_{j=m}^{K_{c u}} \sum_{i=j}^{K_{c y}} \sum_{l=j-m}^{K_{c y}} c(i, j) c(l, j-m) \\
& c_{y}^{(2)}(L-i) c_{y}^{(2)}\left(K_{c u}-m-l\right) \\
& +\sum_{i=K_{c u}}^{K_{c u}} c\left(i, K_{c u}\right) c_{y}^{(2)}(L-i)\left[\gamma_{3} b\left(K_{c u}-m\right)\right. \\
& +\left(\gamma_{4}+\gamma_{2}^{2}\right) c\left(K_{c u}-m, K_{c u}-m\right) \\
& \left.+\bar{y} \gamma_{3} \sum_{l=K_{c u}-m}^{K_{c y}} c\left(l, K_{c u}-m\right)\right] \\
& +\sum_{j=m}^{K_{c u}} \sum_{i=j}^{K_{c y}} c(i, j) c_{y}^{(3)}\left(K_{c u}-i, L-i\right) \\
& \times\left[\gamma_{2} b(j-m)+\gamma_{3} c(j-m, j-m)+\bar{y} \gamma_{2} \sum_{\models j-m}^{K_{c y}} c(l, j-m)\right] \\
& -\sum_{l=m}^{K} a(l-m) \gamma_{2} \sum_{i=K_{c u}}^{K_{c y}} c\left(i, K_{c u}\right) c_{y}^{(3)}(l-i, L-i) \\
& 0<m \leq K_{c u} . \tag{101}
\end{align*}
$$

The substitution $m-K_{c u}-m$ in (101), (100), and (92) leads to (38), (45), and (48).
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