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ABSTRACT 

This paper considers vector quantization of signals us
ing the Loo distortion measure. The key contribution is 
a result that allows one to characterize the centroid of a 
set of vectors for the Loo distortion measure. A method 
similar to the LBG algorithm for designing codebooks 
has been developed and tested. The paper also dis
cusses the design of vector quantizers employing the 
LCXJ distortion measure in an application in which the 
occurances of quantization errors with larger magni
tudes than a pre-selected threshold must be minimized. 

1. INTRODUCTION 

In many applications of image compression using vec
tor quantization, it is necessary to limit the maximum 
distortion introduced in the image during the coding 
process. An example involves image compression using 
perceptual threshold functions [1]. Perceptual thresh
old functions for images define the amount of distor
tion that can be introduced into the images without 
being detected by human observers [2], [3], [4]. An 
image compression system that constrains the qua.n
tization errors to below the perceptual threshold val
ues is perceptually loss less. One way in which we can 
constrain the maximum value of the quantization er
rors in a vector quantizer system is to employ the LCXJ 
distortion measure in which the distance between two 
f{ -dimensional vectors X and Y is defined as 

II X - Y 1100= .max I Xi - Yi I, (1) 
'E[l,K] 

where Xi and Yi denote the ith samples of X and Y, 
respectively. In addition to being useful in perceptual 
coding of images, vector quantization using LCXJ norm 
has the advantage of computational simplicity. Note 
that the selection of the nearest neighbor using the LCXJ 
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distortion measure do not require any multiplications. 
This characteristic of vector quantizer systems employ
ing the LCXJ distortion measure is also shared by vector 
quantizers that use the L1 distortion measure [5]. 

The objective of this paper is to discuss an approach 
for developing codebooks for vector quantizers employ
ing the Loo distortion measure. The key contribution of 
this paper is a result that allows one to characterize the 
centroid of a set of vectors for the Loo distortion mea
sure. A method similar to the Linde-Buzo-Gray (LBG) 
algorithm [6] for designing codebooks for this distortion 
measure is developed using our result. The technique 
is then extended to the situations in which occurrences 
of quantization errors larger than some pre-selected 
threshold should be minimized. The extension of this 
approach to applications involving perceptual thresh
old functions is straightforward, but not considered in 
this paper. Even though several researchers have used 
the Loo distortion measure in image compression prob
lems this author is not aware of any published results 
for d~signing codebooks that minimize such distortion 
measures. 

The rest of the paper is organized as follows: The 
next section presents the result that characterizes the 
centroid of a set of vectors for the LDO distortion mea
sure. The method for calculating the centroid is also 
discussed in this Section. The design of codebooks for 
systems that attempt to limit the occurrences of quan
tization errors larger than some threshold values is de
scribed in Section 3. Section 4 contains experimental 
results. The concluding remarks are made in Section 
5. 

2. CENTROID CALCULATION 

The information necessary for designing the codebooks 
using variations of the LBG algorithm is the means for 
calculating the centroid that minimizes the average Loo 
distortion for a set of vectors. The following theorem 
is key to our development. 



TheoreIll 1: Let Xl, X 2 , "', XN be a set of K
dimensional vectors. Let C be the centroid of the vec
tors that minimizes the average Loo distortion between 
C and the vectors in the above set. Assume that the 
centroid satisfies the property that the Loo distortion 
between C and any vector in the set is uniquely deter
mined by one of the K indices. Then the ith element 
of C satisfies the property that it is the median of the 
ith samples of all the vectors in the set such that 

II XI - C 1100 == I Xl,. - ei I, 

where XI,i and ei are the ith elements of Xl and C, 
respectively. 

ReIllark. This theorem provides us with a property of 
the centroid of a set of vectors when the Loo distortion 
measure is employed. However, it does not provide a 
direct method for evaluating the centroid itself. 

Proof of Theorem 1: Recall that the Loo distortion be
tween two vectors can be defined as the limiting case 
of the Lp distortion when p --T 00, i.e., 

{ 
K }l/P 

II X - Y 1100= pl!..~ t; I Xi - Yi IP (2) 

Our objective is to select C such that 

= 
Ei'::l \I Xl - C 1100 

N. {K }l/P 
EI:=l hmp_oo L.=1 I XI,i - ei IP 

(3) 
is minimized over all choices of C. The approach we 
will pursue is to differentiate 

N { K }l/P 
Jp = ~ ~ I XI,i - ei IP (4) 

with respect to each em, find the limit of the derivatives 
as p ---+ 00, and then set the resulting equations to zero 
to solve for the centroid vector. The differentiation of 
Jp gives 

NK !.::L 
~Jp = - LL ( I (XI,; - e;) IP ) P 

oem 1=1 ;=1 I (Xl,m - em) Iv 

. sign {XI,m - em}, (5) 

where sign(.) denotes the sign of the function within 
the parenthesis. Let us consider the quantity 

K !.::L 
~ ( I (Xl,; - ei) IP ) P • 

~ I ( ) 1 slgn{Xl,m - em} 
;:::1 XI,m - em V 

(6) 

as p --> 00. One can show that as p approaches 00, 

the above term approaches one if I XI,m - em I is larger 
than the magnitudes of all other entries of the difference 
vector XI - C. When I x/,m - em I is smaller than the 
magnitudes of at least one of the other entries of Xl-C, 
(6) approaches 0 as p approaches 00. Since the theorem 
assumes that there is always a single index that results 
in the maximum magnitude of I XI,; - e; \, we only 
need to consider the two cases discussed above. On 
the basis of the above discussion, we can express the 
partial derivative of leo as 

llO 

(7) 

where Am denotes the set of values of 1 such that 
I XI,m - em I is equal to II XI - C 1100' The value of 
em that makes the above expression zero is indeed the 
median of the set {x/,m : 1 E Am}. This completes the 
proof of the theorem. 

Even though the theorem does not provide us with 
a direct method of calculating the centroid of a set of 
vectors, it can be used to iteratively find the centroid. 
It is tempting to devise a procedure in which we initial
ize the centroid calculations using an arbitrary vector, 
and then at each iteration, (i) partition the input vec
tor set into J( non-overlapping sets such that the mth 
set contains all the vectors for which the mth element 
determined the Loo distortion between each vector and 
the current estimate of the centroid, and (ii) replace 
the mth element of the current estimate of the cen
troid with the median of the mth elements of all the 
vectors in the mth subset in the partition. However, 
such a method will not, in general, decrease the aver
age distortion between the estimated centroid vector 
and the input vectors at each iteration. The approach 
presented here is similar in spirit as the technique sug
gested above. However, we make very gradual changes 
by changing the current estimate of the centroid by a 
small amount in the direction of the vector containing 
the medians as described above. The algorithm is as 
follows: 

Initialize the centroid estimate with an arbitrary 
estimate Co. Let Ci be the estimate of the centroid 
after the ith iteration. At the ith iteration, compute 
the Loo distortion between each vector XI in the input 
set and Oi-1. Partition the input vector set into J{ non
overlapping subsets so that all input vectors for which 
the mth element determined the Loo distortion between 
0;-1 and the vectors are clustered into the mth subset. 
Let Ci-1,m denote the mth element of Ci-1 and let w;,m 
represent the median of the mth elements of the vectors 
in the mth cluster. Then Ci-1,m is updated during the 



ith iteration as 

where J-l is a small positive constant. Experiments with 
images represented using eight-bit integer pixels have 
shown that values of J-l in the range 0.01 to 0.05 result 
in very good convergence characteristics. The itera
tions can be terminated using an appropriate stopping 
criterion. 

3. AN EXTENSION 

We now consider a situation in which it is desired to 
minimize the occurrences of quantization errors with 
magnitudes larger than a certain threshold. There are 
several applications in which such a criterion is useful. 
Image coding systems that employ perceptual thresh
old models require that the distortion introduced by 
the quantization process at any location in the image 
is below the predicted value of the perceptual threshold 
function at that location. Another application involves 
residual vector quantizers in which the residual vectors 
are coded only when the distortion in the vector ex
ceeds certain magnitude [7]. By limiting the number 
of coded vectors with distortions above this threshold 
value at any stage, one can reduce the number of vec
tors that must be coded at subsequent stages. 

In this Section, we consider only the case of a con
stant threshold, even though in many applications, a 
space-varying threshold function is desirable. The ex
tension of our results to the case involving space-varying 
threshold is relatively straightforward. 

We will modify the objective function for designing 
the codebook as follows to achieve the desired result. 
Given a training sequence {Xl, X 2 , ••• , XL}, we de
sire to choose M codevectors e1, e2, ... , eM such 
that 

L 

Joo = L doo(X/, Xl) (9) 
1=1 

is minimized, where Xl is the code vector closest to Xl 
and doo(X, Y) represents a measure of the distortion 
between the vectors X and Y defined as 

{ 

0; maXiE[l,K] 1 Xi - Yi 1< 7 

doo(X, Y) = 
maXiE[l,K] 1 Xi - Yi 1 -7; otherwise. 

(10) 
In the above equation, 7 is a pre-selected threshold. 
A similar modification of the Euclidean cost function 
was used in [8]. Ideally, we would like to constrain all 
the distortions to below this threshold. In situations 
where this is not possible, the system would attempt 
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to design the codebook such that the occurrences and 
magnitudes of the distortions larger than 7 are kept at 
the minimum possible level. 

The following theorem characterizes the centroid of 
a set of vectors for the distortion measure in (10). 

Theorem 2: Let Xl, X 2 , ... , XN and e be as in 
Theorem 1 with the exception that the distortion mea
sure is as defined in (10). Then the ith element of e 
satisfies the property that it is the median of the ith 
samples of all the vectors such that II Xl - e 1100> 7 

and II X, - e 1100=1 XI,; - C; I· 
The proof is a straightforward extension of the proof 

of Theorem 1, and is therefore, omitted here. It should 
be clear at this stage that the codebook design algo
rithm of the previous stage can be easily modified to 
suit the situation considered here. 

4. EXPERIMENTAL RESULTS 

A large number of experiments were conducted to as
sess the usefulness of the techniques described in the 
previous sections. The results of one such experiment is 
described here. For this experiment, we compared the 
performances of a predictive vector quantizer (PVQ) 
system [9, 10] that uses the Loo distortion meCl$ure with 
that of another PVQ system that attempts to keep the 
quantization errors below some threshold. The PVQ 
system uses the same predictor structure as described 
in [5]. One key advantage of this predictor structure 
is that it can be implemented without multiplications. 
Consequently, the complete system can be realized us
ing multiplication-free architectures. 

Our system employed vectors of size 16 pixels formed 
from blocks of size 4x4 pixels each. A codebook con
taining 32 vectors were designed using a training se
quence obtained by generating the prediction error se
quences for three different monochrome images of size 
512x512 pixels with 8 bits per pixel resolution. The 
centroid calculations used a step size (J-l) value of 0.05 
in this experiment. We also created a different code
book of the same size for a vector quantizer system that 
attempts to minimize the occurrences of quantization 
errors with magnitudes larger than 25. 

Figure 4 displays the cumulative distribution func
tions of the quantization errors estimated by comput
ing the histogram of the error sequences when a fourth 
image that did not belong to the training set was quan
tized using the two codebooks. The curve marked 'sOO' 
corresponds to the system with no constraints imposed 
on the error sequences and the curve marked 's25' cor
responds to the case for which the system attempted to 
reduce the occurrences of errors larger than 25 in mag
nitude. It can be clearly seen that the latter system 



0.98 

0.96 

~ 0.94 

5 
~0.92 
\I) 
i5 09 
~ . 

~ 0.88 
::::> 
~ a 0.86 

0.84 

0.82 

O.80:----::':10~-L---:2=-0-----:!:30:-------,4=-O-----:!:50:----!80· 
ERROR MAGNITUDE 

Figure 1: Cumulative distribution of error magnitudes 
in the experiment. 

succeeded in reducing the errors larger than 25 in this 
experiment. In fact, the number of pixels coded with 
error magnitudes larger than 25 was approximately 25 
percent fewer for this case than the system that at
tempted to minimize the Loo distortion directly. All 
the experiments that we conducted produced similar 
results. 

5. CONCLUDING REMARKS 

This paper presented a method for designing codebooks 
for vector quantizers that employ the Loo distortion 
measure. The ideas were extended to an application 
in which it was desired to minimize the occurrences 
and magnitudes of the quantization errors larger than 
some pre-selected threshold. A large number of exper
iments have been conducted, and the results indicate 
that the technique that attempts to constrain the dis
tortions was successful in reducing the occurrences of 
error magnitudes larger than the threshold. 

A considerable advantage the methods discussed in 
this paper have is their computational simplicity. The 
vector quantizer system can be implemented without 
using any multiplications. The techniques presented 
in this paper are also useful in image compression sys
tems that utilize models of the perceptual threshold 
function. The author of this paper is at present study
ing these and other applications of vector quantizers 
that employ the Loo distortion measure. 
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