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## ABSTRACT

This paper presents two fast least-squares lattice algorithms for adaptive non-linear filters equipped with system models involving nonlinear feedback. Such models can approximate a large class of non-linear systems adequately, and usually with considerable parsimony in the number of coefficients required. For simplicity of presentation, we consider the bilinear system model in the paper, even though the results are applicable to more general system models. The computational complexity of the algorithms is an order of magnitude smaller than previously available methods. Results of several experiments that demonstrate the properties of the adaptive bilinear filters as well as compare their performances with two other algorithms that are computationally more expensive are also presented in this paper.

## I. INTRODUCTION

While linear filters and system models have been very useful in a large variety of applications and are conceptually and implementationally simple, there are several applications in which they will not perform well at all. This paper is concerned with developing adaptive filtering algorithms for nonlinear systems. System analysis using nonlinear structures has several applications, including those in channel equalization, echo cancellation, noise cancellation, characterizing semiconductor devices, modeling biological phenomenon, and several others.

A very common system model that has been employed with relatively good success in nonlinear filtering applications is the Volterra system model [3]. Several researchers have developed adaptive filters based on truncated Volterra series expansion $[1$, 2,4-6]. The main problem associated with such filters is the extremely large number of coefficients (and the correspondingly large computational complexity) that is usually required to adequately model the nonlinear system under consideration. An alternate approach that is pursued in this paper is to use system models involving nonlinear feedback, in which the input-output relationship is governed by a recursive nonlinear difference equation of the type [7]

$$
\begin{equation*}
y(n)=\sum_{i=1}^{M} P_{i}[x(n), \ldots, x(n-N+1), y(n-1), \ldots, y(n-N+1)] \tag{1}
\end{equation*}
$$

where $\mathrm{P}_{\mathrm{i}}[\ldots]$ is an i -th order polynomial in the variables within the square brackets. Just as linear IIR filters can model many linear systems with more parsimony than FIR filters, there are a large number of nonlinear systems that can be approximated by nonlinear feedback models using a relatively small number of parameters. In such situations, one can expect that the

[^0]corresponding adaptive filters can be implemented with good computational efficiency. Perhaps the simplest among the nonlinear feedback models is the bilinear system model. The input-output relationship for a bilinear system is given by the nonlinear difference equation
\[

$$
\begin{equation*}
y(n)=\sum_{i=0}^{N-1} a_{i} x(n-i)+\sum_{i=0}^{N-1} \sum_{j=1}^{N-1} b_{i j} x(n-i) y(n-j)+\sum_{j=1}^{N-1} c_{j} y(n-j) \tag{2}
\end{equation*}
$$

\]

An attractive feature of the bilinear system models is that they can be used to approximate any Volterra system with arbitrary precision under fairly general conditions [8]. Because of these advantages, bilinear system models have found various applications, including those in control systems, population models, biological systems, economics, etc. An overview of continuous-time bilinear system models and their applications can be found in $[9,10]$. In this paper, we present two adaptive lattice filtering algorithms for bilinear filtering. In spite of the potential benefits of such system models, very little work has been done on adaptive filters employing nonlinear feedback models. Among the very few published works are [11-14]. The results in $[11,14]$ involve direct-form structures and employ the conventional recurvise least-squares adaptation algorithm or its variations which are computationally very complex. Fast versions of such algorithms will almost certainly suffer from numerical problems. Reference [12] discusses an algorithm involving the simpler least-mean-square (LMS) adaptive filter. Such algorithms are known for their slow and input-dependent convergence rates. Lattice structures are attractive because of the existence of fast, and numerically stable adaptive algorithms. The method presented in [13] involves a lattice structure, butis useful only for a very special class of nonlinear models. We believe that ours is the first successful attempt at deriving adaptive lattice filters that is applicable for the general bilinear system model. Furthermore, the methods presented in this paper can be very easily extended to more general nonlinear output feedback structures.

## II. A LATTICE STRUCTURE FOR BILINEAR FILTERING

Consider the problem of adaptively estimating the desired response signal $y(n)$ as the response of a bilinear system to its input signal $x(n)$. We will recursively estimate the bilinear system parameters such that the cost function

$$
\begin{equation*}
\xi_{N}(n)=\sum_{k=1}^{n} \lambda^{n-k}\left[y(k)-\hat{y}_{n}(k)\right]^{2} \tag{3}
\end{equation*}
$$

is minimized at each instant. In this expression $\lambda, 0<\lambda \leq 1$, is a constant that controls the memory of the adaptive filter, and $Y_{n}(k)$ is an estimate of $y(k)$ based on the parameters of the adaptive filter at time $n$.

We will consider two different approaches to solving the problem which differ in the way in which $\eta_{n}(k)$ is evaluated. The first approach is the equation error formulation,
in which the adaptive filter output is estimated as

$$
\begin{equation*}
\hat{y}_{n}(n)=\sum_{i=0}^{N-1} a_{i}(n) x(n-i)+\sum_{i=0}^{N-1} \sum_{j=1}^{N-1} b_{i j}(n) x(n-i) y(n-j)+\sum_{j=1}^{N-1} c_{j}(n) y(n-j) \tag{4}
\end{equation*}
$$

where $a_{i}(n), b_{i j}(n)$, and $c_{1}(n)$ are the coefficients of the adaptive bilinear filter at time $n$. The second approach is an output error formulation, in which the adaptive filter output is estimated as

$$
\begin{equation*}
\hat{y}_{n}(n)=\sum_{i=0}^{N-1} a(n) x(n-i)+\sum_{i=0}^{N-1} \sum_{j=1}^{N-1} b_{i j}(n) x(n-i) y(n-j)+\sum_{j=1}^{N-1} c_{j}(n) y_{n-j}(n-j) \tag{5}
\end{equation*}
$$

This formulation results in a suboptimal least-squares solution in the sense that the adaptive filter coefficients at time n depend on those at the previous times through the estimates $\oint_{n-j}(n-j) ; j=$ $1,2, \ldots, \mathrm{~N}-1$ as can be seen from the above equation.

Our approach for developing a lattice structure for bilinear filtering is to transform the nonlinear filtering problem into an equivalent multichannel, but linear filtering problem. This approach is similar to the development of the adaptive lattice Volterra filter in [6]. The basic idea is to partition the input vector (say $\mathrm{U}_{\mathrm{N}}(\mathrm{n})$ ) into the following set of 2 N smaller vectors. (Here $d(n)$ corresponds to $y(n)$ or $\hat{y}_{n}(n)$, depending on whether the equation error or the output error approach is employed.)

| CH 1 | : $\quad[\mathrm{x}(\mathrm{n}), \mathrm{x}(\mathrm{n}-1), \ldots, \mathrm{x}(\mathrm{n}-\mathrm{N}+1)]$ |
| :---: | :---: |
| CH 2 : | - $[\mathrm{d}(\mathrm{n}-1), \mathrm{d}(\mathrm{n}-2), \ldots, \mathrm{d}(\mathrm{n}-\mathrm{N}+1)]$ |
| CH3 : | : $[\mathrm{x}(\mathrm{n}-1) \mathrm{d}(\mathrm{n}-1), \mathrm{x}(\mathrm{n}-2) \mathrm{d}(\mathrm{n}-2) \ldots, \ldots(\mathrm{n}-\mathrm{N}+1) \mathrm{d}(\mathrm{n}-\mathrm{N}+1)]$ |
| CH4 : | : $[x(n) d(n-1), x(n-2) d(n-2), \ldots, x(n-N+2) d(n-N+1)]$ |
| CH $2 \mathrm{~N}-1$ : | - $[x(n-N+1) d(n-1)]$ |
| CH 2 N | $[x(n) d(n-N+1)]$ |

Now, we can consider each of the above vectors as being formed using successive samples of signals from a different input channel. Channel 1 has N coefficients associated with it while channels 2,3 and 4 have N-1 channels associated for the ( $2 \mathrm{k}-1$ )-th and 2 k -th channels is $\mathrm{N}-\mathrm{k}+1$ for $\mathrm{k} \geq 3$. To simplify the notations, let $x_{i}(n) ; i=0,1, \ldots, N-1$ be defined as

$$
\begin{gather*}
x_{0}(n)=[x(n)] \\
x_{1}(n)=\left[d(n-1) x(n-1) d(n-1, x(n) d(n-1)]^{T}\right. \\
x_{2}(n)=[x(n-2) d(n-1), x(n) d(n-2)]^{T}  \tag{7}\\
\cdots \\
x_{N-1}(n)=[x(n-N+1) d(n-1), x(n) d(n-N+1)]^{T}
\end{gather*}
$$

The above representation is useful since all the channels belonging to each subset have the same number of delays.

The first task involved in developing a lattice structure for bilinear filters is to obtain a Gram-Schmidt orthogonalization of the input data. While there are several approaches for performing the Gram-Schmidt orthogonalization, our method follows the technique in [16] very closely. The development of the lattice structure depends critically on two different partitions of the input vector. The first partition divides the elements of UN(n) into $N$ "backward" input vectors as follows.

$$
\begin{gathered}
x_{0}^{b}(n)=\left[x_{0}(n)\right] \\
x_{1}^{b}(n)=\left[x_{0}(n-1), x_{1}(n)\right]^{T} \\
x_{1}^{b}(n)=\left[x_{0}(n-2), x_{1}(n-1), x_{2}(n)\right]^{T} \\
\cdots \\
x_{N-1}^{b}(n)=\left[x_{0}(n-N+1), x_{1}(n-N+2), \ldots, x_{N-1}(n)\right]^{T} .
\end{gathered}
$$

Let $b_{m}(n)$ be the optimal estimation error vector when $x_{m}^{b}(n)$ is estimated using $x_{0}^{b}(n), x_{1}^{b}(n), \ldots, x_{m-1}^{b}(n)$ (Note that $b_{0}(n)=x_{0}^{b}(n)$ by definition). It is well known that the "backward prediction" residuals $\left(\mathrm{b}_{\mathrm{m}}(\mathrm{n}) ; \mathrm{m}=0,1, \ldots, \mathrm{~N}-1\right)$ form an orthogonal decomposition of $x_{i}^{b}(n) ; i=0,1, \ldots, m-1$. Once this decomposition has been achieved, we can estimate $y(n)$ as a finear combination of the elements of the "backward prediction" error vectors.

Just as in any lattice filter formulation, efficient computation of "backward prediction" residual vectors requires knowledge of the "forward prediction" error vectors. For understanding the notion of 'forward prediction' in our context, we have to introduce the second type of partitioning of the input data. For defining the $m$-th order "forward prediction error, we partition the elements of the first $m+1$ "backward" input vectors in (8) (which is the same as the elements of $U_{m}(n)$ ) as

$$
\begin{gather*}
x_{m: 0}^{f}(n)=\left[x_{0}(n-m)\right] \\
x_{m: 1}^{f}(n)=\left[x_{0}(n-m+1), x_{1}(n-m+1)\right]^{T} \\
x_{m: 2}^{f}(n)=\left[x_{0}(n-m+2), x_{1}(n-m+2), x_{2}(n-m+2)\right]^{T}  \tag{9}\\
\cdots \\
x_{m: m}^{f}(n)=\left[x_{0}(n), x_{1}(n), \ldots x_{m}(n)\right]^{T}
\end{gather*}
$$

The m-th order "forward prediction" error vector $f_{m}(n)$ is defined as the estimation error when $x_{m}^{f}(n)$ is estimated as a linear combination of all the elements of $x_{m: 0}^{f}(n), x_{m=1}^{f}(n), \ldots x_{m=n-1}^{f}(n)$. As usual we will define $f(n)$ to be the same as $\mathrm{x}_{0: 0}^{\mathrm{f}}(\mathrm{n})$

The derivation of the lattice equations is somewhat lengthy and is omitted here. The details can be found in [15]. The algorithm is given in Table I. An operations count will show that the computational complexity is proportional to $O\left(\mathbb{N}^{3}\right)$ multiplications per iteration.

## II. EXPERIMENTAL RESULTS

The inpur signal to the adaptive filter was a colored, zeromean and pseudorandom Gaussian noise. The desired response signal $y(n)$ was obtained as a noisy measurement of a bilinear system with coefficients as given in Table II. The input signal was such that the output of the unknown system had unit mean squared value. The adaptive filter was run with the same number of coefficients as the unknown system. All of the results presented are ensemble averages over fifty independent runs.

The time averages of the ensemble-averaged mean-squared error during the interval from $n=4001$ to $n=5000$ are given in Table III for three different noise levels and two different values of $\lambda$. These tabulations indicate that the output error algorithm performs better than the equation error algorithm in the presence of measurement noise. The difference in performance is evident in a more dramatic form when the mean coefficient trajectories are compared for different noise levels. The mean trajectories of $c_{1}(\mathrm{n})$ are plotted in Fig. 1 for different noise levels and $\lambda=$ 0.995. The ensemble averages were obtained by averaging the coefficients of the direct-form bilinear filter realizations after converting the lattice parameters to direct-form parameters. The
mean behavior of the coefficients in the output error adaptive filter appears to be much less sensitive to measurement noise. The mean behavior of $\mathrm{c}_{1}(\mathrm{n})$ obtained using the extended leastsquares (ELS) algorithm and the recursive prediction-error method (RPEM), which are discussed in [14] are displayed in Fig. 2. Similar to some of the results in [14], the behavior of the coefficient obtained using the ELS algorithm is very erratic. RPEM performs the best among all the $O\left(N^{4}\right)$ complexity algorithms discussed in [14]. It is interesting to note that the output error version of our algorithm performs almost as well as the RPEM even though it has only $\mathrm{O}\left(\mathrm{N}^{3}\right)$ computational complexity. We believe that the computational efficiency and good numerical properties make the introduction of our algorithms a significant development in the area of adaptive bilinear filtering.
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TABLE I.

## THE RECURSIVE LEAST-SQUARES ADAPTIVE

 LATTICE BILINEAR FILTER$$
\begin{align*}
& \text { Time Initialization } \\
& \text { DO (T1)-(T2), for } m=0,1, \ldots, N-1 \\
& \alpha_{m}(0)=1  \tag{T1}\\
& R_{m}^{f}(0)=R_{m}^{b}(0)= \begin{cases}\delta \geq 0 & \text { if } m=0 \\
\delta I_{2 m+2}, & \text { otherwise }\end{cases}  \tag{T2}\\
& \text { DO (T3)-(T7), for } \mathrm{n}=1,2, \ldots \\
& \alpha_{0}(\mathrm{n})=1 \\
& R_{0}^{f}(n)=R_{0}^{b}(n)=\lambda R_{0}^{f}(n-1)+x^{2}(n)  \tag{T4}\\
& \text { Iteration Procedure }  \tag{T7}\\
& \text { DO (T8)-(T21), for } n=1,2, \ldots \\
& \text { DO (T8)-(T19), for } m=1,2, \ldots, \mathrm{~N}-1 \\
& \Delta_{m}(n)=\lambda \Delta_{m}(n-1)+b_{m-1}(n-1) f_{m-1}^{T}(n) / \alpha_{m-1}(n-1)  \tag{T8}\\
& \Delta_{m}^{f(m)}(n)=\lambda \Delta_{m}^{f(m)}(n-1)+b_{m-1}(n-1) f_{m-1}^{(m) T}(n) / \alpha_{m-1}(n-1)  \tag{T}\\
& \Delta_{m}^{b(m)}(n)=\lambda \Delta_{m}^{b(m)}(n-1)+f_{m-1}(n) f_{m-1}^{(m) T}(n) / \alpha_{m-1}(n-1)  \tag{T10}\\
& f_{m}(n)=\left[\begin{array}{c}
f_{m-1}(n)-\Delta_{m}^{T}(n) R_{m-1}^{-b}(n-1) b_{m-1}(n-1) \\
f_{m-1}^{(m)}(n)-\Delta_{m}^{f(m) T}(n) R_{m-1}^{-b}(n-1) b_{m-1}(n-1)
\end{array}\right]  \tag{T11}\\
& b_{m}(n)=\left[\begin{array}{c}
b_{m-1}(n-1)-\Delta_{m}(n) R_{m-1}^{-f}(n) f_{m-1}(n) \\
f_{m-1}^{(m)}(n)-\Delta_{m}^{b(m) T}(n) R_{m-1}^{-f}(n) f_{m-1}(n)
\end{array}\right] \tag{T12}
\end{align*}
$$

DO (T13)-(T14) for $\mathrm{p}=\mathrm{m}+1, \mathrm{~m}+2, \ldots, \mathrm{~N}-1$

$$
\begin{align*}
& \Delta_{m}^{f(p)}(n)=\lambda \Delta_{m}^{f(p)}(n-1)+b_{m-1}(n-1) f_{m-1}^{(p) T}(n) / \alpha_{m-1}(n-1)  \tag{T13}\\
& f_{m}^{(p)}(n)=f_{m-1}^{(p)}(n)-\Delta_{m}^{f(p) T}(n) R_{m-1}^{-b}(n-1) b_{m-1}(n-1)  \tag{T14}\\
& \Delta_{m}^{y}(n)=\lambda \Delta_{m}^{y}(n-1)+b_{m-1}(n) e_{m-1}(n) / \alpha_{m-1}(n) \tag{T15}
\end{align*}
$$

$e_{m}(n)=e_{m-1}(n)-\Delta_{m}^{y T}(n) R_{m-1}^{-b}(n) b_{m-1}(n)$
$\dagger$ For equation error formulation, $d(n)=y(n)$.
For output error formulation, $d(n)=y(n)-e_{N}(n)$.
$\alpha_{m}(n)=\alpha_{m-1}(n)-b_{m-1}^{T}(n) R_{m-1}^{-b}(n) b_{m-1}(n)$

(a)

(b)

Figure 1. Mean rajectories of $\mathrm{c}_{1}(\mathrm{n})$ : (a) equation error algorithm and (b) output error algorithm

TABLE II.
COEFFICIENTS OF THE UNKNOWN BILINEAR SYSTEM USED IN THE EXPERIMENTS

| $a_{0}=1.0$ | $a_{1}=1.0$ | $a_{2}=1.0$ |
| :---: | :---: | :---: |
| $b_{0,1}=0.3$ | $b_{1,1}=-0.2$ | $b_{2,1}=0.1$ |
| $b_{0,2}=0.1$ | $b_{1,2}=-0.2$ | $b_{2} 2=0.3$ |
|  | $c_{1}=0.5$ | $c_{2}=-0.5$ |

TABLE III
TIME-AVERAGED MEAN-SQUARED ERROR OVER THE LAST 1000 DATA SAMPLES

| Equation Error |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{y}$ | Equ |  | Output Error |  |
| $\infty$ | 0.995 | 0.99 | 0.995 | 0.99 |
| 30 dB | $0.136 \mathrm{E}-2$ | $0.127 \mathrm{E}-2$ | $0.942 \mathrm{E}-3$ | $0.887 \mathrm{E}-3$ |
| 20 dB | $0.577 \mathrm{E}-10$ | $0.137 \mathrm{E}-9$ | $0.714 \mathrm{E}-10$ |  |


(a)

(b)

Figure 2. Mean trajectories of $c_{1}(n)$ : (a) ELS algorititm and (b) RPEM algorithm
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