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#### Abstract

Computationally efficient multiuser detection for coded asynchronous CDMA systems is investigated. The particular receiver studied is a near-tar resistant multi-user detector known as the projection receiver (PR) [originally developed in [1, 2]]. The PR performs multiple access interference resolution for CDMA with error control coding. The output of the front-end of the projection receiver yields a metric for decoding of the coded sequences. This metric allows the use of a standard sequence decoder (e.g., Viterbi algorithm, M-algorithm) for the error control code. The metric computation can be performed adaptively by an extension of the familiar recursive least-squares (RLS) algorithm. The adaptive PR operates on a single sample per chip. In this paper it is shown that for random spreading codes this algorithm simplifies and can be executed an order of magnitude faster by exploiting the average cross-correlation of the spreading sequences. The performance of both algorithms are studied for CDMA with random spreading sequences and compared to theoretical performance bounds.


## I. INTRODUCTION

In Code-Division Multiple Accessing (CDMA) systems, multiple users transmit simultaneously and independently over a common channel using preassigned spreading waveforms or signature sequences that uniquely identify the users. In practical applications these signature sequences cannot be made orthogonal, and the conventional correlation receivers suffer from the near-far problem which requires strict power control for satisfactory operation. Furthermore, the multi-user interference degrades pertormance of the conventional detector significantly when the number of active users exceeds about $10 \%$ of the processing gain.

Multi-user receivers whose performance is largely unaffected by power variations of other users are called near-far resistant. Optimal detection of asynchronous CDMA is theorctically possible [4], but it's practical realization is not feasible due to the large complexity of such detectors. The addition of forward crror control (FEC) coding to CDMA complicates the receiver structure, and often FEC systems are simply concatenated with the multiuser detector using heuristic arguments. In this paper we study combined multi-user detection and FEC decoding with a proper transfer of appropriate 'soft' information between receiver stages.

## 2. THE PROIECTION RECEIVER (PR)

Suppored in part hy US Amy Research Office, Gram No. DAAH 04-96-10088.

### 2.1 Review of Results

The PR $[2,3]$ is employed as the first receiver stage for multiuser interference cancellation in a structured manner, followed by decoding of the FEC code. The resultant class of receivers is ideally near-far resistant (a property it shares with the decorrelator) and can be tailored to achieve complexity-performance tradeoffs between the optimal detector at the high end and the standard decorrelator (zero-forcing) detector at the low end. The PR cancels the interference statistically, i.e., without explicitly detecting the transmitted data of the interfering users. The PR utilizes a linear preprocessor which projects the received signal onto the signal subspace orthogonal to the signal space "contaminated" by the interference. The projection operation results in an "effective energy loss" $\mathcal{L}$ (in dB ) with respect to an interference-free reference system, i.e., in the presence of multi-access interference, an amount $\mathcal{L}$ of extra energy needs to be expended to achieve the performance of the interference-free reference system.


Figure 1: Loss factor of the projection receiver (PR).

This energy loss is given by

$$
\begin{equation*}
\mathcal{L} \approx 10 \log _{10}\left(\frac{N}{N-K+1}\right)[\mathrm{dB}] \tag{1}
\end{equation*}
$$

where $N$ is the processing gain and $K$ is the number of simultaneous asynchronous CDMA users. This loss factor is plotted in Figure 1 as a function of $K / N$. It is remarkable that $\mathcal{L} \leq 3 \mathrm{~dB}$ for $K \leq N / 2$, i.e., even with a $50 \%$ system load only 3 dB excess energy is required.

Equation (1) can be proven as a lowe bound for tantom spreading codes [3], and simulations demonstrate its achicvability for both random spreading sequences and fixed spreading sequences (using Gold codes).

### 2.2 Detection Algorithm Derivation

The projection receiver is derived from the formulation of the maximum-likelihood receiver, i.e., from

$$
\begin{equation*}
\underline{d}^{(\mathrm{ML})}=\arg \min _{\underline{d} \in \mathcal{D}}|\underline{e}-\mathcal{A} \mathcal{W} \underline{d}|^{2} \tag{2}
\end{equation*}
$$

where $A$ is the matrix whose columns are the wynchronous, and possibly time-varying, spreading sequences, $\mathcal{W}$ is a diagonal matrix of the sequate root powers of the different users, $e$ is the vector of received chip samples of dimension $L N$, where $L$ is the trame length of the transmission, and $d$ is the $K l$ vector of encoded symbols of the differentusers. The sel $\mathcal{D}$ denotes the sequence (candidates $d \in\{-1,+1\}$ which-confon to the FEC codes. The profection receiver reduces decoder conplexity by partitioning $\underline{d}$ into two sets,

$$
\begin{equation*}
\underset{\sim}{d} \rightarrow\left(d_{i}, d_{0}\right) \tag{3}
\end{equation*}
$$

where $d_{u}$ is estimated over the real (unconstraned) domann, and only $d$ is estimated over the constrained domain, now denoted by D.. This leads to the partitioned minimzation

The receiver in (4) is maximum-likelihood if the powers $\mathcal{W}_{u}$ of the interfering users are unknown. Let $\mathcal{A}_{u}$ be $\mathcal{A}$ with the columns corresponding to the unprojected user(s) removed, and ler $\mathcal{A}_{c}$ be the matrix whose columns are the spreading sequences of the unprojected users. The minimization of $\underline{d}_{u}$ can now be done molosed form and this leads to a sequence metric for $d$, given by

$$
\begin{equation*}
\Lambda(d)=\left|\mathcal{M}\left(e-\mathcal{A}_{c} \mathcal{W} \underline{d}\right)\right|^{2} \tag{5}
\end{equation*}
$$

The matrix

$$
\begin{equation*}
M=\mathcal{I}-\mathcal{A}_{i}\left(\mathcal{A}_{u} \mathcal{A}_{i v}\right)^{-1} \mathcal{A}_{u}^{T} \tag{6}
\end{equation*}
$$

is the projection matrix onto the nullspace of $\mathcal{A}_{u}^{T}$, i.e., onto the signal sub-space not coyered by the interferng users sprading sequences which are contained in $\mathcal{A}_{u}$. From this derives the name projection receiver".

The FEC detector will now choose da hypothesis the sequence $d_{0}$ with the smadlest metric $\Lambda\left(\underline{d}_{c}\right)$, and we show how this metric can be calculated in a recursive way, leading to a sequence detector for the unconstraned user(s), which can be accomplished with a sequence detector like the Viterbi algorithm, or the $M$ algorithon.

## 3, ADAPTIVE METRIC GENERATION

Q We will concentate on the case where all but one of the users are projected, and let that be user $k$. The metric calculation according to (5) requires the calculation of the matrix $\mathcal{M}$ Eor a
time-varying CDMA system, 1. , a system wheredifferent spreading sequences are used in the different symbol intervals, this poses a significant computational burden in the order of $O\left(N K^{3}\right)$ per symbol. In this section we discuss a recursive procedure which avoids the matrix inversions required for the calculation of (6).

From the sequence metric (5) and (6) we can write

$$
\begin{align*}
\Delta\left(d_{c}\right) & =\left|\mathcal{M}\left(e-\mathcal{A}_{c} \mathcal{W}_{c} \underline{d}_{c}\right)\right|^{2} \\
& =\left|\underline{e}-\mathcal{A}_{c} \mathcal{W}_{c} \underline{d}_{c}-\mathcal{A}_{u} \underline{\hat{d}}_{u}\right|^{2} \\
& =\left|\underline{\tilde{e}}-\mathcal{A}_{u} \hat{d}_{u}\right|^{2} \tag{7}
\end{align*}
$$

where $\underline{\tilde{e}}=e-\mathcal{A}_{c} \mathcal{W}_{c} \underline{d}_{c}$. The estimate $\underline{d}_{u}$ for the unconstrained symbols is obtained as the least-squares (LS) selution to

$$
\begin{equation*}
\min _{\underline{\underline{Q}}_{u}}|\tilde{\tilde{e}}|-\left.\mathcal{A}_{u} \underline{d}_{u}\right|^{2}=\min _{\underline{d}_{u}}|\underline{E}-\underline{e}|^{2} \tag{8}
\end{equation*}
$$

The exact LS solution to (8) is given by [3]

$$
\begin{equation*}
\hat{d}_{u}=\left(\mathcal{A}_{u}^{T} \mathcal{A}_{u}\right) \mathcal{A}_{u}^{T}\left(e-\mathcal{A}_{c} \mathcal{N}_{c} d_{c}\right) \tag{9}
\end{equation*}
$$

However, attempting to avoid its algebraic evaluation, we propose to use an adaptiye generation of $\mathcal{A}_{i} \hat{d_{u}}$ to be used in (7). It is based on the recursive least-squares (RIS) algorithm [5,6], and recursively generates

$$
\begin{equation*}
e(i)=\sum_{j=1}^{L} \sum_{\substack{1=1 \\(l \neq k)}}^{K} v_{j}^{(l)}(i-1) a_{j}^{(l)}(i) \tag{10}
\end{equation*}
$$

where $v_{j}^{(t)}(i-1)$ is the current estimate of $d_{j}^{(t)}$, and the index $z$ is the chip index running from $1 \rightarrow L N . \underline{\hat{e}}(i)$ and $\underline{a}_{j}^{(i)}(i)$ denote the $\vec{i}$-th component of the vectors $\hat{e}$ and $a_{j}^{(l)}$, respectively.

The standard LS solution to (8) at chip index $n$ is given by ([5], Page 479 ),

$$
\begin{equation*}
\Phi(n) v(n)=\theta(n) \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
v(n)=\left[v_{1}^{T}(n), \omega_{v} v_{L}^{T}(n)\right]_{l} \tag{12}
\end{equation*}
$$

with
$\left.v_{1}^{T}(n)=[v(1), n), v_{j}^{(k-1)}(n), v^{(k+1)}(n), v_{y}^{(h)}(n)\right] \operatorname{ld}(13)$
is the LS estimate of all projected users at chip time $n$, and $k$ is the unprojected user. Furthermore, denoting the $i$ th row of $\mathcal{A}_{u}$ by $a(i)$,

$$
\begin{equation*}
\Phi(n)=\sum_{i=1}^{n} a(i) a^{T}(i) \tag{14}
\end{equation*}
$$

is the $L(K-1) \times L(K-1)$ correlation matrix of the spreading sequences, and
 is the $L(K-1) \times 1$ cross-correlation vector between the spreading sequences and the received signal hypothesis.

The standard RLS algorithm for (11) is now easily summarized by the following steps [5], page 485:

Step 1: Initalize the $L(K-1) \times L(K-1)$-matrix $\mathcal{P}(0)=$ $\delta^{-1} \mathcal{I}$, where $\delta$ is a small positive constant, and $v(0)=0$.

Step 2: $\boldsymbol{\pi}^{T}(n)=\boldsymbol{a}^{T}(n) \mathcal{P}(n-1)$, where $\boldsymbol{\pi}^{T}(n)$ is a $1 \times$ $L(K-1)$ vector.

Step 3: $\boldsymbol{k}(n)=\frac{\mathcal{P}_{(n-1)} \boldsymbol{a}(n)}{1+\boldsymbol{\pi}(n) \boldsymbol{a}(n)}$, where $\boldsymbol{k}(n)$ is an $L(K-1) \times 1$ vector, called the Kalman gain vector.

Step 4: $\underline{\alpha}(n)=\underline{\tilde{e}}(n)-v^{T}(n-1) a(n)$, where $\underline{\alpha}$ is a vector of size $N L$, and its $n$-th entry is the apriori error at chip time n.

Step 5: $\boldsymbol{v}(n)=\boldsymbol{v}(n-1)+\boldsymbol{k}(n) \underline{\alpha}(n)$.
Step 6: $\underline{\beta}(n)=\underline{e}(n)-\boldsymbol{v}^{T}(n) \boldsymbol{a}(n)$, where $\underline{\beta}(n)$ is the aposteriori error at chip time $n$.

Step 7: $\mathcal{P}(n)=\mathcal{P}(n-1)-\boldsymbol{k}(n) \boldsymbol{\pi}(n)$.
Step 8: $\underline{\varepsilon}(n)=\underline{\epsilon}(n-1)+\underline{\alpha}(n) \underline{\beta}(n)$, which is the updated scalar error at chip time $n$.

Steps $2-8$ are executed recursively from $n=1 \mathrm{to} N L$. Clearly, for large $L$, this turns into a computationally infcasible task. Furthermore, the RLS algorithm has to be executed for cach hypothesis $d_{c}$. Moreover, it can be shown that the above algorithm can be execuled by considering a data window of width only $k \mid 3]$. This then allows us to compute the metric in (8) recursively.

## 4. COMPUTATIONAL SIMPLIFICATION OF THE PR ALGORITHM

One of the greatest difficulties associated with the PR algorithm is its computational complexity. Each adaptive filter in the system requires $O\left(N K^{2}\right)$ arithmetical operations per encoded symbol, where $K$ represents the number of coefficients in the adaptive tilter. However, the structure of the input signals to the adaptive filters make significant computational simplifications possible. To see this, consider the coefficient update equation for the adaptive filters from Step 5 of the algorithm in the previous section,

$$
\begin{equation*}
\boldsymbol{v}(n)=\boldsymbol{v}(n-1)+\boldsymbol{k}(n) \underline{\alpha}(n) \tag{16}
\end{equation*}
$$

where $\boldsymbol{k}(n)$ is the Kalman gain vector defined as

$$
\begin{equation*}
k(n)=R^{-1}(n) a(n) \tag{17}
\end{equation*}
$$

In the above expression, $\boldsymbol{a}(n)$ represents the input vector al time $n$, and $\boldsymbol{R}(n)$ represents the autocorrelation matrix of the inpul vector, i.e., the expectation of (14). The input signal is formed by appropriate samples of the spreading code. We assume that the spreading code is a pseudo-random sequence. In this case, the autocorrelation matrix is given by the identity matrix. Using this result, the adaptive filter is updated as

$$
\begin{equation*}
\boldsymbol{v}(n)=\boldsymbol{v}(n-1)+\mu a(n) \underline{a}(n), \tag{18}
\end{equation*}
$$

where we have added a scaling factor $\mu$ to the update equation. This update equation is extremely simple to implement. Furthermore, it is identical to the coefficient update equation of the LMS
adaptive filter [5]. This result implies that the PR algorithm employing the LMS adaptive filter with a scaling factor $\mu=1$ has essentially the same performance as the algorithm that employs the recursive least-squares adaptive filter when a pseudo-random spreading code is employed. This is an important result since it reduces the complexity of the PR from $O\left(N K^{2}\right)$ to $O(N K)$ per encoded symbol, i.e., it now has the same order of complexity as the standard correlation receiver.

The simplified algorithm is now given by the following steps:
Step 1: Initalize $\boldsymbol{v}(0)=0$.
Step 2: $\underline{\alpha}(n)=\underline{\tilde{e}}(n)-\boldsymbol{v}^{T}(n-1) \boldsymbol{a}(n)$, where $\underline{\alpha}$ is a vector of size $N L$, and its $n$-th entry is the apriori error at chip time $n$.

Step 3: $\boldsymbol{v}(n)=\boldsymbol{v}(n-1)+\mu \boldsymbol{a}(n) \underline{\alpha}(n)$.
Step 4: $\underline{\beta}(n)=\underline{\tilde{e}}(n)-\boldsymbol{v}^{T}(n) \boldsymbol{a}(n)$, where $\underline{\beta}(n)$ is the aposteriori error at chip time $n$.

Step 5: $\underline{\epsilon}(n)=\underline{\epsilon}(n-1)+\underline{\alpha}(n) \underline{\beta}(n)$, which is the updated scalar error at chip time $n$.

Again, the algorithm can operate with a window size of $K-$ 1 , the number of "canceled" interferers.


Figure 2: Simulated performance of the projection receiver for random codes of length $N=15$ with $K=8$ users with delays $\tau^{(1)}=0, \tau^{(2)}=3, \tau^{(3)}=$ $5, \tau^{(4)}=6, \tau^{(5)}=7, \tau^{(6)}=9, \tau^{(7)}=$ $11, \tau^{(8)}=12$. The bound (1) is also shown. The FEC system used is a maximum free distance convolutional code with 4 states.

Simulation results demonstrate that this adaptive receiver performs very close to the theoretical lower bounds as shown in Figure 2. The actual delays of the users have virtually no influence
on perfornance Furthemore, the low-complexity implementation of the receiver suffers litle degradation with respect to the RLS implementation, which in turn achieves the theorelicel lower bounds. The hearetied $\operatorname{loss} \mathcal{C}=27 \mathrm{CJB}$, and the eror control code used in the simulations is a 4 -state maximum Tree distance convolutional code.

In many application (eg., $[7,8]$ a determinsticcode isused as spreading sequence. Simplification of the PR algorithm is still possible, and the key propety is that such codes are periodic. One of the consequences of this periodicity is that the Kalman gan vector is periodic with the same period as the speading sequences. Therefore, we can precompute the Kaman gain sequence and use it to update the coefficients of the adaptive filter, making implemenations relatively casy It is importan to note that computationally efficient realizations of recursive least-squares adaptive filters often have poor numerical error propagation propertics The simplifications described above result in numericilly stable realizations of adaptive filters that require only $O(K N)$ arithmetical operations per encoded symbol, and are hence of the same complexity order as matched filtering. We will present numcrical results for this situation.

## 5. CONCLUSIONS

We lave proposed a low-complexily mplenentation of a multuser receiver, which vilualy acheves the theoreled lower bound for that receiver. The low-complexity implementation is based on an adaptive LMS-lype algorithm for radom spreading codes, und exploits the eode periodicity for fixed codes, with a complexity of $O(K N)$ per encoded symbol, ie., in the sime order of magnitude as matched fillering.
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