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Abstract: Computationally efficient multiuser detection for coded
asynchronous CDMA systems is investigated. The particular re-
ceiver studied is a near-far resistant multi-user detector known as
the projection receiver (PR) [originally developed in [, 2]}. The
PR performs multiple access interference resolution for CDMA
with error control coding. The output of the front-end ol the
projection receiver yields a metric for decoding of the coded se-
quences. This metric allows the use of a standard sequence de-
coder (e.g., Viterbi algorithm, M-algorithm) for the error control
code. The metric computation can be pertormed adaptively by an
extension of the tamiliar recursive least-squares (RLS) algorithm,
The adaptive PR operates on a single sample per chip. In this pa-
per itis shown that for random spreading codes thisalgorithm sim-
plifies and can be executed an order of magnitude faster by ex-
ploiting the average cross-correlation of the spreading sequences.
The pertormance of both algorithms are studied tor CDMA with
random spreading sequences and compared to theoretical perfor-
mance bounds.

1. INTRODUCTION

In Code-Division Multiple Accessing (CDMA) sysiems,
multiple users transmit simultaneously and independently over a
common channel using preassigned spreading waveforms or sig-
nature sequences that uniquely identity the users. In practical ap-
plications these signature sequences cannot be made orthogonal,
and the conventional correlation receivers sulfer from the near-far
problem which requires strict power control for satistactory oper-
ation. Furtherinore, the multi-user interference degrades perfor-
mance of the conventional detector significantly when the number
of active users exceeds about 10% of the processing gain.

Multi-user receivers whose performance is largely unaf-
tected by power variations of other users are called near-far resis-
tant. Optimal detection of asynchronous CDMA is theorctically
possible [4], but it’s practical realization is not teasible due to the
large complexity of such deteciors. The addition of forward crror
control (FEC) coding to CDMA complicates the receiver structure,
and often FEC systems are simply concatenated with the multi-
user detector using heuristic arguments, In (his paper we study
combined multi-user detection and FEC decoding with a proper
transfer of appropriate ‘soft’ information between receiver stages.

2. THE PROJECTION RECEIVER (PR)
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2.1 Review of Results

The PR [2, 3]is employed as the first receiver stage for multi-
user interference cancellation in a structured manner, followed by
decoding of the FEC code. The resultant class of receivers is
ideally near-far resistant (a property it shares with-the decorrela-
tor) and can be tailored to achieve complexity-pertormance trade-
offs between the optimal detector at the high end and the standard
decorrelator (zero-forcing) detector at the low end. The PR can-
cels the interference statistically, i.e., without explicitly detecting
the transmitted data of the interfering users. The PR utilizes a lin-
ear preprocessor which projects the received signal onto the signal
subspace orthogonal to the signal space “contaminated” by the in-
terference. The projection operationresults in an “effective energy
loss” £ (in dB) with respect to an interference-free reference sys-
tem, i.e., in the presence of multi-access interference, an amount £
of extra energy needs to be expended to achieve the performance
of the interference-free reference system.
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Figure 1:

This energy loss is given by

£ =~ 101og;, < o > [dB], (1)

N-K+1

where N is the processing gain and K is the number of simulta-
neous asynchronous CDMA users. This loss factor is plotted in
Figure 1 as a function of K/N. It is remarkable that £ < 3dB
for K < N/2,i.e., even with a 50% system load only 3dB excess
energy is required.



Equation (1) o
spreading codes. [3], and simulations demonstrate its achicvabil-

ity for both random spreading sequences and hxcd \prccldmg xe-

quences (using Gold codes).

2.2 Detection Algorithm Derivation

The projectionreceiver is derived from the kmnulduon ol Lhe o

maximuim-likelihood receiver, i.e., from

(ML) . V)
d = arg minle — AW}, (2)
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«where 4 is:the mateix whose columns-dare thedsynchronous,
sand-possibly tiune-varying;: spreading: sequences, Y- is:a diago-

" nalmatrix - of the. squage root:powers-of theidiffetent users, ¢ is

-+ the vector of received chip samples, of -dimension- L, wheie L
- the frame length:of ‘the. transsiissionfand s i the k. voctor
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sueodes: The projectionreceiver reduces: dewder complexuy hy par-
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The receiver in (4) is maximuin-likeliisod it the powers W, of
the interfering users are unknown. Let /4, be.A with the columns
wne\p(ﬁndmv to the unprojected user(s) removed, and.let A, be
the matrix whoxe columns are the spreading xequence\ of the un-
projected users. The miniizationof d, can-now be doneinclosed

=y

torm and this leads to a sequence metric-for d, given by

Nd) =M (e= AW 5
The matrix o S S :
S -1 :

‘M:I;A%MAQ Al (6

is the projection matrix onto the mullspace of A,’f,’, i.e., onio the
signal sub-space nor covered by i€ interfering users spreading se-

guences which are Lonlfuncd in Aﬂ Fl om (his dcrlvcx thc name
- Uprojectionrredeiver”. i o ThEmag
: The FEC dcteuo; w111 now chooxe d;'\’%?}hypolhesm the se-

quence d, with the smallest metric A(d.), and we show how (his
Inetric can be calculated in a recursive way, leadmg 10 asequence
detector for the unconstrained user(s), which can be accomplished
with a sequence deteum hkc the Vl[CIhl ctlvonthm or:-the M-
“algorithm, 8
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2 -We will congentrate on the case: whel e :LH hul One; 01 Lhc USErs
CAre. pl(o]cucd, and.let lhdl be user k., The metric: walculation: ac-
cording to (5) requires the calculation of the: ,mcLU;,leMi. SHO &

be' proven us - lower bound tor rindorh’

3 The cxact S soluuon to: (8) is gjlven by [3]

where vj(-l') (i '—Hl) is the current estimate of"d<

' '([5] Page 479)

ée\iaiyiﬁgf@ Asystem,le,asystem Whéﬁr};?diffcrent spread-
ing sequences are used in the different symbol intervals, thisposes
a significant computational burden in the order of O(N K?) per-

~gymbol.Tnethis ‘section we discuss a recursive procedure which
“avoids the matrix inversions required for the calculation of (6).
~° From the sequence metric (5) and (6) we can write
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where &€ = ¢ — A Wc_C The estimate d for the unconstrained

e symbols 48 obtamcd as the least-squares: (LS) solutionto: : st
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: ,»However attemptmg o av01d its algebralc evaluauon we prbpose
-+ to-use an adaptive generation of A, d,,
-.on-therecursive least- squares (RLS); algorlthm [5 6], and TECUL-
s1vely generates s : :

Stobeusedin (7). Ttishased

) and the mdex 118

the chip index rupning from 1 — LN g(7) and a( )( ) denote the

i th component of the vectors éand aé ) respecuvel*y
“The’ standard LS soluuon to (8) at ch1p mdex n 1s }DIVCII by

18 the LS ebtlmate ot dll pm]ected users at Chlp t;lme n, and k is
- the unpr()]ected 0SEL. . Furthermore, denoting the 7-th row of Au

R

_isthe L{K —1) x 1 cross-correlation vector between the spreddmg

sequences and the received signal hypothesls
‘The standard RLS algorithm for (11) is now ea\ﬂy SUMmmé-

rized by the following steps:[5],:page 485: -




Step 1: Initalize the L(K — 1) x L(K — 1}-matrix P(0) =
31T, where 4 is a small positive constant, and »(0) = 0.

Step2: w7 (n) = a’(n)P(n — 1), where w7 (n) isa 1 x
L{K - 1) vector.

n)(b(n)

Step 3: k(n) = T’},’;—‘Mﬂﬂ, where k(n) isan L(K — 1) x 1
vector, called the Ka(lman gain vector.

Step 4: «(n) = é(n) — v (n — 1)a(n), where o is a vector
of size N L, and its n-th entry is the apriori error at chip time
0.

Step 5: v(n) = v(n — 1) + k(n) a(n).

Step 6: (1) = é(n) — vT (n)a(n), where §(n) is the apos-
teriori error at chip time 7.

Step7: P(n) = P(n— 1) — k(n)nw(n).

Step 8: ¢(n) = ¢(n — 1) + a(n) g(n), which is the updated
scalar error at chip time n.

Steps 2 — 8 are executed recursively fromn = 10 NL.
Clearly, for large L, this tumns into a computationally infcasible
task. Furthermore, the RLS algorithmn has to be executed for cach
hypothesis d.. Moreover, it can be shown that the above algorithm
can be executed by considering a data window of width only X' [3].
This then allows us to compute the metric in (8) recursively.

4. COMPUTATIONAL SIMPLIFICATION OF THE PR ALGO-
RITHM

One of the greatest difficulties associated with the PR al-
gorithm is its computational complexity. Each adaptive lilter in
the system requires O( N A'?) arithmetical operations per encoded
symbol, where K represents the number of coefficients in the
adaptive filter. However, the structure of the inpul signals to
the adaptive filters make significant computational simplifications
possible. To see this, consider the coefficient update equation for
the adaptive filters from Step 5 of the algorithm in the previous sec-
tion,

v(n) =v(n —1)+ k(n)a(n) (16)

where k(n) is the Kalman gain vector defined as
k(n) = R™'(n)a(n). a7n

In the above expression, a(n) represents the input vector at time n,
and R{n) represents the autocorrelation matrix of the input vector,
i.e., the expectation of (14). The input signal is formed by appro-
priate samples of the spreading code. We assume that the spread-
ing code is a pseudo-random sequence. In this case, the autocorre-
lation matrix is given by the identity matrix. Using this result, the
adaptive filter is updated as

v(n) = v(n— 1)+ pa{n) a(n), (18)

where we have added a scaling factor ¢ to the update cquation.
This update equation is extremely simple to implement. Further-
more, it is identical to the coetficient update equation of the LMS

adaptive filter [5]. This result implies that the PR algorithm em-
ploying the LMS adaptive filter with a scaling factor 4 =1 has
essentially the same performance as the algorithm that employs
the recursive least-squares adaptive filter when a pseudo-random
spreading code is employed. This is an importantresult since it
reduces the complexity of the PR from O(N K?) to O(NK) per
encoded symbol, i.e., it now has the same order of complexity as
the standard cotrelation receiver.

The simplified algorithm is now given by the following steps:

Step 1: Initalize v(0) = 0.

Step 2: a(n) = &(n) — vT (n — 1)a(n), where a is a vector
of size N L, and its n-th entry is the apriori error at chip time
n o o

Step 3: v(n) = v(n — 1)‘+ pa(n) a(n).

Step 4: S(n) = &(n) — v” (n)a(n), where B(n) is the apos-
teriori error at chip time n.

Step 5: ¢(n) = ¢(n — 1) + a(n) B(n), which is the updated
scalar error at chip time n.

Again, the algorithm can operate with a window size of K —
1, the number of “canceled” interferers.
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Figure2: Simulated performance of the projec-
tionreceiver for random codes of length
N = 15 with K = 8 uvsers with
delays 7)) = 0,7(3) = 3+ =
5,78 = 6,78 =7, 76 =9 +(0) =
11,7(® = 12. The bound (1) is also
shown. The FEC system used is a max-
imum free distance convolutional code
with 4 states.

Simulation results demonstrate that this adaptive receiver
performs very close to the theoretical lower bounds as shown in
Figure 2. The actual delays of the users have virtnally no influence
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