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[1] The development of a Bayesian modeling approach for estimation of the age
distribution of groundwater using radioactive isotopes and anthropogenic chemicals is
described. The model considers the uncertainties associated with the measured tracer
concentrations as well as the parameters affecting the concentration of tracers in the
groundwater, and it provides the posterior probability densities of the parameters defining
the groundwater age distribution using a Markov chain Monte Carlo method. The model
also incorporates the effect of dissolution of aquifer minerals on diluting the 14C signature
and the uncertainties associated with this process on the inferred age distribution
parameters. Two demonstration modeling cases have been performed. First, the method
was applied to simulated tracer concentrations at a discharge point of a hypothetical 2-D
vertical aquifer with two recharge zones, leading to a mixed groundwater age distribution
under different presumed uncertainties. When the error variance of the observed tracer
concentrations is considered unknown, the method can estimate the parameters of the fitted
exponential-lognormal distribution with a relatively narrow credible interval when five
hypothetical samples are assumed to be collected at the discharge point. However, when a
single sample is assumed, the credible intervals become wider, and credible estimations of
the parameters are not obtained. Second, the method was applied to the data collected at La
Selva Biological Station in Costa Rica. In this demonstration application, nine different
forms of presumed groundwater age distributions have been considered, including four
single forms and five mixed forms, assuming the groundwater consists of distinct young
and old fractions. For the medium geometrical standard deviation dc,i = 1.41, the model
estimates a young groundwater age of between 0 and 350 years, with the largest odds being
given to a mean age of approximately 100 years, and a fraction of young groundwater of
between 15% to roughly 60%, with the largest odds for 30%. However, the method cannot
definitively rule out larger fractions of young groundwater. The model provides a much
more uncertain estimation of the age of old groundwater, with a credible interval of
between 20,000 to 200,000 years.
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1. Introduction

[2] Estimating groundwater age has received increasing
attention due to its applications in assessing the sustainability
of water withdrawal from aquifers, evaluating the vulnera-
bility of groundwater resources due to contamination of near-
surface recharge waters [Bethke and Johnson, 2008; Glynn
and Plummer, 2005; Plummer, 1999], and estimating the
times needed for groundwater quality management strategies
to affect the groundwater quality [Zoellmann et al., 2001].

Furthermore, knowing the groundwater age in an aquifer can
help in determining some physical characteristics of the
aquifer affecting the flow, such as the hydraulic conductivity
field and its spatial variability. This leads to a better under-
standing of the nature of groundwater flow, and results in a
more realistic calibration of groundwater flow models [e.g.,
Portniaguine and Solomon, 1998; Reilly et al., 1994; Szabo
et al., 1996]. Groundwater age can also be used to evaluate
the history and fate of contaminants [Bohlke and Denver,
1995] and anthropogenic activities [Hinsby et al., 2001].
Various tracers, including radioactively decaying tracers,
such as 3H/3He, 85Kr, 36Cl, 39Ar, 32Si, 14C, tracers with var-
iable atmospheric concentrations as a result of anthropogenic
activities such as CFCs and SF6 and linearly accumulating
ones, such as 4He and 40Ar, have been used for groundwater
dating by various researchers [Bauer et al., 2001; Bethke and
Johnson, 2008; Bruce et al., 2007; Busenberg and Plummer,
1992; Castro et al., 1998; Lehmann et al., 2003; Plummer
and Sprinkle, 2001]. The use of many of these tracers in
groundwater dating entails various challenges, including but
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not limited to (1) the fact that some of these tracers do not
move with the same velocity as the pore water due to their
adsorption to the rock or soil matrix [Cook and Solomon,
1995, 1997], (2) the uncertainties associated with their mea-
sured concentrations due to measurement error as well as the
spatial and temporal variations of the tracer concentrations,
(3) the fact that some of these isotopes might be produced
in the medium or altered due to release of their corresponding
stable isotopes through the dissolution of the rock matrix (e.g.,
14C), hence diluting the isotope signature in the groundwater
[Geyh, 1999], and (4) the uncertainties regarding the persis-
tence or degradation rates of some of the tracers, in particular
synthetic chemicals such as CFCs. A related challenge is the
collection of samples from multiple, but unknown, flow paths
that result in arbitrary mixtures of transit times.
[3] Two general classes of models have been used to eval-

uate groundwater age data [Cook and Bohlke, 2000]: (1)
models that predict variations in ages within the aquifer; since
ages increase with depth in most aquifers, these are referred to
as “groundwater stratigraphy” models, and (2) models that
predict the integrated age of water discharging from the sys-
tem, known as “groundwater discharge” models. The choice
between these two categories depends on the type of data
available and the objectives of the study. Most of the earlier
stratigraphy models have implicitly assumed a uniform age for
all of the pore water at a specific location of the aquifer (i.e.,
the piston flow model), and consequently have obtained rela-
tionships between the groundwater age and the ratio between
the tracer concentration or isotope ratios at that location and
those of the recharging waters [Plummer, 1999]. These
methods provide an age estimate based on a single tracer;
however, in some cases, the estimates have been observed to
be different when multiple isotopes with different decay or
accumulation rates have been used to date the same ground-
water [e.g., Bruce et al., 2007; Lehmann et al., 2003;
Massoudieh and Ginn, 2011; Troldborg et al., 2008]. These
inconsistencies have been attributed to the hydrodynamic
mixing of waters with various ages and therefore to the pres-
ence of a mixture of different ages of a tracer in a sample
[Bethke and Johnson, 2008; Busenberg and Plummer, 1992;
Goode, 1996; Walker and Cook, 1991]. In several studies
where forward modeling using particle-tracking or momentum
approaches has been used to determine the forms of age dis-
tribution, it has been shown that representing groundwater age
as a single value can result in misleading results. It has also
been shown that single value determination of groundwater
age can result in unstable estimates of age in heterogeneous
aquifers, meaning small perturbations in space or time can
lead to significant changes in the age estimates [Troldborg
et al., 2008; Varni and Carrera, 1998; Weissmann et al.,
2002]. Therefore, it is suggested that it is more appropriate
and realistic to consider the groundwater age as a distribu-
tion defined by

r að Þ ¼ dR að Þ
da

ð1Þ

where R(a) is the fraction of water having an age smaller than
a. No practical way to directly determine the groundwater age
distribution experimentally using environmental tracers has
yet been demonstrated [Massoudieh and Ginn, 2011]. There-
fore, in many cases prior assumptions about the form of r(a)

are made and then least square or maximum likelihood meth-
ods are used to determine the parameters defining these dis-
tributions [e.g., Solomon et al., 2010]. The piston flow model
(PFM; i.e., Dirac delta age distribution), the exponential age
distribution model (EM), and their combination (EMPmodel),
suggested byMaloszewski and Zuber [1993] and here referred
to as exponential-Dirac age distribution, have been widely
used.
[4] When using anthropogenic or some radio tracers for

groundwater dating, a source of uncertainty is the fact that
despite the main assumption often used, some tracers do not
move with the same velocity as the groundwater due to
adsorption and desorption to aquifer solid materials. It has
been shown that CFCs, for example, can undergo adsorption
and desorption to a certain degree [Bauer et al., 2001; Choung
and Allen-King, 2010; Cook et al., 1995; Horneman et al.,
2008; Weissmann et al., 2002] and also that 14C in dissolved
inorganic carbon (DIC) can interact with the aquifer minerals
[Garnier, 1985; Plummer et al., 2004; Sebol et al., 2007],
resulting in some levels of retardation.
[5] Another source of uncertainty is the fact that the decay

rate due to biodegradation for some of the synthetic chemi-
cals used for groundwater dating is not known with certainty.
For example, when CFCs are used for groundwater dating, it
is often assumed that their concentrations are not impacted by
biodegradation. It has been shown that, in reality, CFCs can
undergo biodegradation under anaerobic conditions [Lovley
and Woodward, 1992; Oster et al., 1996; Scheutz and
Kjeldsen, 2003; Sonier et al., 1994; Weissmann et al.,
2002]. In natural aquifers, over long periods of time, pat-
ches of anaerobic zones can be present at different scales and
some biodegradation can occur [Weissmann et al., 2002].
Due to the unknown distribution and dynamics of anaerobic
zones, estimation of the effective biodegradation rates over
the path of these environmental tracers involves a great deal
of uncertainty.
[6] The goal of the presented study is to provide a method

that can assess the uncertainties in inference of the ground-
water age distribution as a result of uncertainties in the fate
and transport parameters as well as the uncertainties due to
possible measurement error and lack of representativeness in
observed tracer concentrations. The method uses several
tracers for age estimation and also provides a flexible method
in terms of incorporating any prior knowledge that may be
available about the parameter values controlling the fate and
transport of tracers in the aquifer. The impact of mineral
dissolution, retardation, biodegradation, and the uncertainties
associated with them can be incorporated into the model. The
method is also flexible in terms of the forms of the presumed
groundwater age distributions.

2. Mathematical Model

[7] Adsorption and desorption, as well as the potential
release of some of the environmental tracers as a result of
mineral dissolution, make the age distribution of the water
differ from the age distribution of the tracers. To accommo-
date for this difference, the concept of tracer age distribution
ri(x, t, a) is introduced here, which represents the distribution
of the time a in the past, a particular tracer sampled at loca-
tion x, and the time t has entered the ground through recharge
or other sources. In general, the particles of a tracer in the
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pore water can consist of particles with atmospheric sources
(i.e., the molecules that have entered the system through
percolation of precipitation water) and molecules with min-
eral dissolution sources (i.e., the molecules with their latest
source being mineral dissolution). Therefore, the tracer age
distribution can be expressed as

ri x; t; að Þ ¼ fm;irm;i x; t; að Þ þ 1� fm;i
� �

rd;i x; t; að Þ ð2Þ

where fm,i is the fraction of the tracer transported in the pore
water from the recharge, and rm,i(x, t, a) and rd,i(x, t, a) are
the age distributions of the tracer transported and generated
through dissolution, respectively. It should be noted that for
most of the environmental tracers used for groundwater dat-
ing, except for a few such as 14C, the contribution from
minerals is effectively zero (i.e., fm,i = 1). The relationship
between the concentration or isotope ratio of a first-order
decaying tracer i and the age can be written as [Maloszewski
and Zuber, 1982]

ci x;l; tð Þ ¼
Z∞
0

ci;o t � tð Þe�litri x; t; tð Þdt

¼
Z∞
0

ci;o t � tð Þe�lit
�
fm;irm;i x; t; tð Þ

þ 1� fm;i
� �

rd;i x; t; tð Þ�dt ð3aÞ

where ci (x, li, t) is the measured tracer concentration (or
isotope ratio) of tracer i at location x and time t, and ci,o(t� t)
is the concentration (or isotope ratio) in the recharge water at
time t � t. In equation (3a), li is the decay rate of tracer i.
Also, for linearly accumulating stable nuclides, the following
equation can be used:

ci x;li; tð Þ ¼
Z∞
0

ci;o t � tð Þ þ lit
� �

ri x; t; tð Þdt

¼
Z∞
0

ci;o t � tð Þ þ lit
� ��

fmrm;i x; t; tð Þ

þ 1� fm;i
� �

rd;i x; t; tð Þ�dt: ð3bÞ

[8] Equation (3b) represents the linear accumulation rate
of isotope i in the case of a linearly accumulating isotope
where li is the linear accumulation rate of tracer i. The
relationship between the water age and tracer age for a
reactive tracer with retardation factor of Ri undergoing
equilibrium linear sorption can be written as

rm;i x; t; að Þ ¼ 1

Ri
rm x; t; a=Rið Þ ð4Þ

where rm(X, t, a) is the age distribution of water. The goal
here is to estimate rm(X, t, a) using the observed concentra-
tions of multiple tracers. Incorporating equation (4) into

equations (3a) and (3b), and imposing a change of variable
t′ = t/Ri on the first terms inside the integrals yields

ci x; li; tð Þ ¼ fm

Z∞
0

ci;o t � Rit′ð Þe�lRit′rm x; t; t′ð Þdt′

þ 1� fm;i
� �Z∞

0

ci;o t � t;lið Þe�ltrd;i x; t; tð Þdt ð5aÞ

ci x; li; tð Þ ¼ fm;i

Z∞
0

ci;o t � Rit′ð Þ þ lit′Ri

� �
rm x; t; t′ð Þdt ′

þ 1� fm;i
� �Z∞

0

ci;o t � tð Þ þ lit
� �

rd;i x; t; tð Þdt: ð5bÞ

[9] In most practical cases, when the decay time scale of
the tracer is small compared to the age of the minerals (e.g.,
for the case of 14C), the second term in equation (5a) becomes
negligible.
[10] In addition to the tracers directly used for age deter-

mination, there are some stable isotopes that are indirectly
used to characterize some of the processes affecting the age
estimation. Particularly, the d13C value can be used to infer
the fraction of carbon originating from recharge or mineral
dissolution (i.e., biogenic and mineral sources). This is due
to the differential uptake of 13C by plants [Mazor, 2003].
The 13C content, assuming two contributing sources of bio-
genic and mineral, can therefore be expressed as

ci x;li; tð Þ ¼ fmcb þ 1� fi;m
� �

cm ð6Þ

where cb and cm are the normalized 13C concentrations in
biogenic and mineral sources. Similarly, 36Cl concentration
can often be used more effectively for inferring the fraction
of old groundwater than for direct estimation of age distri-
bution because of addition of subsurface 36Cl.

3. Bayesian Inference

[11] The exact form of the age distribution is not known
and is typically approximated by a presumed distribution
function. Various known or mixed distribution functions can
be assumed for the water age, including but not limited to
exponential, lognormal, binary, inverse-Gaussian, gamma,
and various combinations of them:

rm X ; t; að Þ ¼ rm a;f1;f2;…;fnð Þ ð7Þ

where f1, f2, … fn are the parameters defining the age dis-
tribution. Here, the goal of Bayesian modeling is to infer the
probability density functions of the parameters of such dis-
tribution functions (i.e., f1, f2, …, fn) and also the fraction
of tracers with atmospheric sources, fm, while considering the
uncertainties in the parameters affecting the transport and fate
of tracers (henceforth referred to as fate and transport para-
meters), including retardation factors, Ri, decay rates, li, and
also the observed concentrations. Therefore, the parameters
are considered random variables where some prior informa-
tion about them might be available and is expressed as
probability density functions while the known information
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about them is represented by probability distributions
referred to as prior distributions. The true concentrations (or
isotope ratios) of tracers at the sampling locations will also be
considered random variables. It is worth noting that the
uncertainties in the observed concentrations can stem from
the measurement errors and from the fact that, due to the
temporal and spatial heterogeneity of tracer concentrations,
the sample does not exactly represent the local average or
“true” tracer concentrations in the aquifer.
[12] If we consider vector C to represent the random

vector comprising the true concentrations (or isotope ratios)
of all chemicals that can be directly calculated for a given set
of parameters using the models introduced the previous
section (equations (5a), (5b), and (6)), and vector Ĉ to be the
observed concentrations, and if we assume a known standard
deviation representing the variability of C, then the proba-
bility of observing Ĉ conditioned to a set of given age dis-
tribution parameters and fate and transport parameters is
calculated using the Bayes theorem as

p f1;f2;…; fm;R1;R2;…;l1;l2;…;Gð jĈ Þ ¼ p Ĉ
� ��f1;f2;…; fm;R1;R2;…;l1;l2;…;GÞp f1;f2;…; fm;R1;R2;…;l1;l2;…;Gð Þ

p Ĉ
� � ð8Þ

where G is the variance-covariance matrix of the observation
error (or a transformation of it), p Ĉ

� ��f1;f2;…; fm;R1;R2;…;GÞ
is the likelihood function, p(f1, f2, …, fm, R1, R2, …) is the
prior distribution of the parameters, and p Ĉ

� �
is a normalizing

factor which is equal to the integral of the numerator over the
entire parameter space:

p Ĉ
� � ¼ Z∞

�∞

p Ĉ ;f1;f2;…; fm;R1;R2;…l1;l2;…;G
� �

df1df2 ⋯ dfmdR1dR2 ⋯ dl1dl2 ⋯ dG: ð9Þ

[13] Assuming that the prior information for each of the
parameters is independent, the equation for the posterior prob-
ability density can be written as

p f1;f2;…; fm;R1;R2;…l1;l2;…;GjĈ� � ¼ pðĈ jf1;f2;…; fm;R1;R2;…;l1;l2…;GÞp f1ð Þp f2ð Þ � � � p fmð Þp R1ð Þp R2ð Þ � � � p l1ð Þp l2ð Þ � � � p Gð ÞZ∞
�∞

p Ĉ ;f1;f2;…; fm;R1;R2;…;l1;l2…;G
� �

df1df2 � � � dfmdR1dR2 � � � dl1dl2 � � � dG
:

ð10Þ

[14] For organic synthetic tracers, such as CFCs, adsorp-
tion mostly takes place to the soil organic matter, and
therefore the retardation factor can be written as

Ri ¼ 1þ rb
q

focKoc;i ð11Þ

where rb is the soil bulk density, q is the water content (equal
to the porosity under saturated condition), foc is the soil organic
content, and Koc,i is the organic-water partition coefficient for
tracer i. If the uncertainties associated with rb, q, and Koc are
small enough to be ignored, then the only stochastic element in
retardation factor will be foc, and thus the posterior equation
can be written as

p f1;f2;…; fm; foc;l1;l2;…;Gð jĈÞ ¼ p Ĉ
� ��f1;f2;…; fm; foc;l1;l2…;GÞp f1ð Þp f2ð Þ � � � p fmð Þp focð Þp l1ð Þp l2ð Þ � � � p Gð ÞR∞

�∞
p Ĉ ;f1;f2;…; fm; foc; l1; l2…;G
� �

df1df2 � � � dfmdfocdl1dl2 � � � dG
: ð12Þ

3.1. Likelihood Function

[15] Here p Ĉ
� ��f1;f2;…; fm;R1;R2;…l1;l2;…;GÞ is the

likelihood of observing a set of tracer concentrations/isotope
ratios of Ĉ conditioned to the parameters. By knowing the
form and magnitude of error in the observed tracer con-
centrations based on the employed analytical method and the
possible nonrepresentativeness of samples as a result of
temporal and spatial heterogeneities, this probability can be
calculated for any set of parameters from:

p Ĉ
� ��f1;f2;…; fm;R1;R2;…;GÞ ¼ f Ĉ

� ��CÞ ¼ 8 ɛ ¼ Ĉ � C;G
� �

ð13Þ
where 8 is the distribution of error ɛ, and C is the “true”
tracer concentration obtained from the model presented in
equations (5a), (5b), and (6).
[16] Here we assume that the observation errors for tracer

concentrations are lognormally distributed and multiplica-
tive. Assuming a lognormal distribution for measurement

error and variability due to spatial and temporal hetero-
geneities has been shown to be more realistic for natural
systems compared to the normal distribution, since spatially
heterogeneous and temporally variable environmental quan-
tities representing the properties of natural systems are often
nonnegative and skewed and can vary by orders of magni-
tude [El-Shaarawi, 1989; El-Shaarawi and Lin, 2007; Helsel
and Cohn, 1988; Limpert et al., 2001; Shumway et al., 2002].
Inspecting the distribution of residuals after performing the
MCMC parameter estimation on the real data (section 5) also
shows that the lognormal and multiplicative error structure is
more appropriate than normal and additive error structure.
The use of lognormal error structure also allows us to assume

that the observation error of each tracer is proportional with
the magnitude of concentration. Making this assumption and
also assuming the observation errors of tracers are indepen-
dent reduces the variance-covariance matrix to a scalar
number representing the scale factor of the lognormal distri-
bution representing the observed error (s) [Keats et al.,
2009]. Therefore the likelihood function can be written as

f Ĉ
� ��CÞ ¼ 1ffiffiffiffiffiffiffiffi

2pm
p

P
m

i¼1
P
n

j¼1
ĉi ln sð Þ

e
�
Pn
j¼1

Pm
i¼1

ln ĉ i;jð Þ� ln cið Þ½ �2
2 ln sð Þ2 ð14Þ
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where ĉi; j is the observed concentration of tracer i in the jth
sample collected at the discharge location, n is the number
of samples analyzed at the location and s is the geometric
standard deviation of observation error. The error associated
with the concentration of stable isotopes (e.g., d13C) is
considered to be normally distributed and additive:

f ĉcð jccÞ ¼ 1ffiffiffiffiffiffiffiffiffiffi
2ps2

c

p e
�
Pn
j¼1

ĉ c;j�ccð Þ2
2s2c ð15Þ

where ĉc; j is the observed isotope content of the stable
isotope in sample j (e.g., d13C) collected from the same well
and cc is the true isotope content. and sc is the standard
deviation of the measurement error of the stable isotope that
is considered deterministic.

3.2. Prior Distributions

[17] The prior distributions for decay rates and retar-
dation factor (or soil organic matter in the case of using
equation (12)) were considered to be lognormal. In the dem-
onstration cases presented in this study the tracers are organic
and adsorb to soil organic matter so R is assumed to be a direct
function of foc through equation (12)). If no prior informa-
tion about the contribution from mineral dissolution is
present, the prior distribution of fm will be considered uni-
form, varying between 0 and 1. Also, the prior densities for
cm and cb were considered to be Gaussian. Incorporating
these prior distributions into equation (13) leads to

p f1;f2;…; fm; foc;l1;l2;…; cm; cb; sc;i

� ��ĈÞ

/ e
�
Pn
j¼1

Pm
i¼1

ln ĉ i; jð Þ� ln cið Þ½ �2
2 ln sð Þ2

e
�
Pn
j¼1

ĉ c; j�ccð Þ2
2s2c U fm; 0; 1ð Þ

� 1

foc
e
�

ln mfocð Þ� ln focð Þ½ �2
2 ln sfoc;ið Þ2

8><
>:

9>=
>;

1

∏li
e
�
Pm
i¼1

ln mlið Þ� ln lið Þ½ �2
2 ln sl;ið Þ2

8><
>:

9>=
>;e

mcb�cb½ �2
scb

2 þ mcm�cm½ �2
scm2

n o

ð16Þ

where U( fm, 0, 1) is the uniform distribution between 0 and 1
and mfoc is the prior geometric mean of the aquifer’s organic
content.

3.3. Markov Chain Monte Carlo

[18] In order to find the expected values and the credible
intervals of the posterior joint PDF and to evaluate the cor-
relations between the inferred parameters, equation (16) has
to be integrated over the parameter space. It is clear that
since the number of dimensions of the parameter space is
large, and since calculating the values of true tracer con-
centration C given a set of parameters requires evaluating a
complex integral, integration of equation (16) is prohibitive.
Markov chain Monte Carlo (MCMC) methods are relatively
simple methods for generating parameter samples, based on
a posterior distribution [Gamerman and Hedibert, 2006;
Kaipio and Somersale, 2004]. Algorithms such as Metrop-
olis-Hasting or Gibbs sampling provide a way to generate
samples according to a large-dimensional posterior joint
probability density function (JPDF). Here we use the
Metropolis-Hasting algorithm [Metropolis et al., 1953]. The

algorithm generates a Markov chain in which each new set
of parameters depends on the previous parameter set. The
algorithm uses proposal densities Q1, which are the proba-
bilities of moving to a proposed parameter set vector,X′, and
are conditioned to the current parameter set X (k) =
{f1

(k), f2
(k), …, fm

(k), foc
(k), l1

(k), l2
(k), …, cm

(k), cb
(k), s(k)}. The pro-

posal parameter set X′ is accepted as the next parameter set
based on the following criteria:

X kþ1ð Þ ¼ X ′ if u 0; 1ð Þ < min
P X ′ð Þ
P X kð Þð Þ �

Q X kð Þ;X ′
� �

Q X ′;X kð Þð Þ ; 1
( )

X kð Þ otherwise

8><
>:

9>=
>;

ð17Þ

where u(0, 1) is a uniformly distributed random number
between 0 and 1, and P is the posterior probability density.
The following transition functions are used to produce the
proposed parameter sets:

fi′ ¼ f kð Þ
i eVz ð18aÞ

li′ ¼ l kð Þ
i eVz ð18bÞ

f oc′ ¼ f kð Þ
oc eVz ð18cÞ

f ′m
1� f ′m

¼ f kð Þ
m

1� f kð Þ
m

eVz ð18dÞ

cb′ ¼ c kð Þ
b þ Vz ð18eÞ

cm′ ¼ c kð Þ
m þ Vz ð18fÞ

s′ ¼ s kð Þ þ Vz ð18gÞ

where z is a random number generated from the standard
normal distribution and V is the perturbation factor for the
random walk Metropolis Hasting algorithm. The ratio
between the proposal probabilities is therefore calculated as

Q X kð Þ;X ′
� �

Q X ′;X kð Þð Þ ¼
∏f kð Þ

i

h i
∏l kð Þ

i

h i
f kð Þ
oc f kð Þ

m 1� f kð Þ
m

� 	
∏f′½ �i ∏l′

i½ � f ′oc f ′m 1� f ′mð Þ : ð19Þ

[19] A C++ code is written to perform the MCMC simu-
lation. The number of Markov chains can be determined by
the user. In the example application presented in the next
section, 8 chains were used and 1,000,000 samples resulted
in convergence of the MCMC method. The first 100,000
samples were left out as “burn-in” period.

4. Hypothetical Case Study

[20] The method was applied to a hypothetical aquifer
presented in Figure 1, which shows a vertical cross section
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of an aquifer with a flow field that was assumed to be uni-
form with respect to the axis normal to the page (2-D vertical
representation). The hypothetical case was designed in such
a way that it produces a mixed (i.e., old and new) ground-
water age distribution at the discharge region indicated on
the right side of the figure. There are two recharge zones:
one located at a distance between 4000 and 5000 m and the
other between 0 and 960 m from the discharge zone. The
recharge was assumed to occur at a constant rate of 1 m/yr,
and the hydraulic conductivity of the domain was assumed
to be 120 m/yr. Seven tracers, SF6, CFC-11, CFC-12, CFC-
113, 3H, 14C, and 4He, were considered for this test case.
The concentration boundary conditions for the seven tracers
were calculated based on Henry’s law and atmospheric con-
centrations obtained from the International Atomic Energy
Agency (IAEA) [2011], Plummer and Busenberg [2006],
http://isohis.iaea.org, ftp://cdiac.ornl.gov/pub/ndp057, and
http://cdiac.ornl.gov/trends/co2/cent‐scha.html and are pre-
sented in Figure 2. Two hypothetical cases were studied. In
the first case it was assumed that five samples at different
times have been collected and each have been analyzed for
the 8 tracers. The five samples were assumed to represent the
variability of the tracer concentration. In the second hypo-
thetical case only one sample was used. In a real world
problem due to the uncertainties associated with the transport
parameters (l and foc), their actual (true) values are different
than their expected values perceived by the modeler and used
in the model. In addition, the observed concentrations of
tracers are also different from the actual locally averaged
concentrations due to measurement errors as well as lack of
representativeness of the samples. To incorporate these
uncertainties into the demonstration modeling presented
here, noise based on the prior distributions of the parameters
was added to the fate and transport parameters l and foc and
to the modeled observed tracer concentrations. The geomet-
ric standard deviation of observed error s was considered to
be equal to 1.044. Concentration of samples were calculated
by adding noise according to the prior densities of fate and
transport parameters reflecting the uncertainties associated
with them as well as adding noise to the final outcome
according to the observation error. The values of five tracer
concentrations are presented in Table 1. For the case with
only one tracer, only the first observation in the table was
used. The fate and transport parameters including the decay
rates li and foc used to generate the synthetic tracers’
observed concentrations are listed in Table 2, and the values
of d13C in biogenic and mineral carbon sources are listed in

Table 3. The contribution of dissolved inorganic carbon from
mineral dissolution, fm, was considered to be equal to 0.8 for
the forward simulation of 14C content at the discharge zone.
The modeled groundwater age distribution was obtained by
taking the derivative of the breakthrough curve associated
with a step function release of a nonreactive tracer at the
recharge boundaries. Several distribution forms were
attempted to fit the data, and it was found that the mixed
exponential-lognormal distribution results in the best match.
Figure 3 shows the modeled groundwater age distribution
and the fitted exponential-lognormal distribution. To test the
performance of the method, we evaluated how the Bayesian
approach estimates the parameters of a presumed exponential-
lognormal form for the groundwater age distribution. Also,
a presumed single exponential distribution for the ground-
water age was tested in order to evaluate the effect of the
uncertainties on the capability of the Bayesian method to
discriminate between models in terms of capturing the
observed tracer concentrations. Figure 4 shows the posterior
distribution of the following model parameters: the mean of
the exponential (young) part of the distribution, m1, the
fraction of young groundwater represented by the exponen-
tial distribution, f, the location factor of the lognormal dis-
tribution representing the old fraction of groundwater, m2 and
the estimated observation error geometrical standard devia-
tion s respectively for both cases of one and five samples. As
it can be seen for the case of one sample the method is unable
to narrow down the credible intervals enough to provide any
useful information about the age distribution parameters.
Also as it is seen in Figure 4d the method cannot estimate the
geometrical standard deviation for observation error with
high confidence. This is expected since in order to estimate
the observed errors as a result of spatial and temporal het-
erogeneities in the tracer concentration for each tracer, one
sample is not adequate. When five samples are used the
method does a much better job in estimating the presumed
parameters of age distribution. In Figure 5, the posterior
distributions of the tracer concentrations for four of the tra-
cers, CFC-12, 3H, 14C, and 4He, are presented. Again for the
case of a single sample the posterior distributions of tracer
concentrations are spread due to the fact that the standard
deviation of the observation error is over estimated. For the
case of five samples, in all cases the method is capable of
reproducing the observed concentrations successfully and
with a narrow credible interval.
[21] To compare the models in terms of their ability to

reproduce the measured data, the Bayes factor method

Figure 1. The schematic of the hypothetical 2-D (vertical) aquifer model discussed in section 4.
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[Jeffreys, 1935; Kass and Raftery, 1995] was used. The
Bayes factor for comparing two models M1 and M2 assum-
ing an equal prior probability for the models is defined as

B12 ¼

Z
Q1

p Ĉ
� ��X1;M1Þp X1ð Þ

Z
Q2

p Ĉ
� ��X2;M2Þp X2ð Þ

: ð20Þ

[22] B12 represents the ratio of the odds that model 1 is the
true model to the odds that model 2 is the true model,
p Ĉ
� ��X;MÞ is the likelihood of observing concentrations Ĉ

given model M, and p(X) is the prior density of the para-
meters. For comparing more than two models, a measure of
capability of each groundwater age distribution to reproduce
the observed data (posterior odds of each model), Is, is
defined as

Is ¼

Z
Xs

p Ĉ
� ��Xs;MkÞp Xsð Þ

Xm
l¼1

Z
Ql

p Ĉ
� ��Xl ;MlÞp Xlð Þ

ð21Þ

where m is the total number of age distribution forms con-
sidered. The integrals of posterior distribution are estimated
using the Monte Carlo method [Carlin and Chib, 1995]:

Z
Qs

p Ĉ
� ��Xs;MsÞp Qsð Þ ≈ 1

n

X
p Ĉ
� ��X kð Þ

s ;MsÞp X kð Þ
s

� 	
ð22Þ

[23] In addition to the capability of an age distribution to
reproduce the observed data, another factor in evaluating the
goodness of different forms of age distributions in a practical
sense is how much information they provide about the age
distribution parameters. If the number of parameters of a
model is large, it can better match the observed data due to a
larger degree of flexibility. However, using such a model
may lead to unidentifiable model parameters or to strong
posterior internal correlations between them and therefore
wide credible intervals for the posterior model parameters
(henceforth what is meant by identifiability or lack thereof is
the ability of the model to update the prior distributions of
the parameters to a practically useful level as a result of the
data). Therefore, the level of information each model pro-
vides can be considered to be inversely proportional to the
coefficient of variation (CV) of model parameters (in this
case age distribution parameters). Due to the difference in
the number of parameters of different age distributions

Figure 2. Historical record of the atmospheric concentrations of the tracers used for both the hypothet-
ical aquifer and the La Selva site [IAEA, 2011; Plummer and Busenberg, 2006] (http://isohis.iaea.org;
ftp://cdiac.ornl.gov/pub/ndp057; http://cdiac.ornl.gov/trends/co2/cent‐scha.html).

Table 1. Modeled Tracer Concentrations Using the Hypothetical Aquifer Model, Without Noise Added To The Parameters and With
Random Noise According to the Prior Distributions of Parameters and the Obtained Tracer Concentrations

Sample SF6 (fmol/L) CFC-11 (pmol/kg) CFC-12 (pmol/kg) CFC-113 (pmol/kg) 3H (TU) 14C (pm C) 4He (cm3 STP/g) d13C (‰)

1 1.32 � 10�41 2.39 � 10�1 1.41 � 10�1 2.80 � 10�2 0.853 95.2 1.46 � 10�7 �1.81
2 1.24 � 10�4 2.35 � 10�1 1.47 � 10�1 2.75 � 10�2 0.825 82.0 1.35 � 10�7 0.767
3 1.40 � 10�4 2.46 � 10�1 1.50 � 10�1 2.59 � 10�2 0.871 85.9 1.46 � 10�7 �1.42
4 1.34 � 10�4 2.27 � 10�1 1.49 � 10�1 2.60 � 10�2 0.838 81.4 1.41 � 10�7 �9.82
5 1.34 � 10�4 2.32 � 10�1 1.64 � 10�1 2.77 � 10�2 0.828 85.7 1.40 � 10�7 �2.00
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evaluated here, the CVs only for the overall mean age of the
groundwater are shown and used for comparing the models.
The Bayes factors and the CV values obtained for the cases
of presumed exponential-lognormal and single exponential
model are presented in Table 4 for the cases of five and one
samples. Table 4 summarizes the Bayes factors and the
coefficient of variations for the presumed exponential and
exponential-lognormal groundwater age distributions for
the cases of one and five samples. In both cases of one
and five samples the method can identify the right form of
the distribution as the odds of the exponential-lognormal
distribution are significantly larger than that the one for the
exponential distribution. The method however identifies the
correct model with a much better confidence when 5 samples
are used. The coefficients of variations of the age of the
young fraction of groundwater are much larger for the case
of one sample indicating that the method is unable to narrow
down the age distribution parameters. Also although the
exponential model is simpler (it has two less parameters than
the exponential-lognormal model), the coefficients of varia-
tion obtained for it are larger than the exponential-lognormal
model.

5. Example Application

[24] The method was applied to four samples from the
data collected by Solomon et al. [2010] and Webb [2007] at

La Selva Biological Station in the Costa Rican rain forest. La
Selva Biological Station is located on the Caribbean coastal
plain at the foot of Volcan Barva. Annual precipitation ran-
ges from 4240 mm at the study site, to more than 8000 mm
at an elevation of 700 m [Solomon et al., 2010]. There is
strong evidence that groundwater flow at this site consists of
two distinct end-members: (1) high solute bedrock ground-
water representing interbasin groundwater flow and (2) low-
solute groundwater derived from recharge that falls within
the drainage area of the Sura and Salto streams. The main
source of dissolved inorganic carbon (DIC) is magmatic
outgassing. There is strong evidence that dissolution of
carbonate minerals does not have a significant contribution
in DIC [Genereux et al., 2009]. The site characteristics and
sampling procedures have been extensively described in
Genereux et al. [2009], Solomon et al. [2010], and Webb

Table 2. Parameter Expected Values and Standard Deviations Used in the Bayesian Dating

Distribution SF6 CFC-11 CFC-12 CFC-113 3H 14C 4He

Prior decay rates (yr�1) Lognormal
Geometric mean ml

a 0.00 3.21 �
10�1

5.70 �
10�2

3.00 �
10�2

5.60 �
10�2

1. 20 �
10�4

Geometric SD sl
b 1.41 1.41 1.41 1.41 0.0 0.0

Accumulation rate Lognormal
Geometric mean ml 2.77 � 10�10 cm3 STP/g/yr
Geometric SD sl

b 1.41
KOC

c (g g�1) Deterministic 195 97 356 316 0
Log KOW

d 0.226 2.53 2.16 3.16 KD = 83
mL/g

0

Prior soil organic content foc Lognormal
Geometric mean mfoc 0.001
Geometric SD sfoc 1.41
Henry’s law constants

kH
d (mols/kg)

Deterministic 2.2 �
10�4

1.3 � 10�2 3.55 �
10�3

3.08
� 10�3

Ambient aqueous
concentration

Deterministic 4.1 � 10�8

aUsing ln(2)/t1/2, where t1/2 is the half-life obtained from Hinsby et al. [2007].
bAssumed.
cHazardous substance data bank (http://toxnet.nlm.nih.gov).
dPlummer and Busenberg [2006].

Table 3. The d13C Values and Their Uncertainty for Various
Contributing Carbon Sources and the Observed Values

Average d13C (‰) SD (‰)

Magmatica �2.4% �4
Biogenicb �25%b �4

aWebb [2007].
bDeines [1980].

Figure 3. Modeled groundwater age distribution and the fit-
ted exponential-lognormal curve for the hypothetical aquifer:

r að Þ ¼ f 1
m1

exp a
m1

� 	
þ 1� fð Þ 1

a
ffiffiffiffiffiffiffi
2pd2

p exp � ln að Þ�m2

2d2

� 	
. The

parameters were found to be f = 0.5237, m1 = 33.04 years,

m2 = ln(702.1 years), and d = 0.208.
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Figure 4. Posterior distributions for (a) mean age of young fraction of groundwater m1, (b) fraction of
young groundwater f, (c) location parameter for the lognormal distribution m2, and (d) geometric variance
of observation error for the case of five and one hypothetical samples at the recharge point. The dashed
vertical lines represent the values obtained from fitting exponential-lognormal distributions to the data
(std: geometrical standard deviation of observation error).
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[2007]. The following tracers were used: 14C, CFC-11,
CFC-12, CFC-113, 3H, SF6, and

4He. Among these tracers,
4He is the only one that accumulates in the groundwater as a
result of decay of radionuclides including mainly 238U,
232Th, and 235U. The parameters used in the Bayesian
modeling are summarized in Table 2. The analysis was
performed on four of the samples collected, that is, samples
from wells identified by numbers 7, 11, 16, and 30. The
observed concentrations of the tracers at the four sampling
locations are listed in Table 5. Although multiple samples
were collected each well, the variance in measured con-
centrations represents mostly analytical errors and does not
address the representativeness of the samples to a specific
location and therefore the standard deviation of observed
tracer concentrations due to measurement error and spatial
and temporal heterogeneity could not be estimated directly
for every well. Therefore, the method was tested with four
different assumed geometrical standard deviations (i.e.,
exponential function of the shape factor) for the lognormal
distributions representing the model parameters: the decay
rates of CFCs, the accumulation rate of 4He (i.e., sl,i), the

soil organic content, foc (i.e., sfoc), and errors in the observed
data (s). It should be noted that the geometric standard
deviation of Ĉ, s can also be considered a random variable;
however, as it was demonstrated in the hypothetical dem-
onstration, without multiple samples the variability of which
represents the entire range of uncertainty as a result of het-
erogeneity and structural error, the method will not be able
to narrow down the ranges of the age distribution parameters
adequately. Therefore, here we assumed a fixed value for s

Figure 5. Posterior distributions for concentrations of (a) CFC-12, (b) 3H, (c) 14C, and (d) 4He obtained
from the exponential-lognormal distribution for the hypothetical case for a single and five samples at each
well. The vertical dashed lines represent the value of tracer concentrations obtained from numerical mod-
eling of the hypothetical aquifer, and the gray vertical bars show the value used in the single sample
scenario.

Table 4. Relative Bayes Factors and Coefficient of Variation (CV)
for Exponential and Exponential-Lognormal Distributions of One
and Five Sample Cases for the Hypothetical Aquifer Shown in
Figure 1

One Sample Five Samples

Is CV Is CV

Exponential 0.0221 0.6317 4.90E-27 0.0947
Exponential-lognormal 0.9779 0.3755 1.0000 0.0665
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based on the known analytical errors of chemical analysis
and temporal variations of tracer concentrations. Three
values of geometric standard deviation s, of 2.0, 1.41, and
1.22, representing a 95% probability that the true mean
tracer concentration would vary respectively between one
fourth and four times, one half and two times, and 1/1.5 and
1.5 times the measured concentration, were tested. This was
done to evaluate the sensitivity of the results with respect the
uncertainty associated with the observed tracer concentra-
tions. No evidence for biodegradation of SF6 was found in
the literature, and therefore its biodegradation rate coeffi-
cient was assumed to be zero. CFCs have been shown to
undergo biodegradation under anaerobic conditions [Lovley
and Woodward, 1992; Oster et al., 1996; Sebol et al.,
2007; Sonier et al., 1994]. However, most of the values
reported in the literature for the decay of CFCs have been
measured under fully anaerobic conditions. We estimated
the CFC decay rates based on the values in the literature
compiled by Hinsby et al. [2007] and the estimated values
are presented in Table 2. The rate of accumulation of 4He
was estimated using the observed 4He, 14C values in a
regional spring sample (Gaucimo Spring) that was shown by
Genereux et al. [2009] to contain only minimal amounts of
young water. Due to the large uncertainty about the values a
geometrical standard deviation of 1.41 was assumed for both
decay rates of CFCs and the accumulation of 4He, indicating
that the actual decay/accumulation rates vary between one
half and two times the specified values, with a probability of
95%. No uncertainty was assumed for the decay rates of 14C
and 3H. The retardation factor for CFCs and SF6 was
obtained using equation (11), assuming that the sorption of
CFCs mainly takes place to organic carbon. The Koc values
were obtained from the hazardous substance data bank
(HSDB) (http://toxnet.nlm.nih.gov/) and were considered
deterministic, and all the uncertainty associated with the
sorption-desorption process was associated to the uncer-
tainties in the soil organic content foc. The partitioning
coefficient KD for 14C was obtained from Plummer et al.
[2004] (adopted from Allard et al. [1981]). The soil
organic content was assumed to be 0.1% with a geometrical
standard deviation of 1.41. The Henry’s constants were
calculated using the formulas suggested by Warner and
Weiss [1985]. For calculation of Henry’s law constants, the
temperature was assumed constant and equal to the average
temperature in the study site (23.6�C), and the pressure was
estimated based on the altitude of the site. Figure 1 presents
the aqueous equilibrium concentrations of the tracers used,
calculated based on Henry’s law and atmospheric con-
centrations. Table 3 contains the 13C isotopic ratios of

biogenic and magmatic sources. A standard deviation of 4%
is assumed for the measured as well as the biogenic and
magmatic 13C values based on [Deines, 1980; Genereux
et al., 2009; Webb, 2007].

6. Results and Discussion

[25] This section discusses the results of the application
of the method to the data collected at the La Selva Biological
Station.
[26] Nine forms of age distribution were tested, four sin-

gle distributions, exponential, Dirac delta, inverse Gaussian
[Chhikara and Folks, 1989], and gamma, and five mixed
distributions (i.e., with PDFs comprising the additions of
two functional forms) were tested, double–Dirac delta,
exponential-Dirac, double-exponential, gamma-Dirac, and
gamma-exponential:

Dirac delta

r að Þ ¼ d a� b1ð Þ ð23aÞ

Exponential

r að Þ ¼ 1

b1
e�

a
b1 ð23bÞ

Gamma

r að Þ ¼ ab2�1 e�a=b1

G b2ð Þb1
b2

ð23cÞ

Inverse Gaussian

r að Þ ¼ b2

2pa3


 �1=2

e
�b2 a�b1ð Þ2

2b2
1
a ð23dÞ

Double-Dirac

r að Þ ¼ f d a� b1ð Þ þ 1� fð Þd a� b2ð Þ ð23eÞ

Double-exponential

r að Þ ¼ f
1

b1
e�

a
b1 þ 1� fð Þ 1

b2
e�

a
b2 ð23fÞ

Exponential-Dirac

r að Þ ¼ f
1

b1
e�

a
b1 þ 1� fð Þd a� b2ð Þ ð23gÞ

Table 5. Observed Tracer Concentrations and Their Uncertainty for Various Contributing Carbon Sources and the Observed Values at the
La Selva Site in Costa Rica

Observed Concentration Geometrical Meana

SF6 (fmol/L) CFC-11 (pmol/kg) CFC-12 (pmol/kg) CFC-113 (pmol/kg) 3H (TU) 14C (pm C) 4He (cm3 STP/g) d13C (‰)

Well 7 1.100 3.020 1.660 0.257 0.61 117.1 4.81 � 10�8 �26.00b

Well 11 0.169 0.446 0.138 0.0172 0.36 21.7 2.50 � 10�7 �7.58
Well 16 0.931 3.020 1.620 0.243 0.72 116.9 5.06 � 10�8 �24.34
Well 30 1.180 3.130 1.450 0.187 0.66 83.4 7.41 � 10�8 �20.20

aWebb [2007].
bGenereux et al. [2009].
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Gamma-Dirac

r að Þ ¼ fab2�1 e�a=b1

G b2ð Þb1
b2
þ 1� fð Þd a� b3ð Þ ð23hÞ

Gamma-exponential

r að Þ ¼ f
1

b1
e�

a
b1 þ 1� fð Þab2�1 e�a=b3

G b2ð Þb3
b2

ð23iÞ

Here b1 through b4 are the parameters of the age distri-
bution functions, and f is the ratio of young or old ground-
water in the case of mixed age distributions, depending
on whether the mean of the first or second term is larger.
The inherent assumption when using mixed distributions is
that the groundwater consists of distinct old and young
fractions.

[27] Figure 6 shows the predicted concentrations of the
seven tracers for the case in which the exponential-gamma
age distribution was used for well 11 and for the three
standard deviations of observed tracer concentrations. As
expected, a smaller standard deviation for the observed
tracer concentrations results in a smaller spread of the pre-
dicted tracer concentration distribution. Generally, the model
successfully reproduces the observed tracer concentrations
except for CFC-11, which are underestimated by the model.
Figure 7 shows the following posterior distributions of the
main parameters of the exponential-gamma age distribution:
(a) b1, the mean age of the young portion of groundwater
represented by an exponential distribution, (b) f, the fraction
of young groundwater, and (c) b2b3, the mean age of old
groundwater. For the medium geometrical standard devia-
tion dc,i = 1.41, the model estimates a young groundwater
age of between 0 and 350 years with the largest odds being

Figure 6. Concentration histograms for well 11 (La Selva site in Costa Rica) and exponential-gamma
age distribution for (a) SF6, (b) CFC-11, (c) CFC-12, (d) CFC-113, (e)

3H, (f ) 14C, and (g) He.
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given to the age of mean groundwater of approximately
100 years and a fraction of young groundwater of between
15% and roughly 60% with the largest odds of 30%
(Figure 7b). However, the method cannot definitively rule

out larger fractions of young groundwater. The model pro-
vides a much more uncertain estimation of the age of old
groundwater with a credible interval of between 20,000 and
200,000 years (Figure 7c). This is due to the fact that five out
of the seven tracers used in this study were introduced into
the environment less than 60 years ago, as well as to the
ineffectiveness of 14C in reducing the confidence interval for
the age of very old groundwater as a result of the insensitivity
of its concentration to age (1) when the ages are several
orders of magnitude larger than its half-life and (2) because
of the uncertainties associated with the contribution of min-
eral dissolution (fm). For well 11, the method is unable to
narrow down the acceptable range of 14C contribution from
mineral dissolution. This is due to the relatively large stan-
dard deviations considered for the 13C concentrations asso-
ciated with biogenic and magmatic sources of carbon (i.e.,
4‰). Therefore, the only tracer that effectively plays a role in
determination of the age of the old groundwater was 4He. The
overall Is and CV values for all the wells, and the three
observed tracer concentration geometrical standard devia-
tions, are summarized in Table 6. The comparative perfor-
mance of different models depends on the samples and to
some degree on the assumed observed tracer concentration’s
geometrical standard deviation, sc,i.
[28] From the two measures of goodness of models

including the Is and CV, it is clear that for well 11 mixed age
distributions perform significantly better than single dis-
tributions. This is a strong indicator of the presence of a
mixture of young and old groundwaters in the sample taken
from this well. This conclusion is confirmed by the signifi-
cantly higher concentrations of 4He with respect to the
ambient atmospheric concentrations and the lower 14C con-
tent observed in well 11 (Table 1). For wells 7, 16, and 30,
there is not a significant difference between the posterior
odds of models for single and mixed age distributions.
This indicates that in order to describe the observed tracer
concentrations, the presence of old and new fractions of
groundwater is unnecessary, and that the method cannot
definitively support the fact that the sample collected from
these wells contains distinct old and young fractions. The
reason for the lack of certainty provided by the method
regarding the presence of old fractions of groundwater in the
samples from wells 7, 16, and 30 is the uncertainties associ-
ated with the accumulation rates of 4He and the lack of any
prior knowledge for the age of the old water. However, a
better confidence can be gained by using 4He or major ion
tracers (e.g., Cl) just as indicators of the fraction of old
groundwater by incorporating the known contents of these
tracers in old water directly into the analysis. However, doing
so will render the method incapable of providing any infor-
mation about the age of the old fraction of groundwater
which may be practically unimportant.
[29] In terms of the coefficients of variation, generally a

smaller number of parameters results in smaller CV values.
Therefore, the Dirac delta distribution results in the smallest
CV for most cases. This is an expected outcome due to the
fact that a smaller degrees of freedom results in a smaller
chance of internal correlation between the posterior distri-
bution of parameters. Table 7 summarizes geometrical
means of the posterior odds of each model separately for
well 11 and wells 7, 16, and 30. For well 11, the gamma-
exponential model provides the best posterior odds, whereas
for wells 7, 16, and 30 collectively the inverse Gaussian

Figure 7. Posterior frequency distributions for well 11 (La
Selva site Costa Rica) of the model parameter for exponen-
tial-gamma age distribution (a) mean age of young ground-
water, (b) fraction of young groundwater f, and (c) mean
age of old groundwater.
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model results in the best posterior odds, although the rest of
the age distributions are not significantly worse. The supe-
riority of the inverse Gaussian model can be interpreted as
the dominance of an advection-dispersion process governing
the transport of water molecules in such a way that the
transport can be described as a stream tube conceptualization
with small lateral mixing. The CV of the mean age associ-
ated with the inverse Gaussian model, although relatively
small, is still significantly larger than the gamma distribu-
tion. It should be noted that the performance of age dis-
tributions based on both CV and Is seems to be case
dependent, and in particular depends on the uncertainties
associated with the observed concentrations, other model
parameters, their values, and the number of tracers used, and
no single age distribution can be suggested to perform best
in all cases in this study. We further interpret this to mean
that some of the wells do not actually sample, in a flow-
weighted sense, the entire spectrum of travel times. This
underscores the need to develop sample collection method-
ologies that provide a flow-weighted sampling of all flow
paths. Figure 8 summarizes the Is and CV values for well 11,
the three different observed error geometrical standard
deviations and all the nine age distributions in a graphical
form. Different age distributions forms are sorted from
simple (smaller number of parameters) to more complicated
on the horizontal axis. By and large the Bayes factor
increases with the complexity of age distribution form with
some exceptions. For example, the gamma distribution

performs worse than both two-Dirac and two-exponential
although they have the same number of parameters, which
can be interpreted as a confirmation the groundwater con-
sists of distinct old and young fractions. Also the two-Dirac
form has a better Bayes Factor compared to two exponential
since it better represent young and old fractions of ground-
water. As it is expected the CV increases with the com-
plexity of the model particularly when larger values of s are
assumed. Such analyses can be used to find a trade-off
between the capability of the model to reproduce the
observed tracer concentrations and the level of information it
can provide.

Table 6. Is Values and Coefficient of Variation (CV) for Four Wells at the La Selva Site in Costa Rica and Three Standard Deviations

Well 11 Well 16 Well 30 Well 7

Is CV Is CV Is CV Is CV

Observed Tracer Concentration Geometrical SD = 2.0
Exponential-Dirac 2.30E-01 0.644 1.09E-01 1.003 1.34E-01 0.979 1.18E-01 1.027
Dirac-Delta 3.01E-03 0.297 1.71E-01 0.747 1.56E-01 0.747 1.78E-01 0.734
Exponential 6.29E-03 0.423 1.57E-01 0.857 1.51E-01 0.846 1.69E-01 0.838
Two-Dirac 4.49E-02 1.754 1.14E-01 0.975 1.16E-01 1.032 1.21E-01 0.999
Inverse Gaussian 3.14E-02 0.338 1.77E-01 0.737 2.07E-01 0.699 1.90E-01 0.769
Two-Exponential 1.42E-01 0.786 1.10E-01 1.004 1.21E-01 0.987 1.12E-01 1.039
Gamma 8.41E-02 0.230 1.95E-02 0.384 3.59E-02 0.359 1.62E-02 0.383
Gamma-Dirac 1.03E-01 0.614 1.21E-01 0.950 5.58E-02 1.067 7.66E-02 1.331
Exponential-gamma 3.55E-01 0.738 2.13E-02 1.218 2.23E-02 1.095 2.02E-02 1.164

Observed Tracer Concentration Geometrical SD = 1.41
Exponential-Dirac 1.30E-02 1.649 1.06E-01 0.979 8.03E-02 1.050 1.06E-01 1.003
Dirac-Delta 1.76E-07 0.203 1.49E-01 0.746 9.27E-02 0.781 1.59E-01 0.756
Exponential 3.96E-06 0.222 1.47E-01 0.734 9.67E-02 0.752 1.61E-01 0.742
Two-Dirac 8.96E-02 0.588 1.01E-01 0.983 8.02E-02 1.073 1.12E-01 1.052
Inverse Gaussian 5.07E-04 0.324 1.62E-01 0.704 2.09E-01 0.603 1.58E-01 0.743
Two-Exponential 2.14E-01 0.367 1.13E-01 1.009 1.54E-01 0.968 1.11E-01 0.997
Gamma 1.15E-02 0.142 5.03E-03 0.658 1.87E-03 0.446 5.37E-03 0.758
Gamma-Dirac 3.81E-03 1.988 1.25E-01 0.858 2.83E-01 0.729 6.38E-02 1.046
Exponential-gamma 6.67E-01 0.527 9.12E-02 2.680 1.80E-03 1.175 1.24E-01 0.989

Observed Tracer Concentration Geometrical SD = 1.22
Exponential-Dirac 2.75E-03 0.459 9.82E-02 0.971 1.80E-01 0.836 9.74E-02 1.004
Dirac-Delta 2.19E-18 0.039 1.48E-01 0.629 5.88E-03 0.723 1.46E-01 0.651
Exponential 4.95E-11 0.134 1.33E-01 0.638 6.32E-03 0.659 1.32E-01 0.637
Two-Dirac 4.36E-01 0.451 1.02E-01 0.996 1.33E-01 1.655 1.01E-01 1.002
Inverse Gaussian 6.83E-08 0.321 1.16E-01 0.655 6.64E-02 0.469 9.29E-02 0.699
Two-Exponential 2.77E-02 0.257 1.20E-01 0.944 1.96E-01 0.876 1.08E-01 0.955
Gamma 2.17E-04 0.179 6.52E-02 0.934 1.33E-03 1.193 7.76E-02 0.629
Gamma-Dirac 4.58E-01 0.405 1.51E-01 0.781 3.52E-01 0.548 1.27E-01 0.796
Exponential-gamma 7.49E-02 0.429 6.64E-02 1.107 5.93E-02 1.105 1.18E-01 0.884

Table 7. Geometric Mean of the Posterior Odds of Each Model for
All Four Wells at the La Selva Site in Costa Rica

Model

Geometrical Mean of Posterior Odds

Well 11 Wells 7, 16, and 30

Exponential-Dirac 0.0201 0.112
Dirac delta 1.05 � 109 0.103
Exponential 1.07 � 106 0.100
Two-Dirac 0.121 0.108
Inverse Gaussian 0.0001 0.144
Two-exponential 0.094 0.125
Gamma 0.0059 0.012
Gamma-Dirac 0.0565 0.126
Gamma-exponential 0.2607 0.036
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[30] Figure 9 shows the posterior distributions of mean
age of young groundwater for the four wells as a result of
four mixed age distribution forms. For well 16, which is
deemed to contain a mixture of old and young ages, different
models result in somewhat different posterior distributions
of the mean age. For other wells, different models result in
very close ranges of mean ages of groundwater. Figure 10
shows the contribution of mineral dissolution in carbon for
all four wells when the gamma-exponential model is used
for well 11 and the exponential age distribution is considered
for other wells. The method assigns a significant contribu-
tion of dissolved carbon as a result of mineral dissolution.
This is supported by the observed 13C values. Figure 11
shows the 95% credible bands (calculated using the equal-
tail approach [Mukhopadhyay, 2000]) as well as the observed
concentrations for all of the tracers and all wells when the
gamma-exponential model was used for well 11 and the
exponential distribution was used for the rest of the wells.
The figure indicates how well each model can explain the
observed concentration/isotope ratios of each tracer. For well
11, the gamma-exponential model performs well on all the
tracers. For all other wells, the exponential model over-
estimates the 3H isotope ratio by several folds. We suspect
that this might be due to the sharp spike in the record of
atmospheric 3H and the fact that this spike was smoothed out
significantly due to vadose zone processes (i.e., the input

function was measured in the precipitation, but not in water
actually recharging the saturated groundwater system).

7. Summary and Conclusions

[31] A Bayesian approach was utilized for estimation of
the groundwater age distribution using the measured radio-
active isotopes and synthetic chemicals. The method is
based on preassumed groundwater age distribution forms.
The method then uses the MCMC method to estimate the
posterior probability distributions of the parameters defining
the assumed distributions based on the uncertainties in
measured tracer concentrations and other parameters affect-
ing the transport of tracers in the subsurface. The role of
uncertainties in adsorption-desorption, biodegradation of
anthropogenic tracers, and the contribution of mineral dis-
solution in the dilution of 14C signature are incorporated into
the model. The method was first tested using a hypothetical
case in which the observed concentrations at the discharge
region were calculated using forward modeling while
incorporating the uncertainties by adding noise to the para-
meters and the observed concentration. The method was able
to infer the parameters of the age distributions and also to
select the right model relatively accurately for the cases
when five hypothetical samples were assumed to be avail-
able at the discharge location representing the variability of
tracer concentration as a result of their temporal heteroge-
neity. However, for the case of a single sample, the ability of
the method to infer the age distributions diminishes mainly
due to the fact that it is not able to suitably estimate the
standard deviation of observed error.
[32] The method was also applied to four samples col-

lected at La Selva Biological Station in Costa Rica. For this
case the standard deviation of observation error was con-
sidered deterministically. Several functional forms for age
distribution were tested, including single distribution func-
tions such as Dirac delta, exponential, gamma, and inverse
Gaussian as well as several mixed functional forms con-
sisting of linear combination of two distribution functions
representing young and old groundwater. In the case of
presumed mixed age distributions, the model in some cases
was unable to determine the age of the old fraction with a
reasonably small credible interval. This is due to the fact that
only one of the tracers used for groundwater dating in this
study (i.e., 4He) was appropriate for the estimation of the age
of old water and the uncertainties associated with the accu-
mulation rate of this tracer. When there is significant
uncertainty in the age of old groundwater (due to either
uncertainty in the accumulation rate or mineral dissolution),
it may be preferable to use tracers such as 4He or 14C as
indicators of the fraction of old groundwater by assigning a
probability density function directly to the tracer concentra-
tion in the old water.
[33] In order to evaluate the effects of the uncertainties in

the measured concentrations of the tracers, four different
values of geometrical standard deviations for the observed
tracer concentration values were tested. It was found that the
credible bands for the groundwater age distribution para-
meters for young groundwater depends highly on the stan-
dard deviations representing the uncertainties in measured
tracer concentrations. Due to lack of adequate data to
determine some of the parameters affecting the fate and
transport of tracers, including the soil organic matter and

Figure 8. Bayes’ factor and coefficient of variation against
the assumed levels of uncertainty of the parameters for dif-
ferent distributions.

MASSOUDIEH ET AL.: UNCERTAINTIES IN GROUNDWATER DATING W09529W09529

15 of 19



biodegradation rates of CFCs, large standard deviations were
used to represent their uncertainties. This level of uncer-
tainty associated with these parameters resulted in relatively
wide confidence interval bands for both young groundwater
age parameters and the young fraction of water in cases of
mixed age distributions. All of the groundwater age dis-
tributions tested here were evaluated in terms of their ability
to reproduce the observed tracer concentrations using the
Bayes factor method and also the level of confidence at
which they estimate the groundwater age distribution as
expressed by the coefficient of variations of the posterior
distribution of the young fraction of groundwater’s mean
age.
[34] The performance of groundwater age distributions as

measured by these two quantities depends to a large degree
on the measured concentration of tracers, and no presumed
form of groundwater age distribution can be identified as the
one that works best in all cases. This is due in part to the
sampling bias, as any given well may not adequately sample
a flow-weighted range of all flow paths. However, as is
expected, a larger number of the parameters of the presumed
age distribution form mostly leads to a wider confidence

Figure 9. Posterior densities of the mean age of young groundwater for four distributions, including expo-
nential-Dirac, double-Dirac, gamma-Dirac, and gamma-exponential, for (a) well 11, (b) well 16, (c) well 30,
and (d) well 7 at the La Selva site Costa Rica.

Figure 10. Posterior densities of total dissolved inorganic
carbon contributed by mineral dissolution for wells 11, 16,
30, and 7. Exponential-gamma distribution is used for well
11, and exponential distribution is used for wells 16, 30, and
7 at the La Selva site Costa Rica.
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Figure 11. Observed and 95% credible interval brackets of modeled tracer concentrations for (a) well 11
(exponential-gamma), (b) well 16 (exponential), (c) well 30 (exponential), and (d) well 7 (exponential) at
the La Selva site Costa Rica.
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interval for the parameters defining the age distribution. This
is due to the increase in the internal parameter correlations as
the number of parameters increases.

[35] Acknowledgments. We would like to thank Jennifer McIntosh,
Jean Raynald de Dreuzy, and Ming Ye for their constructive comments
and suggestions, which led to substantial improvement of the paper.
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