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DRAM Power Consumption What happens next ? Investing in the future

Modern data-centers consume anywhere between a few kWs to tens of MWs of
power. The total cost of the electricity required to power and cool datacenters like

the ones below was $4.5 billion in 2007. 70 1 Core
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As the number of cores increase, the
row reuse gets worse.

Single Sub-Array Access (SSA)

DRAM microarchitecture and data layout is
changed so that a cache-line is read out of
a single DRAM array .
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control be restored back in the arrays. concurrency in workloads with bank-level
parallelism.
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To reduce overfetch, we change the ¥ o & W

Data in a row butter gets used only a access mechanism so that only the
tew times before the row has to be bitlines corresponding to the requested
closed due to a conflict. cache-line get activated.

SSA : energy savings = 6.4X baseline perf. degradation = 5.5%
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SBA : energy savings = 3X baseline perf. degradation = 3%
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