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ABSTRACT

Described are the design and implementation of a new range-measuring sensing 

device and an associated software algorithm for constructing surface descriptions of 

arb itrary  three-dimensional objects from single or multiple views.

The sensing device, which measures surface points from objects in its environm ent, 

is a computer-controlled, random-access, triangulating rangefinder w ith a 

m irror-deflected laser beam and revolving disc detectors.

The algorithm developed processes these surface points and generates, in a 

deterministic fashion, complete surface descriptions of all encountered objects. In its 

processing, the algorithm also detects parts of objects for which there is insufficient 

data, and can supply the sensing device with the control parameters needed to  

successfully measure the uncharted regions.

The resulting object descriptions are suitable for use in a number of areas, such as 

computer graphics, where the process of constructing object definitions has here to fo re  

been very . tedious. Together with the sensing device, this approach to ob ject 

description can be utilized in a variety of scene analysis and pattern recognition  

applications which involve interaction with "real world", three-dimensional objects.



CHAPTER 1

1.1 Problem Statement

Researchers in seemingly-diverse areas are often concerned with the acquisition of 

object descriptions. In artificial intelligence, for instance, a large part of most scene 

analysis systems is devoted to generating a description of objects in the system ’s 

working environment, whether this be a table-top scene of toy blocks, a rocky M artian  

surface, or a work-station on an auto assembly line.

In computer graphics, much time is spent attempting to create accurate pictorial 

images of real and imaginary objects. While the descriptions of imaginary objects are  

often created with the aid of an associated computer-aided design system, the  

descriptions of real objects usually has to be generated by laborious, largely-m anual 

measurement techniques.

The interest in object descriptions is not limited to computer users. A prosthesis  

manufacturer may want to match the new artificial leg with the user's natural one, but 

they may not have the facilities to take more than a few basic measurements.

Researchers in artificial intelligence (specifically robotics) have been among the ones 

most intensely involved in the development of systems for the automatic acquisition of 

object descriptions. Most of their systems, however, have relied on a p ic tu re -o rien ted  

sensor, usually a TV camera. This report hopes to demonstrate that a significantly  

differen t kind of sensor, a computer-controlled rangefinder, may also prove useful fo r

INTRODUCTION .
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some of these tasks. The design and implementation of suclr a rangefinding system is 

described. To demonstrate the feasibility of this approach, a simple scene-analysls  

algorithm is implemented, which can generate, solely from the range data, descriptions of 

1 objects in the sensor’s field of view. It is hoped that this research will stimulate o ther  

attempts at sensing systems more readily adaptable to the computer than the  

human-oriented TV camera.

1.2 A Sampling of Previous Methods

1.2.1 Direct Manual Measurement

The most elementary method of digitizing objects is by direct, manual measurem ent. 

With the aid of yardsticks, plumb lines and calipers, a great many solid objects can be 

successfully measured, and the set of values later input to a computer system.

This idea of being able to specify an arbirarily complex three-dimensional ob ject 

with a set of simple measurements is hardly a recent development. The Renaissance 

artist Leon Battista Alberti, in his book Della Statua , published in 1440, describes a 

method for the accurate measurement of the human form (Figure 1-1). He claimed that 

by using his method, different parts of the same statue could be constructed at separate  

places and would still be able to fit together [10].

Today’s approach, still basically the same, is often to mark all points of in terest —  

"key" points — on the surface of the original object and then measure the distance of 

each of these points from a common reference position (Figure 1-2). The surface is 

then defined as a topological net over these key points. Of course, many tedious hours 

must be spent to carefully measure the position of each selected point on the original



Fig. 1-1: Alberti's MDefiner,r (from (10))

Fig. 1-2: Manual measurement today (from [183)



4

object. The results are, however, often surprisingly effective. Although this method is 

not practical for serious, large-scale digitizing, it should be noted that it has several 

advantages over the other more sophisticated methods. Obviously, it requires almost no 

equipment - -  hence no cost, except of course for manual labor. The resulting  

descriptions also tend to be very compact, since the user naturally wants to minimize 

the number of points that he has to measure. Although the less compact descriptions  

resulting from the more sophisticated automatic methods can often be trimmed in size  

according to some algorithm, it turns out that the subjective criteria used by humans are  

usually more effective.

1.2.2 Mechanical Moving Devices

An obvious next step to the simple manual approach is to substitute some com puter 

sensing device for the user’s calipers and yardsticks. The human user still has to define  

the surface points and their interconnections, but now he can just move some pointer  

around the object and tell the computer when the "current" position is of interest.

One device of this type is the so-called three-dimensional "crane" (Figure 1 -3 ). 

This is a mechanical arrangement of rods and gears which allows sliding movement in 

each of the three axial directions. Through the amount of turning of each of th ree  

gears, the computer can calculate the distance extended along each axis. The user 

simply positions the tip of the crane's arm to a point of interest and instructs the  

computer —through a foot switch in this case— to note the current position. Although  

this method is much faster than the completely manual approach, it is still v e ry  

time-consuming. More serious is the severe limitation to the range of object sizes 

which can be measured. Being a mechanical device, there are also considerations of its 

bulkiness and the inertia and slippage of its moving parts.



Fig. 1-3: Direct measurement with a 3-D "crane” (from [18]}

l-4a: Detail of Fiq .  l-4b: Fishinq line-connectedF i c .

fishing-line di gitizing unit 3-D diqit iz ing  handle ( wand  )

(f rom [2 0 j) restincr on tripod (iron [20])
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A large variety of devices of this same general type have been constructed. One 

such device has been in use at the University of Utah for a number of years [20 ]. It 

uses three separate spring-loaded fishing-reel/fishing-line units (Figure l-4 a ) .  These 

three Msemblies are placed around the top corners of the working volume and the ends 

of the three fishing lines are all connected to the tip of a pointing device (Figure l -4 b ) .  

From the amount of rotation on the shaft of each reel, the length of fishing line rolled  

out can be calculated. Assuming that the lines are unobstructed, the three-dim ensional 

position of the pointer tip can be calculated from the three separate lengths of the  

fishing lines.

1.2.3 A Holographic Method

Gara, Majkowski and Stapleton of General Motors Research Laboratories report the  

development of a novel new digitization technique [8]. Although their system does not 

have direct applicability to the interaction-oriented scene analysis applications, It may 

provide a solution to the off-line object-digitization problem.

Their method consists of first taking a controlled, high-quality holograph of the  

object of interest, then extracting surface measurements from the developed holograph  

with a special-purpose computer-controlled video viewing system. The surface  

measurements are calculated by moving the video detection sytem about the o b jec t’s 

holographic real image. As seen in Figure 1-5, there is a large angular orientation  

between the face of the video detector and the object's surface image to allow both in 

end out of focus parts of the image to hit the video detector's surface. The intersection  

of the object’s surface and the video detector’s face is the locus of points on the  

detector face at which the image is in sharpest focus. Figure 1 -6  shows a typical video  

image from the detector. (To aid in this focus-determination process, an optical



Orientation of video detector to holographic real image

Image from video detector showing in- and out-of-focus areas

Signal from part of one scan line, showing a region of focus 
(all three figures from [8])
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interference pattern was projected onto the object's surface when the holograph was 

taken.) Figure 1-7  shows the video signal from one scan line, the point of optimum  

focus being at the peak of the signal's envelope. After the optimum-focus locations are  

determined in a single video image, the system incrementally moves the video detector 

in an attempt to track the object's surface contours. In this way, all visible surfaces of 

the object can eventually be measured.

1.2.4 A Moire Method

Speight, Miles and Moledina report the application of a Moire method (suggested by

H. Takasaki [19 ]) to the 3-D  measurement of slaughtered animal carcasses [17 ]. Figure  

1 -8  shows an overhead view of the geometric arrangement of camera, flash-gun light 

sources, sliding grid and the carcass of interest. The resulting photographic image 

contains contour lines each of which is of equal depth from the grating plane (F igure  

1-9 ). Although the actual digitization in the reported system was largely a manual 

operation, there do not seem to be any theoretical obstacles to the automatic processing 

of these contour maps. The main limitation to applying this method to the more general 

object-description problem may lie in the method’s difficulty in accurately capturing  

complex, detailed, rapidly-varying surface structures.

1.2.5 Multiple 2 -D  images

Acquisition of three-dimensional information from multiple two-dimensional 

photographic images is not just a widely used digitization method, but is the basis fo r an 

entire  technical field, stereo-photogrammetry — most likely inspired by the human 

stereo vision system.
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The geometry is beautifully simple. If a picture of a three-dimensional environm ent 

is considered to be an image drawn on a window-pane in front of the v iew er’s eye , then  

a point on that picture must correspond to a spot in the environment somewhere along 

the line defined by the viewer’s eye and the point on the image.

Given another eye-image pair at a different orientation to the object, and assuming 

the point of interest is in view in both images, the point’s three-dimensional position is 

simply at the intersection of the two lines of sight (Figure 1-10).

A variety of methods are based on this simple idea. A common technique consists 

of marking the points of interest on the object itself, then taking pictures from at least 

two different viewpoints (Figure 1-11). If the camera/eye positions and orientations  

are not known, they can be calculated from the correspondence between the p icture  

positions and the known 3-D  positions of a number (at least 6) of "reference" points in 

the object’s environment [14].

When marking the subject is not practical, other methods can be employed. The 

common practice is to take two pictures from locations only a small distance from each  

other — similar to the two human-eye views. An operator then looks at these images 

through a suitably adjusted stereo viewer and perceives the three-dim ensionality of the  

object. By moving a pointer in each view until they "merge" in the v irtua l 

three-dimensional environment, he performs the correspondence which previously  

consisted of manually marking the object. From the X,Y distances of the pointers in 

each image, the three-dimensional position of the perceived point can be calculated [1 0 ]  

An obvious advantage of this viewing approach is that an indefinitely large number of 

points can be digitized, since with the marking method, only the actual points marked can 

be measured. But with a stereo viewer, the accuracy of the measurements depends not



11 digActual tization datausing two th tabletm a g e s W1
(from [18]

3-D object
right

right image

Fig. 1-10: Triangulation from two images
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only on the interocular distance, but also on the visual acuity — and the patience ! — of 

the operator.

Several attempts have been made to eliminate the need for the human opera to r to 

specify the corresponce for each point to be measured. Levine et. al. [1 2 ] , expand  

on an earlier algorithm of J u le s z [ll] which is based on the observation that when tw o  

views of a scene are taken from nearby positions, relative to the objects, then the  

differences between corresponding parts of the two images is largely an X-axis o ffset, 

with the amount of offset related inversely to the distance of the object from the  

view er (see Figure 1-12).

The technique then, is to digitize the two images and cross-correlate parts of 

corresponding scan lines. The X offset of the best fit can be used to calculate the  

three-dimensional position of the point defined by the center of the two matching 

scan-line segments.

Some initial success has been reported with this method. The obvious d ifficu lty  is 

that the viability of the offset-difference assumption (due to the depth-variation of the  

object surface) is often inversely related to the distance of the object from the  

viewing position; the assumption is reasonable for distant or flat regions where the v iew  

from both eyes is essentially the same, but it is often invalid for close-by objects, as 

with the face of a person , for whom one view may contain one side of the nose, and the  

Other view may contain the other side. On the other extreme, if the image of the local 

surface is too similar in both images — e.g. flat side of a building, a new sidewalk —  

then there will also be difficulties due to a lack of characteristic features with which to 

achieve a high cross-correlation.



common field of view

Fig. 1-12: Cross-correlation of stereo images for depth determination

(output)(inputs)

Fig. 1-13: Object reconstruction from projected silhouettes (from [4])
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As part of a more extensive project on computer vision, Baumgart[3,4] dem ostrates  

a technique of reconstructing 3 -0  objects from their image silhouettes. The geom etry is 

similar to the triangulation technique in Figure 1-10, except that in this case instead of 

line-of-sights being projected, the cone-shaped projections of a silhouette are mapped 

into the object space. The object by definition is constrained to lie entire ly  within each  

and every one of these projections. Baumgart describes it as being like "the old joke  

about carving a statue by cutting away everything that does not look like the subject." 

Figure 1 -13  shows 3 silhouettes of a plastic horse and a view of the reconstructed  

object. It is of interest to note that the input views were all from the horse’s left side, 

while the view of the reconstructed object is of the horse’s right side. Due to the  

projective nature of this method, however, surfaces with full concavities cannot be 

adequately reconstruted.

1.2.6 Controlled Illumination on Objects

Methods for extracting three-dimensional information from multiple two-dim ensional 

projections are not limited to considerations of photographs only. If the geom etry of 

Figure 1 -10  is reconsidered, it can be observed that a pencil-beam of light can replace  

one of the two lines-of-sights used in the triangulation process. In this way, one of the  

photograph* could be eliminated; the beam of light would be seen — if not obscured by  

some object — as a bright reference point in the remaining photograph. This kind of a

* system yields itself naturally to automatic processing; the origin and orientation of the  

pencil-beam of light can be placed under computer control and the photograph can be 

input as a video picture. If the object under investigation can be examined at length, 

then an arb itrary number of points on its surface can be digitized (Figure 1 -14 ).



on object

light 
source 

(orientation controlled)

Fig. l-14t Digitization with one image and a pencil-beam of light

Fortunately, the geometry of such a system is over-solved, and thus can be 

simplified. Instead of two lines, a plane and a single line are sufficient to uniquely  

define a surface point (Figure 1-15). A number of investigators have used this kind of 

a system [1,2,5,13,16]; a plans of light, rather than a pencil-beam, is projected onto the  

o b ject’s surface. In this way, from a single video image, the system can extract not just 

one surface position, but rather a large number of points along the visible intersections  

betw een the plane of light and the object’s surface.

The method developed for the present system is in some ways the inverse of the  

above "plane-of-light and single video imageM design. The system is described in 

C hapter 3.





CHAPTER 2

DESIGN PHILOSOPHY

It is important in design considerations to review not only what the present lim ited  

system may be able to do, but also to delineate the scope of capabilities desired fo r the 

eventual "ideal" system.

is the basic goal of this research? It is to design a system which can easily acquire  

three-dimensional data and use it to construct surface descriptions o f a rb itra ry  

three-dimensional objects. The general idea is to build a system in which the ha rdw are  

sensor(s) and the software analysis algorithms interact to produce a more capable 

system than would be possible without this interaction.

The desired system would have a sensor whose orientation to the ob ject(s) could be 

a ltered to allow input data from various views of the object. This could be 

accomplished in a number of d ifferent ways. There could be several sensors mounted 

at stra teg ic locations around the system's environment. There could be a 

system -contro lled device — an arm, a turntable - -  which could move the ob ject. The 

sensor itse lf could be movable — on a track, on a com puter-controlled arm, or mounted 

on a moving platform. Of course, the particular application would in fluence the 

configuration design. For example, the "moving platform" model would be the one most 

like ly  to be used for a robotics application.

The scenario would go something like this. The object to be scanned is placed in 

the system’s environment. The sensor starts scanning the environment according to 

some in itia l control parameters — scanning the entire environment at a cu rso ry  level of



18

detail, or perhaps scanning only until a close-by object is encountered. The analysis 

system — le t’s call it Analyzer — processes this initial scan data and begins to co n tru c t 

its object descriptions. These not yet being complete, Analyzer calculates the con tro l 

param eters the sensor needs to obtain the additional input data. The sensor again 

gathers some data, now according to the new specifications. Analyzer processes the 

new scan data and integrates it into its developing object-descrip tion  s truc tu res . It 

again determines whether it needs additional input data. If it does, it again calculates 

the sensor control parameters. Again, the sensor is instructed to obta in  more data, 

according to its new set of control specifications. This interaction between the sensing 

device and Analyzer continues until some "completeness" c rite rion  in A na lyzer is 

satisfied.

This approach has several advantages over a simpler method. First, on ly the data 

which is needed is actually acquired by the sensor. In this way, neither the sensor nor 

Analyzer is burdened w ith unnecessary data. The level of detail can now va ry  w ith  the  

specific application. If the task is to give object descriptions to help navigate a ro b o t 

through an obstacle-filled environment, then one or two requests to the sensor may be 

su ffic ien t. If, on the other hand, the task is to digitize some a rb itra ry  ob jec t fo r  a 

computer graphics system, then Analyzer could successively d irect the sensor to  those 

regions of the object which have yet to be charted w ith adequate detail. The level o f 

input detail could also be context-dependent. If the objective is to inspect an 

assemblage fo r missing bolts, then the level of detail could be modified as A na lyze r 

d irects  the sensor towards the regions of interest — after, of course, it has located 

these regions from earlier inputs.
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For an integrated system such as the one just described, the hardware system  

should be as flexible as possible. Desired was a sensor which could acquire 

three-dimensional surface data simply, and directly under computer con tro l. An 

accurate tim e-o f-fligh t rangefinder would have been ideal, but, alas, too expensive. This 

kind of system needs very high speed electronics which are capable of sensing the  

delay between the time a pulse of laser light is started and the time its re fle c tio n  

re turns from the objects’s surface. This may be as little  as a few nano-seconds 

(b illion ths of a second !). T im e-of-flight rangefinders have been used to measure 

distances from a few meters to thousands of kilometers.

For the present purposes, the most reasonable of the previous approaches seems to 

be the "single image and a plane of light" method shown in Figure 1-15. Even w ith  this 

system, however, the degree of interaction between the data acquisition and the 

analysis system is limited by the actual ("wall-clock") time and the com puter-p rocessing  

time commitment for an entire video image. Even if only one or tw o 3-D  points are 

needed, an entire  video image has to be input. In order to extract 3-D  in form ation , 

these systems must process the large amount of data inherent to a TV image. A lthough 

they can extract many 3-D positions from each TV image, the rig id input p a tte rn  

requ ired  to do this - -  fo r example, having all points be co-planar - -  may d iscourage 

experim entation w ith  analyses utilizing more context-dependent patterns of inputs, fo r 

instance, those analyses for which the density of input data varies w ith  the leve l of 

in te res t in the local surface region. A system w ith e ffic ient, explic it, s in g le -po in t 

measurement capability was judged more suitable forthe present e ffo rt.

2.1 Hardware Design Considerations
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2.2 Analysis System Considerations

Continuing the flexible approach to system design, it was decided that a lthough 

Analyzer may specify control parameters to the given input device, it should not depend 

on in teraction only w ith a particular kind of input device. Thus, fo r instance, when 

Analyzer is connected to the proper input device, it can be constructing  o b je c t 

descriptions of buildings, automobiles, or microscope specimens. Also, w h ile  it can 

always request more data fo r its description-building process, it should always be ready 

to quit — i.e., the form  of its object descriptions should be the same a fte r the analysis 

o f one scan input as after ten. (These descriptions structures may, of course, abound 

w ith  "unknown" and "not sure" markers for much of the ob ject’s surface.) It is also 

unrealistic to suppose that after each request to the input device, Analyzer w ill get the 

exact data it requested. Due to obstacles in its way, or because of d ifficu lt surface 

characteristics, the device may not be able to obtain the desired data; so A na lyze r 

should be able to integrate any new data which it gets. .

The system should also be able to deal concurrently w ith more than one o b jec t in 

the scene, and of course, there should be as little  restriction as possible about the kinds 

of objects which are acceptable; restrictions to planar-faced solids or simple geom etric  

shapes would be regrettable. As w ith any system operating in the "real w o rld ", the 

analysis process should not fail simply because it gets some conflic ts about its 

environm ent — e.g. d iffe rent measurement values fo r the same surface from  d if fe re n t 

views. In short, a system was sought which would be simple, yet flexib le  and p ow e rfu l 

enough to allow implementation of a varie ty of experiments.



CHAPTER 3

THE HARDWARE SENSING SYSTEM

The present sensor implementation is a simple, com puter-controlled triangu la ting  

rangefinder consisting of a m irror-deflected laser beam and spinning-disc de tec to rs . 

The spinning-disc detectors were previously developed by Robert Burton as pa rt o f a 

PhD dissertation [6]. A basic description of his system will aid in understanding the  

present implementation.

The objective of Burton’s project was the rapid d ig itization of m u ltip le  

three-dim ensinal points of interest. The tip of a wand, the fingertips of a designer, the 

key body points of a dancer can all be defined by the physical placement of v e ry  small 

light bulbs — actually Light-Emitting-Diodes (LED’s) — connected by th in w ire  to the 

computer. With the room darkened, the computer, in sequence, turns on each o f the 

lights, at which time several widely-spaced detectors are asked to note the pos ition  o f 

the (only!) spot of light. By triangulating the data from several de tectors , the 

three-dim ensional position of the small light can be determined. A naive approach 

would have been to use TV cameras as detectors and find in each of the images the 

position of the single spot of light. The actual implementation uses much sim pler, m ore 

e ffic ien t detectors than TV cameras. Each detector consists of a rap id ly spinning disc 

set between a wide-angle camera lens and a light-sensitive Photo-M ultip lie r (PM) tube 

(see Figure. 3-1). The disc has radial slits cut at regular intervals, which at the p ro p e r 

o rien ta tion  allow the light passing through the lens to reach the PM tube. A re fe rence  

PM tube and reference light unit is added to monitor the slits as they pass by. From 

this information, the exact position of a slit at any instant can be calculated. Now, since
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the room is en tire ly  dark except for the illumination of the one small LED of in te res t, the 

on ly instant at which the PM tube senses any light is when the tube, a s lit in the disc, 

the lens and the LED are all lined up. Since the position of the s lit at that instant can 

be calculated from the reference PM tube data, the (unknown) position of the LED must 

be somewhere on the plane defined by the positions of the slit, the lens, and PM tube 

(see Figures 3-1,2,3). Since more than one of these sensors around the room is 

expected to "see" the LED, its position is simply at the in tersection of all these 

detector-de fined  planes.

To modify this system into a computer-controlled rangefinder, a com pute r-de flec ted  

laser beam was added to replace the LED’s . The amount of laser light re fle c ted  from  

most light surfaces was found to be sufficient to be noticed by the PM tubes in the 

detectors. Now any surface point within the laser’s (and the detectors’ ) fie ld  of v iew  

can be measured simply by aiming the laser beam in that d irection. The de flec tion  of 

the beam is accomplished by reflecting the beam off two small fro n t-su rfa ce  m irro rs  

which are connected to the shafts of galvanometers mounted perpendicular to each 

o the r (Figure 3-4). The control signals to drive the galvanometer e lectron ics come 

d ire c tly  from the computer’s digital-to-analog converters.

Although there are eight detectors in the present system — two at each co rner of 

the room — it is easy to show that only one detector is actually necessary to obta in  3 -D  

surface positions. Since the laser deflection system is under computer contro l, and the 

physical position of this unit in the room can be determined, the de fin ition  o f the 

laser-beam line can be calculated directly from the current X and V deflections. Now, 

since each detector identifies a plane through the room in which the spot of ligh t must 

lie, the spot has to be at the intersection of this plane and the laser-beam  line. 

(Because the present implementation has the luxury of using eight detectors, know ledge
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of the laser-beam of light in the environment is not used in the 3-D calculations.)

It is important to distinguish this kind of a digitizing system from the sim ilar ones 

described in Chapter 1. First, in place of the spinning disc detectors, TV cameras could 

have been used, similar to the "single spot of light and the single image" method shown 

in Figure 1-14. The primary advantage of the present disc detectors over TV cameras 

is the ir speed and simplicity. A disc (w ith 32 radial slits) spinning at 3500 r.p.m. scans 

the environment approximately 1900 times each second, as compared w ith  the 

approxim ately 30 frames each second acquired by the standard TV camera. Also, as can 

be seen from Figure 3-3, each scan d irectly produces a single number ("C") fo r 

processing, bypassing the need to handle the approximately 250,000 points in each 

video frame.

Comparisons to the slightly d ifferent method of the "single image and a plane of 

lig h t" (Figure 1-15) are somewhat more involved. The d ig itization rate of th is method is 

substantia lly  improved by being able to process many points (all along the plane of 

ligh t) from a single video image. The orientation of the plane of light, how ever, can on ly  

be changed between video frames, perhaps each 1/30 of a second; so the system  is 

"com m itted" to an orientation for a large number of points. With the p resen t 

random-access laser-beam system, this commitment is only fo r a single point; so the 

o rienta tion  of the beam can be changed "on the fly ." This feature is especially im portan t 

fo r those applications in which the digitization of the scene is context-dependent, tha t is, 

one in which each deflection position of the laser beam may be a function  o f the 

p reviously calculated 3-D positions. '
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CHAPTER 4

The implemented programs consist of an interlocking set of modules, from  those 

which d irec tly  control the sensing system to those which analyze the data and genera te  

the actual object descriptions.

4.1 Basic Data Acquisition Programs

Since the laser deflection system is completely under computer contro l, a set o f 

programs specify control parameters to the hardware system. These param eters are 

calculated from higher-level specifications obtained from the human opera tor. The 

ope ra to r can specify the subregion in the laser deflection system’s fie ld  of v iew  which is 

to be scanned. He can also specify the number of positions in the horizon ta l and 

ve rtica l directions for which measurements should be taken.

Due to the prim itive nature of the present scanning system, a number o f s tra teg ies  

have been implemented in hopes of improving the accuracy of the input measurements. 

A m ultiple number of measurements are usually taken at each deflection position  of the  

laser. The resulting measurements are then used to calculate a single more re liab le  

value. In addition, if the laser spot is not "seen" by enough of the sensors fo r a 

minimum number of these attempts, then no final value is recorded fo r that pa rticu la r 

laser position. Another filte r traps any value which falls outside of the spec ific  

"w orking  volume" of the scene. (A more detailed explanation, along w ith  actual T e le typ e  

listings of the programs in execution, is provided in Appendix C.)

DATA ACQUISITION, ANALYSIS AND OBJECT RECONSTRUCTION
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While a number of d ifferent uses can be found fo r this unusual sensing system , it 

was decided that the task of object reconstruction would be an app rop ria te  f ir s t  

application. The term object reconstruction is used here to mean the genera tion  o f 

complete, closed surface topologies, defined by a connected set of polygonal tiles, which 

approximates the surface data acquired from one or more views of the ob jects  in the  

environment. Although this task has many similarities to the m uch-researched scene 

analysis problem in artificial intelligence, the present implementation has a som ewhat 

d iffe re n t orientation in that it makes almost no assumptions about the specific kinds o f 

objects it expects to find. This feature can be viewed as an advantage in fa vo r o f 

genera lity , but of course it also prevents the system from making many in ferences from  

partia l data — concerning, for example, the likely location and characte ris tics o f 

obscured surfaces.

Early in the pro ject a sim ilarity was noticed between this object reconstruction  task 

and the task of visible surface algorithms in computer graphics. Basically, the task o f a 

vis ib le  surface algorithm is to construct a particular view of a scene from a descrip tion  

of the objects in the scene and the specifications of the particular view. The task o f 

the present e ffo rt is, in a way the reverse of this, to construct object descriptions from  

one or more views of the objects. Central to both these tasks is the e ffe c tiv e  

manipulation of three-dimensional data. In a recent analysis of v is ib le  surface  

algorithms [18 ], Sutherland, Sproull and Schumacker make a number of observa tions 

which may also be applicable to the present e ffo rt . They note two im portant elem ents 

common to most visible surface algorithms: sorting and coherence.

4.2 Analysis and Object Reconstruction Methodology
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4.2.1 Sorting

To bring order to the three-dimensional data w ith which all these a lgorithm s must 

deal, they must all sort the data in an effective manner.The order of the dimensions o f 

the sort and the type of sort used strongly influences the flavor of the final a lgorithm . 

Some sort along the Z axis firs t, then along the Y, then X; others sort Y firs t, then Z then 

X. The authors found implementations of almost all the combinations and even 

speculated on the characteristics of the algorithms which would evolve from  the 

combinations not yet investigated.

4.2.2 Coherence

The idea of coherence was judged to be significant in reducing the enormous amount 

o f processing involved in tasks of this kind. The basic notion is that the re  is a 

s ignificant amount of coherence — similarity, connectedness — between adjacent pa rts  

of most pictures. In a scan-line oriented algorithm, for instance, every  scan line does 

not have to be independently generated. Rather, it can simply be thought o f as a 

modified version of the previous scan line. Making this modification is almost a lways 

cheaper than generating the line "from scratch."

4.2.3 A pp licab ility  to the Present Situation

Both these observations seem applicable, in a somewhat altered fashion to  be sure , 

to  the object reconstruction problem. Certainly some reasonable sorting  mechanism 

must be developed to control the otherwise unwieldy interaction between all the 

elements of the input data. If all the input data was sorted along one of the th ree  axial 

components, say the Z-axis, then the elements around one particular region (Z -  30
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inches, fo r example) could easily be extracted and analyzed. This analysis process 

could presumably answer the quesion, "what do the objects ’ look like’ at th is le ve l" — 

i.e. along the Z -30 plane. The process’ answer could be a set of closed con tours  

which would hopefully approximate the cross-sections of each object at th is  (Z *3 0 ) 

level.

The coherence idea suggests that this description may not g reatly  d iffe r  from  the  

resu lts  of the analysis executed at a nearby plane — at Z=29-inches, fo r example. If it 

is found that the objects have indeed not changed significantly, then there would be no 

fu r th e r need fo r analysis anywhere between these two planes; the object descrip tions  

throughout this region would be an interpolation between the a lready-detem ined 

adjoining descriptions.

Basically then, the algorithm reconstructs the scene at a sequence of these para lle l 

planes. The cross-sectional contours found in adjacent planes are connected and a 

surface of triangular polygons is defined between each pair of connected countours. 

The final description fo r each object is a collection of connected contours and a 

polygonal surface defined over them. (In the following section this en tire  process in 

described in greater detail.)

This basic approach was chosen because it ve ry  neatly reduces the d im ensiona lity

— in itia lly  from three to two dimensions, and as will be seen later, eventua lly from  tw o  

dimensions to one. Also, since no assumptions are made about the input data coming 

from  a single view of the scene, the actual data can as easily come from one as from  ten  

d iffe re n t views. Neither are assumptions made about the distances betw een the 

adjacent "cu tting” planes on which the actual analysis takes place; so the distances can 

be varied, being made larger in those regions in which the analysis proces reveals lit t le
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change in the scene, being made smaller when the analyses from in itia lly -ad jacen t planes 

are suffic ient dissimilar. Also, as may become more apparent later, this approach allows 

incremental, modular improvements at v irtua lly any place along the e n tire  

data-acquisition -  analysis -  reconstruction process.

4.3 Description of Analysis and Reconstruction Algorithm

Initia lly the basic surface points measured by the sensing system are converted  in to  

a surface representation. It is here that the single assumption about the scene is made. 

It is assumed that between adjacent scan-point positions the surface of the ob jec ts  in 

the scene can be approximated linearly. (Of course, in an improved im plem entation, the  

distance between individual scan-point positions could be varied dynamically, perhaps 

according to the variation in the local surface contour, making the above assum ption 

even less risky.) This single assumption allows the defin ition of a g rid  o f small 

triangu la r tiles over the entire scanned region — with each small triangle  in the g rid  

being defined by two consecutive laser positions on a laser scan line and a single laser 

position on one of the two adjacent scan lines. [Compare Figure 4 -3  w ith  F igures 4 -1  

and 4 -2 .] Of course since some of the points may be missing o r may have been 

discarded as "unreliable", there may be holes in this surface structure.

These small triangular tiles are used as the data fo r all fu rthe r processing. They 

are trea ted  individually, so that tiles in the subsequent analysis and reconstruc tion  

programs can come from d ifferent scans, made most likely from d iffe ren t o rien ta tions to  

the scene.

Next, the entire  group of these tiles — whatever their orig in  — are o rde red  

according to the ir highest Z value (vertical distance from the floor). The series o f





Polygonal surface defined over data poi

-4: Shaded version of polygonal surface
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"cutting  planes" parallel to the ground is now determined. These can be at a rb itra ry  

positions along the Z axis. (Actually there are already some provisions fo r va ry in g  the 

correspondence between the axes named in the input data and the ir assignment in the 

analysis system, e.g. the X Y Z input sequence can be treated as -X Z Y — see F igure 

4-5 .)

4.3.1 Analysis on Each Cutting Plane

The cross-sectional processing on each "cutting plane" is at the heart of the analysis 

system. Since the input surface tiles have been sorted by Z, determ ining which tile s  

in tersect the plane is straightforward. The intersections between this plane and these 

appropria te  tiles are now calculated. Reconstructing the object cross-sectlon6  

("sectionals") at this cutting plane is a matter of organizing the ju s t-d e te rm in e d  

line-segm ents into a number of simple closed regions (Figure 4-6).

The major d ifficu lty  is that these line-segments don’t usually connect d ire c tly  in to  

simple closed regions. There are invariably gaps and usually some conflicts. C onflic ts  

occur when two or more line-segments intersect or lie so close to each o ther tha t th e y  

are thought to represent the same surface, just disagreeing about its exact location. 

(The accuracy of the original system was claimed by Burton to be around .7 cm. At 

present, the system — at least when used w ith the laser deflection unit — does not 

achieve the same level of accuracy.)

To facilita te the construction of these closed regions, sorting is again em ployed — 

all the line-segments are ordered w ith respect to the ir larger Y coordinate. Closed 

regions are built up by sequentially processing the elements of this list, asking at each 

one, "does this line-segment connect to an already-begun regional contour ?" If it does,



Fig. 4-5; Alternate orientations of cutting-analysis plane

Fig. 4-6: The line-segment intersections between cutting plane 
and data polygons (segnents not necessarily connected)
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it is connected to that contour; otherwise a new contour is begun, w ith  this line-segm ent 

as its only member (Figure 4-7).

It it at this point in the analysis that the processing is effectively reduced from two 

to one dimension; to determine the disposition of the current line-segment, the situation 

is analyzed only along the horizontal line touching the top edge of this line-segment.

It is also at this stage that conflicts in the input data due to overlapp ing  

line-segm ents are resolved. When such a conflict occurs, a pair of new segments is 

generated such that the contour’s boundary is defined along the "inside" o f the 

in tersecting  segments. [ The "inside" of a line-segment is the side on which the ob jec t 

is presumed to  lie. This information is derived from the associated input polygonal tile  

whose original definition — from the order of its vertices in the scanning p a tte rn  — 

enables distinction between the side of the tile toward the laser and the side tow ard  the 

inside of the object on whose surface the tile lies. ]

Of course, it is possible for a line-segment to connect two a lready-estab lished  

contours, in which case the two are merged into a single, longer contour.

Since the list of input segments is ordered, each segment need be considered on ly

1 once in this region-constructing process. A fter all the line-segments are processed, a 

series of (possibly, but most likely not closed) contours will have been formed.

These contours are combined into a set of closed contours ("sectionals") by adding 

some artificially-created line-segments. These added segments are marked 

"blank-unknown" so that a later process can guide the sensing mechanism specifically to 

these regions in order to make direct measurements of these uncharted areas.
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Fig. 4-7: Sectional building — two started contours 
(unprocessed line-segments are indicated by dotted lines)

Fig. 4-8: Possible choices for sectional completion

Fig. 4 9: Optimal completion path (minimum total length) chosen
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Since there are many possible connection configurations, the one is chosed w hich  

contains the minimum total length of these added "blank-unknown" line-segm ents (see 

Figures 4 -8  and 4-9).

4.3.2 Inter-Plane Reconstruction

A fte r sectionals have been constructed on all cutting-analysis planes (F igure 4 -1 0 ), 

the ob ject-reconstruction  program defines a "skin" of new polygons between sectionals 

on adjacent levels which are determined to be connected. The connectiv ity  c r ite r io n  

used here is based on the overlap of sectional bodies in the XY plane — i.e., w he the r o r 

not there  would be an overlap if the Z values were ignored. In general the connection  

pa tte rn  between sectionals can be more complex than just 1 - to - l (see Figure 4 -11 ).

When a sectional does not connect to any sectional on an adjacent level, it is 

assumed that this part of the object being reconstructed has term inated here. A "cap” 

polygon is then generated which covers the entire sectional.

A fte r this sequence of determining cutting planes and sectionals and "sk ins" is 

fin ished fo r all levels from the top of the scene to the floor, ail the objects in the scene 

have been reconstructed — as far as possible, that is, w ith the given input data.

It is important to distinguish these newly-defined polygons from the o rig ina l 

polygonal tiles (as in Figure 4-3 and Figure. 4-4). The original polygonal tiles coming 

from  the basic laser scans are unordered, may come from several d iffe re n t scans, 

usually do not completely cover the surface of any one object (i.e., have "ho les") and 

may have conflicts among themselves as to the exact location of some surface. These 

new polygons which are mapped over the closed cross-sectional contours com plete ly 

define each object, in the sense that there are no gaps or "holes" in the surface and all
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the conflicts have been resolved in the surface structure; so, for instance, the bottom  of 

an object can be "filled in" (as in Figures 4-12, 4-13 and 4 - l4 e )  even though no o rig ina l 

scan data tiles were actually defined there.

The various colors in the reconstructed objects (Figures 4-13 and 4 -14e ) ind icate  

d iffe re n t Kinds of surface regions: 1) blue indicates surfaces which were derived  d ire c tly  

from  scan data, 2) green indicates parts interpolated between known points, using the 

completing-sectionals criterion; 3) red indicates conflicting areas — those fo r which the 

input data conflicted about the exact location of the surface. In a more soph istica ted  

implementation, the location of these regions could help a h igher-leve l co n tro lle r 

determ ine the most advantageous orientation of the sensing system for subsequent scan 

attempts.

Figures 4-14a through 4-14e illustrate the sequence of steps involved in the data 

analysis and object-reconstruction processes. [The actual te le type  listings of the 

program s’ executions, w ith commentary, are in Appendix C.]

Figures 4 -15  and 4-16 demonstrate the situation in which the sectionals o f the same 

object at adjacent analysis levels are completely disjoint in the X-Y plane. In such a 

case the connection between these sectionals is not discovered; this has happened in 

Figure 4 -16  w ith  both arms and one of the legs. Presumably subsequent scan attem ps 

o f the same object would gather enough additional data about these troublesome reg ions 

to  enable the appropriate connections to be made.

Figures 4 -17 and 4 -18 show, in two d ifferent forms, the unprocessed scan data from  

scenes w ith a small vacuum cleaner and a chair and a small box.
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Fig. 4-10: Closed contours of object at various analysis levels

Fig . 4 1 1 :  Polygonal skin defined over the contours 

(different object than Fig. 4-10)
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Fig. 4-14a: Perspective views of two separate laser scans 
of a simple cube (simulated data)

Fig. 4 - 1 4 b : Line-segments at a Z-level (from the above scan data) 
illustrating instances of gap and overlap
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F i q . 4 - 1 4 c ; Completed cross-sections of cube, with gaps and 

overlaps resolved

Fiq. 4- 1 4 d : Perspective views of simulated cube, 

reconstructed at 2 and 3 levels







4-17: Scanned surface of a vacuum and ho



CHAPTER 5

CONCLUSIONS AND POSSIBLE FUTURE DEVELOPMENTS

5.1 Conclusions

A combined hardware and software system has been described and dem onstra ted. 

It can measure surface contours of arb itra ry three-dimensional objects and cons truc t 

completed closed contour descriptions of all the objects seen from one or more v iew s o f 

the scene.

While many d iffe rent methods fo r acquiring three-dimensional data have been 

developed, the present approach was chosen as one which would allow the most 

easily-contro lled  and most flexible interaction with the host computer. The simple, 

d irec t mode of sensor operation - -  the digitization of a single a rb itra ry  point in the 

system ’s fie ld of view — seems uniquely weli-suited to the general p o in t-b y -p o in t, 

context-dependent operation of the many pictorial pattern recognition techniques which 

seem extendable to the analysis of this Kind of three-dimensional data.

Also, if the laser deflection unit and the spinning-disc detectors were mobile, the 

system could w ork in a wide range of environments; in order to acquire a descrip tion  o f 

a VW automobile fo r a computer animation system, for instance, one would no longer 

need to manually measure a model VW or the actual automobile; it would be reasonable 

to expect that one could simply take the system out to the parking lot ( perhaps on ly  at 

night,however ) and have the system itself generate the description. If the system  w ere 

mounted on a computer-controlled cart, it might even be able to move around the o b jec t,
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d ig itiz ing  only those parts which the analysis algorithm indicated still needed more data.

As a sensor for a robot, the system may enable more effic ien t processing of visual 

scenes. As previously mentioned, the robot’s vision processing could become more 

context-dependent; if it just wanted to move through an area, it may only need to  

measure and analyze a relatively few points in its d irect path. Only w hen it 

encountered an obstacle would it need to digitize the local region more densely, w ith  the 

pa tte rn  of the points being digitized perhaps being guided by an ob ject recogn ition  

system.

The uses for this kind of system are not limited to traditional com puter science 

areas. In the fie ld of medicine, the accurate measurement and analysis of the com plex, 

irregu la r contours of the human body has the potential fo r making available e n tire  new 

areas o f observation to aid the physician in the diagnosis of human ailments. Changes 

in the shape, size and volume of various parts — arms, breasts, legs — may be too small 

to be noticed by the unaided eye, but may signal the start of significant physio log ica l 

activ ity . S lowly-developing deformations in growing children may not be noticed until 

the d isorder has progressed beyond the reach of certain therapies.

Essential to the success of this kind of application is not only a su itab ly accurate and 

practical input device, but also an effective analysis system which can transform  the raw  

surface measurements into a form meaningful to the physician. The present so ftw a re  

system may be applicable almost without modification to some of these tasks. In the 

human measurement studies discussed in [10], some of the forms of graphical o u tp u t 

bear s trik ing  resemblance to the cross-sectional contours determined by the p resen t 

analysis and object-reconstruction system.
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The object descriptions produced by this kind of system can also be used to  

generate program specifications for numerically-controlled milling machines. A copy o f 

an object can thus easily be produced without touching the original. This may be usefu l 

e ither when the original object is too delicate to disturb, or when it is fina lly  to be made 

from  a material which is unsuited for the design process. With this kind of system  the  

designer can construct the object from the material of his choice — clay, so ft w ood, 

plastic — and still have the final object in the required medium, perhaps aluminum o r 

steel.

5.2 Further Development

Before most of these applications can become a reality, many improvements need to  

made, both in the actual hardware sensing system and the analysis and recons truc tion  

softw are.

5.2.1 Harware Improvements

The weakest parts of the present sensing system are the spinning-disc de tec to rs  

mounted on the corners of the room. As mentioned before, these were developed as 

part o f an earlier project [6]. While they are an interesting firs t attempt, they are next 

to  inadequate by current standards. For starters, a room ringed by four 22-inch s lo tte d  

metal discs, spinning at 3600 r.p.m., is not exactly an ideal working environm ent. The 

noise alone prevents all but emergency conversation. More seriously, the heat 

generated by the necessarily large electric motors is such that the system must be shut 

down fo r cooling a fter each 30 minutes of use. Moreover, the accuracy of the system  is 

la rge ly determined by parameters which are d ifficu lt to ca lib ra te : the 

constantly-changing spinning rate, the slightly d ifferent slit positions, the d iffe re n t pulse



w idths from the light-sensitive Photo-Multiplier tubes.

Another graduate student, Larry Evans, is presently developing a lternative  d ig itiz in g  

methods. A number of d ifferent approaches are being explored, all based on the idea o f 

transform ing the signals from several two-dimensional images of the scene in to  

one-dimensional measurements. A Key feature of the various methods, the  com plete 

absence of moving parts, is most encouraging. Interested readers are re fe rre d  to  

Evans’ research proposal and his forthcoming dissertation [7].

The other major part of the hardware system, the laser deflection mechanism, also 

has several serious limitations. Being a moving mechanical device, it encounters 

inevitab le  overshoot problems when attempting to move quickly from  one position  to  

another. The present electronics attempt to minimize this problem by gradually, ra th e r 

than instantly, changing the galvanometer signals from an old to a new value. This 

solution, however, is a very rough one at best. A significant improvement would be a 

system  whose galvanometers could provide continuous positional feedback, from  w hich 

the electronics could determine a much more accurate control signal, enabling the system  

to respond much faster, and presumably with more accuracy. With the increased speed, 

more sophisticated sensing strategies - -  such a real-time contour tracking — could 

become practical.

Perhaps the major inherent problem w ith the present hardware model Is the one of 

obstruction. Since it is a triangulating rangefinder, it needs an unobstructed  

line -o f-s igh t from both the laser origin and at least one of the detectors in o rd e r to  

d ig itize  a surface position. The more extreme the concavities on the o b je c t’s surface, 

the more often this obstruction problem prevents the digitization of a particu la r position . 

One possible solution is to have a different kind of ranging system. One which seems a
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reasonable candidate is a modulated laser tim e-o f-fligh t rangefinder. While the re  is at 

least one such product on the market whose specifications are outstanding, w ith  

accuracy approaching one part in 10**6, its price is unfortunate ly p ro h ib it iv e ly  

expensive [9].

Simpler, less expensive systems can, however, be constructed, but th e y  are 

p resen tly  limited to an accuracy of about one inch [15]. While this is not accurate 

enough fo r most digitizing purposes, it may still be appropriate fo r ce rta in  o th e r 

applications like robotics. These would certainly overcome many of the lim itations o f 

triangula ting rangefinders. There would no longer be a need for at least tw o  separa te  

positions from which to triangulate. Thus the operating environment could become less 

res tric tive . It is reasonable to expect that the range of useful distances could also be 

enlarged — for instance, real autos could perhaps be analyzed instead of ju s t to y  

models. All these advantages may outway the accuracy lim itations fo r ce rta in  

applications.

Of course, fo r some applications it may be advantages to have e ither the o b jec t o r 

the sensing device on a movable platform to allow controlled changes of o rie n ta tio n  

between the sensing device and the object(s) under consideration.

5.2.2 Improved Analysis and Reconstruction Methods

The range of possible improvements in the software is even larger than in the  

hardware sensing system. Due to the modular nature of the softw are im plem entation, 

improvements in v irtua lly  any area can be made w ithout modifying any o ther section.

The basic digitization could be made significantly more accurate. In the p resen t 

implementation, the basic three-dimensional coordinate determ ination from  the sensor
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input values does not take full advantage of the fact that the line of the laser ligh t in 

the room is known. If the deflection system were to be calibrated w ith  some precis ion, 

then the angular deflection parameters could be used in these calculations. A 

form ulation of the problem optimized to the geometry of the system may also be he lp fu l; 

fo r instance, a polar coordinate representation with origin at the laser deflection  po in t 

may yie ld a simpler set of equations to be solved.

Since the laser deflection is d irectly under computer contro l, an obvious 

improvement would be to implement a dynamically-changing scan of the environm ent. 

This could be as simple as varying the distance between adjacent sample pos itions 

based on the local surface contour, or it could be as involved as placing the e n tire  

reconstruction and recognition process directly in control of the scan. In this w ay, the  

laser beam could only be moved to those parts of the scene which were of s ign ifican t 

in te res t to the system.

Perhaps the most far-reaching modification would be to infuse the analysis and 

reconstruction process with some ’a p rio ri’ knowledge about the objects it is like ly  to  

encounter. Such knowledge could aid not only in guiding the scanning process, but also 

in helping to resolve difficulties in reconstructing parts of objects about which the re  is 

incomplete information. .



APPENDIX A

NWRSL—(NeW Real-time digitization w ith Scanning Laser) — or RSL — contro ls  the laser 

deflection system, acquires raw points from the Burton Box hardw are and 

software, generates a — .DAT file of all acceptable 3-D measurements in a 

laser scan.

NPTDIS - -  (New PoinT DISplay) - -  displays (onto a Tektronix 4012 storage scope) the  

raw 3-D points from a (— .DAT) file from NWRSL . It can also f ilte r  out po in ts  

which are grossly out of place, the filte ring  being based on a minimum d istance 

crite rion  from adjacent sample points.

NGENPO—(New GENerate POIygonal surface) — reads in a points file  (— .DAT) from  

NWRSL and generates a surface of triangular polygons over these po in ts. 

These polygon definitions are output onto a — .POL file. For d iagnostic 

purposes, a number of other data files can also be generated. The most 

frequently  U6ed ones are

— .PTB, a two-dimensional grid of characters showing w he ther o r not 

the data point at each position in the scan has been succesfully d ig itized,

— .MDR, the original data points and the just-defined polygonal surface, 

in the standard (MOTION-DATARD) graphics system format. This enables easy 

display of the original points and polygonal covering.

MAJOR SOFTWARE MODULES
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SCANA — (SCan ANAIyzer) — accepts one or more pairs of point (— .DAT) and po lygon  

(— .POL) files from NWRSL and NGENPO; and generates a file  of line-segm ents 

(— .SGM). These line-segments are the intersections of the polygons w ith  

chosen cutting/analysis planes.

MAKSEC — (MAKe Sectionals) — generates a (— .SEC) file  of sectionals (closed 

cross-sectional regions) from a line-segment file from SCANA.

OBREC — (OBject REConstruction) - -  generates complete object descriptions from  a 

cross-sectional file (— .SEC) of MAKSEC. These descriptions are in the fo rm a t 

of the current general-purpose graphics software at U. o f Utah 

(MOTION-DATARD).



APPENDIX B

DATA FILE FORMATS

Original Point File Format

<— .DAT file> <scan d e s c r ip to r <a data point>* [*  ■ one or more instances]

<scan descriptor> <number of positions on a scan line> <number of scan lines>
<scan i.d. number>

<a data point> <point i.d. number> <X-value> <Y-value> <Z-value>

A Sample — .DAT File

5 3 1 
1001001 + .1 0.01 +20
1001002 -10 0.02 +10
1001003 -20 0.03 0
1001004 -10 0.02 -10
1001005 + .1 0.01 -20
1002005 + .1 10.01 -20
1002004 -10 10.02 -10
1002003 -20 10.03 0
1002002 -10 10.02 +10
1002001 + .1 10.01 +20
1003001 + .1 20.01 +20
1003002 -10 20.02 +10
1003003 -20 20.03 0
1003004 -10 20.02 -10
1003005 +.1 20.01 -20
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Polygon File Format

<— .POL file>

<« polygon definitlon>

A sample — .POL file

NXSTEPS*■5 NYSTEPS=3 IDSCAN-1000000
1001001 1002001 1001002
1001002 1002001 1002002
1001002 1002002 1001003
1001003 1002002 1002003
1001003 1002003 1001004
1001004 1002003 1002004
1001004 1002004 1001005
1001005 1002004 1002005
1002001 1003001 1002002
1002002 1003001 1003002
1002002 1003002 1002003
1002003 1003002 1003003
1002003 1003003 1002004
1002004 1003003 1003004
1002004 1003004 1002005
1002005 1003004 1003005

<one text line> <a polygon d e fin it io n s

<point l.d. number>*** <carriage-return and llne -feed>  
[ * * *  -  3 or more instances ]
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Segments File Format

<— .SGM file  > <one level’s segments>* END

<one leve l’s segments> LEVEL <Z-value> <a segment d e sc rip tio n s

<a segment description> <X1 vaiue> <V1 value> <X2 value> <Y2 value>
<orientation> <a single polygon description>

A Sample — .SGM File

LEVEL 2 0 .0 0 0
9 .9 8 0 -1 0 .0 2 0 . 000 -2 0 .0 0 0 1 1002003 1003002 1003003

.0 0 0 -2 0 .0 0 0 - .0 3 0 -1 9 .9 7 0 1 1002003 1003003 1002004
- .0 3 0 -1 9 .9 7 0 -1 0 .0 0 0 -1 0 .0 0 0 1 1002004 1003003 1003004

-9 .9 8 0 1 0 .0 20 .000 2 0 .000 1 2002003 2003002 2003003
.0 0 0 2 0 .0 0 0 .030 19 .970 1 2002003 2003003 2002004
.0 3 0 1 9 .9 70 10.000 10 .000 1 2002004 2003003 2003004

1 9 .9 9 0 .09 0 10.000 -1 0 .0 0 0 1 1002002 1003001 1003002
1 0 .0 0 0 -1 0 .0 0 0 9 .980 -1 0 .0 2 0 1 1002002 1003002 1002003

-1 0 .0 0 0 -1 0 .0 0 0 -1 0 .0 2 0 -9 .9 8 0 1 1002004 1003004 1002005
-1 0 .0 2 0 -9 .9 8 0 -2 0 .0 0 0 .100 1 1002005 1003004 1003005
-1 9 .9 9 0 - .4 8 9 -1 0 .0 0 0 10.000 1 2002002 2003001 2003002
-1 0 .0 0 0 10 .000 -9 .9 8 0 10.020 1 2002002 2003002 2002003

1 0 .0 0 0 10 .0 00 10 .020 9 .9 7 9 1 2002004 2003004 2002005
1 0 .0 2 0 9 .9 7 9 20 .000 - .5 0 0 1 2002005 2003004 2003005
2 0 .0 0 0 .100 19 .990 .090 1 1002001 1003001 1002002

-2 0 .0 0 0 - .5 0 0 -1 9 .9 9 0 - .4 8 9 1 2002001 2003001 2002002
LEVEL 9 .0 0 0

8 .9 7 9 -1 1 .0 2 1 . 000 -2 0 .0 0 0 1 1001003 1002002 1002003
. 000 -2 0 .0 0 0 -1 .0 2 9 -1 8 .9 7 1 1 1001003 1002003 1001004

-1 .0 2 9 -1 8 .9 7 1 -1 0 .0 0 0 -1 0 .0 0 0 1 1001004 1002003 1002004
-8 .9 7 9 11.021 . 000 20 .0 00 1 2001003 2002002 2002003

.00 0 20 .0 00 1 .029 18.971 1 2001003 2002003 2001004
1 .0 2 9 18.971 10 .000 10.000 1 2001004 2002003 2002004

1 8 .9 8 9 - .9 2 1 10.000 -1 0 .0 0 0 1 1001002 1002001 1002002
1 0 .0 0 0 -1 0 .0 0 0 8 .9 7 9 -1 1 .0 2 1 1 1001002 1002002 1001003

-1 0 .0 0 0 -1 0 .0 0 0 -1 1 .0 1 9 -8 .9 7 1 1 1001004 1002004 1001005
-1 1 .0 1 9 -8 .9 7 1 -2 0 .0 0 0 .100 1 1001005 1002004 1002005
-1 8 .9 8 9 .562 -1 0 .0 0 0 10.000 1 2001002 2002001 2002002
-1 0 .0 0 0 1 0 .0 00 -8 .9 7 9 11.021 1 2001002 2002002 2001003
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1 0 .0 0 0 10 .000 11.019 8.
1 1 .0 1 9 8 .9 3 0 20 .000
2 0 .0 0 0 .10 0 18.989

LEVEL 3 .0 0 0
2 .9 7 3 -1 7 .0 2 7 .000 -2 0 .

.0 0 0 -2 0 .0 0 0 -7 .0 2 3 -1 2 .
-7 .0 2 3 -1 2 .9 7 7 -1 0 .0 0 0 -1 0 .
-2 .9 7 3 17 .027 .000 20.

.00 0 2 0 .0 0 0 7 .023 12.
7 .0 2 3 12 .977 10.000 10.

1 2 .9 8 3 -6 .9 8 7 10.000 -1 0 .
1 0 .0 0 0 -1 0 .0 0 0 2 .9 7 3 -1 7 .

-1 0 .0 0 0 -1 0 .0 0 0 -1 7 .0 1 3 -2 .
-1 7 .0 1 3 -2 .9 1 7 -2 0 .0 0 0
-1 2 .9 8 3 G.8G8 -1 0 .0 0 0 10.
-1 0 .0 0 0 10 .000 -2 .9 7 3 17.

1 0 .0 0 0 10 .0 00 17 .013 2.
1 7 .0 1 3 2.G3G 20.000
2 0 .0 0 0 .10 0 12 .983 -G.

END

1 2001004 2002004 2001005
1 2001005 2002004 2002005
1 1001001 1002001 1001002

1 1001003 1002002 1002003
1 1001003 1002003 1001004
1 1001004 1002003 1002004
1 2001003 2002002 2002003
1 2001003 2002003 2001004
1 2001004 2002003 2002004
1 1001002 1002001 1002002
1 1001002 1002002 1001003
1 1001004 1002004 1001005
1 1001005 1002004 1002005
1 2001002 2002001 2002002
1 2001002 2002002 2001003
1 2001004 2002004 2001005
1 2001005 2002004 2002005
1 1001001 1002001 1001002

930
500
921

000
977
000
000
977
000
000
027
917
100
000
027
G3G
500
987
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Sectionals File Format

< — .SEC file> <one level’s sectionals>* END '

<one leve l’s sectionals> LEVEL <Z-value> <a sectional d e s c r ip tio n s

<a sectional description> SECTIONAL <line-segment d e s c r ip tio n s **

<line-segment description> <X-value> <Y-value>
<type of line-segment (from this point to  the nex t) >

< type of line-segment> <standard line-segment>
CONFLICT
BLANK

<st«nd«rd line-segment> POLYGON <a 6ingle polygon description>

<a single polygon description> <point i.d. num be rs**

A Sample — .SEC file

LEVEL 20.000 
SECTIONAL

. 000 -2 0 .0 0 0 POLYGON 1002003 1003003 1002004
- .0 3 0 -1 9 .9 7 0 POLYGON 1002004 1003003 1003004

-1 0 .0 0 0 -1 0 .0 0 0 POLYGON 1002004 1003004 1002005
-1 0 .0 2 0 -9 .9 8 0 CONFLICT
-1 8 .7 0 9 - .1 9 4 CONFLICT
-1 0 .0 0 0 10.000 POLYGON 2002002 2003002 2002003

-9 .9 8 0 10 .020 POLYGON 2002003 2003002 2003003
.000 2 0 .000 POLYGON 2002003 2003003 2002004
.030 19 .970 POLYGON 2002004 2003003 2003004

1 0 .0 00 10 .000 POLYGON 2002004 2003004 2002005
1 0 .0 20 9 .9 7 9 CONFLICT
1 9 .7 09 - .1 9 4 CONFLICT
1 0 .0 00 -1 0 .0 0 0 POLYGON 1002002 1003002 1002003

9 .9 8 0 -1 0 .0 2 0 POLYGON 1002003 1003002 1003003
.EVEL 9 .0 0 0
SECTIONAL
-1 8 .9 8 9 .562 POLYGON 2001002 2002001 2002002
-1 0 .0 0 0 10 .000 POLYGON 2001002 2002002 2001003



-8 .9 7 3 - 11.021
.000 2 0 .0 00

1 .0 2 9 18.971
10 .0 00 10.000
11 .0 19 8 .9 3 0
19 .7 09 - .1 9 4
18 .9 89 -.9 2 1
10 .0 00 -1 0 .0 0 0

8 .9 7 9 -1 1 .0 2 1
.000 -2 0 .0 0 0

-1 .0 2 9 -1 8 .9 7 1
<10.000 -1 0 .0 0 0
-1 1 .0 1 9 -8 .9 7 1
-2 0 .0 0 0 .100

LEVEL 3 .0 0 0
SECTIONAL

-1 2 .9 8 3 6 .8 6 8
-1 0 .0 0 0 10 .000

-2 .9 7 3 17 .027
.00 0 2 0 .0 00

7 .0 2 3 12.977
10 .0 00 10 .000
17 .013 2.G3G
19.709 - .1 9 4
12 .983 - S .987
1 0 .0 00 -1 0 .0 0 0

2 .9 7 3 -1 7 .0 2 7
.000 -2 0 .0 0 0

-7 .0 2 3 -1 2 .9 7 7
-1 0 .0 0 0 -1 0 .0 0 0
-1 7 .0 1 3 -2 .9 1 7
-2 0 .0 0 0 .100

END

POLYGON 2001003
POLYGON 2001003
POLYGON 2001004
POLYGON 2001004
CONFLICT
CONFLICT
POLYGON 1001002
POLYGON 1001002
POLYGON 1001003
POLYGON 1001003
POLYGON 1001004
POLYGON 1001004
POLYGON 1001005
BLANK

POLYGON 2001002
POLYGON 2001002
POLYGON 2001003
POLYGON 2001003
POLYGON 2001004
POLYGON 2001004
CONFLICT
CONFLICT
POLYGON 1001002
POLYGON 1001002
POLYGON 1001003
POLYGON 1001003
POLYGON 1001004
POLYGON 1001004
POLYGON 1001005
BLANK

2002002 2002003
2002003 2001004
2002003 2002004
2002004 2001005

1002001 1002002
1002002 1001003
1002002 1002003
1002003 1001004
1002003 1002004
1002004 1001805 
1002004 1002005

2002001 2002002 
2002002 2001003
2002002 2002003 
3002003 2001004
2002003 2002004
2002004 2001005

1002001 1002002
1002002 1001003
1002002 1002003
1002003 1001004
1002003 1002004
1002004 1001005 
1002004 1002005
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Since this file  is in the format of the currently popular Utah graphics so ftw a re  

(MOTION-DATARD), interested readers should re fer to the internal Computer Science 

Dept, memos on the subject. Basically the file consists of 3-D point positions and 

polygons defined over the points. The specific structure of the file  here is a sequence 

o f blocks surrounded by "NAME-" and "END-" statements. The names used w ith  these 

statements are L I, L2, L3, etc., indicating the Z-levels at which the recons truc tion  

process was applied. Defined at each level in this file  are the points that lie  in tha t 

plane (notice that the ir Z values are identical) and the polygons that lie e n tire ly  in th is  

plane (the top and bottom "cap" polygons) and the polygons which form  the su rface  

between connected sectionals on this level and sectionals on the preceeding level. ( "T" 

in the polygon defin ition sections re fer to points at the preceeding level.) "COLTAB" 

commands indicate changes in the coloring of the polygons being defined. Colors of the  

polygons indicate the nature of the local surface region — being e ithe r a 1) 

standard-measured surface, or 2) one which was in itia lly  blank but was la ter " fille d  in", 

o r 3) one whose exact position was in conflict. •

SM00TH-N0 
■ NAME-L1 

B00Y=SCENE 
POINTS 
1 1 0  0
2 0 1 0
3 0 0 1
4 0 0 0
5 .000  -2 0 .0 0 0  -2 0 .0 0 0

A Sample of a Reconstructed Object File
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G - .0 3 0  -1 9 .9 7 0  -2 0 .0 0 0
7 -1 0 .0 0 0  -1 0 .0 0 0  -2 0 .0 0 0
8 -1 0 .0 2 0  -9 .9 8 0  -2 0 .0 0 0
9 -1 9 .7 0 9  - .1 9 4  -2 0 .0 0 0
10 - 10.000 10.000 - 20.000
11 -9 .9 8 0  10.020  -2 0 .0 0 0
12 .000  20.000  - 20.000
13 .030  19.970  -2 0 .0 0 0
14 10.000  10.000  -2 0 .0 0 0
15 10.020  9 .9 7 9  -2 0 .0 0 0  
1G 19.709  - .1 9 4  -2 0 .0 0 0
17 10.000  -1 0 .0 0 0  -2 0 .0 0 0
18 9 .9 8 0  -1 0 .0 2 0  -2 0 .0 0 0  
POLYGONS
1 18 5 G 7 
COLTAB 9
2 7 8 9 10 11 12 13 14 15 IB  17 18 
AXIS 1 2 4 3
AXIS 2 3 4 1
AXIS 3 1 4  2
END-L1
NAME=L2
POP-L1
BOOY=SCENE
POINTS
1 -1 8 .9 8 9  . 5G2 -9 .0 0 0
2 -1 0 .0 0 0  10.000  -9 .0 0 0
3 -8 .9 7 9  11.021 -9 .0 0 0
4 .000  20 .000  -9 .0 0 0
5 1 .029  18.971 -9 .0 0 0  
G 10.000  10.000  -9 .0 0 0
7 11.019  8 .9 3 0  -9 .0 0 0
8 19 .709  - .1 9 4  -9 .0 0 0
9 18 .989  - .9 2 1  -9 .0 0 0
10 10 .000  -1 0 .0 0 0  -9 .0 0 0
11 8 .3 7 3  -1 1 .0 2 1  -9 .0 0 0
12 .000  -2 0 .0 0 0  -9 .0 0 0
13 -1 .0 2 9  -1 8 .9 7 1  -9 .0 0 0
14 -1 0 .0 0 0  -1 0 .0 0 0  -9 .0 0 0
15 -1 1 .0 1 9  -8 .9 7 1  -9 .0 0 0  
1G -2 0 .0 0 0  .100  -9 .0 0 0  
POLYGONS
1 t5  8 T6
2 tG 8 T7 
3 f 7  8 9
4 t7 9 18
5 f8  9 t9  
G T9 9 10
7 T9 10 t l 0  
COLTAB G
8 t l 0  10 11
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9 t l 0  11 12
10 t l 0  12 t i l
11 t i l  12 13
12 t i l  13 t l 2
13 t l 2  13 14
14 t l 2  14 15 
COLTAB 7
15 t l 2  15 1G 
1G t l 2  1G 1 
COLTAB G
17 t l 2  1 2
18 t l 2  2 3 "
19 t l 2  3 t l 3
20 t l 3  3 4
21 t l 3  4 t l 4
22 t l 4  4 5
23 t l 4  5 G 
COLTAB 9
24 t l 4  G t l 5
25 t l 5  G 7 
2G t l 5  7 t lG
27 t lG  7 t l 7
28 t l 7  7 8
29 t l 7  8 t l 8
30 t l 8  8 t5  
END-L2 
NANE=L3 
P0P-L2 
BODY-SCENE 
POINTS
1 -1 2 .9 8 3  G.8G8 -3 .0 0 0
2 -1 0 .0 0 0  10.000  -3 .0 0 0
3 -2 .9 7 3  17.027  -3 .0 0 0
4 .000  20 .000  -3 .0 0 0
5 7 .0 2 3  12.977  -3 .0 0 0  
G 10 .000  10.000  -3 .0 0 0
7 17 .013  2.G3G -3 .0 0 0
8 19 .709  - .1 9 4  -3 .0 0 0
9 12 .983  -6 .9 8 7  -3 .0 0 0
10 10 .000  -1 0 .0 0 0  -3 .0 0 0
11 2 .9 7 3  -1 7 .0 2 7  -3 .0 0 0  -
12 .000  -2 0 .0 0 0  -3 .0 0 0
13 -7 .0 2 3  -1 2 .9 7 7  -3 .0 0 0
14 -1 0 .0 0 0  -1 0 .0 0 0  -3 .0 0 0
15 -1 7 .0 1 3  -2 .9 1 7  -3 .0 0 0
16 -2 0 .0 0 0  .100  -3 .0 0 0  
POLYGONS
COLTAB 7 
1 t l  16 1 
COLTAB 6
2 t l  1 2
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3 t l  2: t2
4 t 2  2: 3
5 t2  3 t3
B t 3  3 4
7 t 3  4 t4
8 t 4  4 5
9 t 4  5i t5
10 t5 5 G
11 t5 G tG
COLTAB 9
12 t6 6 7
13 tG 7 t7
14 17 7 8
15 t7 8 t8
1G t8 8 9
17 t8 9 t9
18 t9 9 10
COLTAB 6
19 t9 10 t l 0
20 t l 0 10 11
21 t l 0 11 t i l
22 t i l 11 12
23 t i l 12 t l 2
24 t l 2 12 13
25 t l 2 13 t l 3
2G t l 3 13 14
27 t l 3 14 t l 4
COLTAB 9
28 t l 4 14 ‘ 15
29 t l 4 15 t l 5
30 t l 5 15 1G
COLTAB 7
31 t l 5 1G t lG
32 t l 6 1G t l
COLTAB G
33 14 13 12 11 10
COLTAB 9
34 14 10 9 8 7 G 5 4 3 2
35 2 1 1G 15 14
END-L3
END- DATA



The default scan area covers a reg ion of 
approximately + /- 28 units by + /-  30 units at 
a distance of 1 0 0  units from the laser.
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Declining this setting, we are allowed to 
specify each of the limits of the scan, to 
visually check them, fo r possible adjustm ent, 
before specifying the next lim it value.

YMIN =? - IB  

OK ?CY/N)

YMIfJ =?

OK ?<Y/N) £

YMIN =? -26 

OK ? ( Y/ N) _Y_

YMAX =? 0.

OK ?<Y/N) _Y

NXSTEPS, NYSTEPS=? 15 15

At each position of the laser the 3 -D  position  
of the surface spot is measured by the 
sensors and calculated a multiple number of 
times (for increased re liab ility  and accuracy). 
[ In this case, this number — NSAMP — is set 
to 10.] If the measurement attem pt is 
successful for less than a prescribed num ber 
(in this case 7 ) of these attempts (it can fa il if 
less than 3  of the sensors "see" the spot or 
the calculated position varies too fa r from  the 
previously calculated position) then no 3 -D  
position value is recorded fo r that position of 
the laser beam. To fu rthe r minimize the

NSAMP»=MINSAM*=NCUTOF=? 10 7 6 

9CIAN ID .  NM. =?

NM. OF TOTAL SCANS:? _1_

WANT OUTPUT OF RAW MEASUREMENTS ?
OK ? ( Y/N) N

TRAPSS CALLED. IT  I S  NOT HERE AND NO LONGER NECESSARY 
A  NUMBER OF L. E .D .S :  2

effect of position values which s tray  too fa r 
from mean position, the final value is 
calculated from a subset of the values which 
lie closest to the initial mean value. (In th is  
case, the 6 closest values are used in the fina l 
calculations, i.e. the 1 to 4 fa rthest ones are 
ignored.)

An identification number is used fo r each scan 
so that data from multiple scan of the same 
scene can be uniquely identified and thus 
used in the same reconstruction process.

The raw measurements (as discussed above) 
can be output fo r diagnostic purposes.

Setting the number of L.E.D.’s is a vestige  of 
Burton’s program. The only purpose it 
serves w ith the laser option is to 
automatically eliminate calculated positions 
which are more than a threshold (16 inches) 
away from the previous position calculated.
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Listed now are the original data files, as they 
would come from the d ig itiz ing so ftw a re  
(NWRSL). As described more fu lly  in 
Appendix B, these files start w ith  a descrip to r 
line, telling the number of samples on a scan 
line (5), the number of scan lines (3), and the 
scan identification number (1 or 2 here). Of 
course most actual scans contain several 
hundred points or more.

It should be noted th a t the  da ta  used  h e re  Is 
simulated, genera ted  to  Illu s tra te , w ith  m in im um  
d is tractions, much o f the  sys te m ’s c a p a b ilit ie s .

We firs t generate a skin of polygons 
(triangles, actually) over all adjacent po in ts 
which are in the input file.
N - -  We don’ t care to save (in some disk file ) 
all those polygons which are no good — those 
for which one or more defining po in ts are 
missing. We know that alt cu rren t points are 
good.

POINT-TABLE — is a scan grid  show ing 
present/missing status of each point.

(Like some rea l-w orld  creditors, this com puter 
system mercilessly pesters over-ex tended  
clients.)

(Dashed lines indicate typing e rro rs .)

WANT P 01 NT-TATLE H L R ?
1 8SS :>3X P A ^  LEFT! !
FUCHS 15 315  PASE9 0VF9 ALLOCATION! *  
N

WANT 10TI  0N-D4TA3D OUTPUT 7Y 
>I0TI O N- ^ a t a ^D  r i L E i m ^ T ^ X l  . 'QD

■JANT FI L L - 3 L A  ‘K  - P 0 I  NTS ?N

TBOXi.MDR --This w ill be a point and polygon 
file of the just-defined surface in the form at 
of the currently standard graphics so ftw a re  
at Utah (MOTION-DATARD).

N X ? T E P ? = 5  ' J Y ^  T E ° 5  i 3  n ? C  A ^ :  I ■»'» ■’ l ' ’ -’

E'JTEQ L I'- ilT ; or yor,' n r'Ti V0[ '•*“ ? y ' I I ' I  v -1 a V 
-1 1 3  1 1 1  -1 C M  [ i !  - i l l  i n '

v^I

ENTER BOTTOM OF 0 1 J 3 3 T '  HEIGHT (F09 COLOPJN^ '15?) ->zi 
SMOOTH: NO “
NA^iEiSCAN^ All points NOT within this defined volume

assumed to be incorrect and are discarded.
are



70

YNOV I MI TI AL l?ED TO 1 PT ID ,MEXT=t!

E X IT .
TC
aCOP TB0X1 .P0L :2 (TO) TTY! r OK 1
NXSTEPS -5  MYSTEPS r3 ITSCAMr 1 0000,,0
1 nfll 001 1002001 1001002
100100? 1002 00 1 1002 00?
1001002 1002 0*2 10 0 1003
1001003 1^02002 1002003
1 001 ?03 1002 0013 100100 4
1 001 0104 1002 0*3 10 02 00 A
1001004 1002004 1001005
100100 5 1002004 100200?
1 0^2001 1003^1 1n n
1 002 002 I 0 03 0 0 I i 0 03 0 02
1 002 0 02 1 003002 10 02 0 03
1 002 003 I 003002 1” 03 003
1 002 003 1003003 1002 004
1 002 0" & 1003.003 1003004
I 0 02 0 0 4 10030 14 1 ^ ̂  s
1 002005 I 003004 1003005
■?COP TSOX 1 -2 (TO) TTY* [ OK !
SMOOTH = MO
M A ^ E=SC A Nil
8 OOY -SC E'lE
POI NTS
1 1 0  0
2 0 1 0
3 0 0 1
4 0 0 0
5 - 3  0 - 5 2 5
6 45  - 5 25
7 45 - 5 - 3  0

1K~j1CC - 3 0
9 - 3 0  5 - 3 0
POLYCOM"
C0LTA3 “S
1 5 6 7 ?
2 7 R 9
3 9 ? 7
AXIS 1 2 4 3
AXIS  2 3 4 1
AXIS 3 1 4 2
END-SC AMI
NA^ErS f)Ml
3 0 3Y=SCEME
POPrSC AMI
POIMTS
1 . 1 0 0 . 0 1 0  2 0 . 0 0 0
2 - I " .  0 0 0 . 0 ? 0 1 *  . 0 0 0
3 - 2  0 . 0 0 0 .03 0 . 0 0 0
4 - 1 0 . 0 0 0 . 0 2  0 - | 'V.-lf)
5 .1 0 0 . 0 1 0  - 2  0 . '' 1
*  .1 " 0 1 0 . 0 1 0  -;2 0 . 0 0 0
7 -1 0 . 0 0 0 1 0 . 0 2  0 - 1  0 . 0 0 0
? - 2 0 . 0 0 0 1 0 . 03 0 , 0 00
Q - 1 0 , 0 0 0 1 0 . 0 2  0 1 "  ,0 0 0
1 0  . 1 0 0 1 0 . 0 1 0 ? 0 . 0 0 0
11 . 1 0 0 2 0  . 01 0 2  0 . 0 0 0
12 - 1 0 . 0 0 0 2 0 .09 0 1 0 .0 00
13 -2  0 . 0 0 0 20  .03 0 .00 0
14 - 1 0 . 0 0 0 2 0  . 0 ? 0 -1 0 . 00 0
15 . 1 0 0 2 0 . 0  1 0 -2  0 .0 0 0
POLY ROMS

The rest of this program is diagnostic messages; 
a +0 ("C0NTR0L-0") disables this Kind of output.

We now look at the polygon file just generated; 
It looks good — just a list of input data points 
which define each polygon. '

The large point i.d. numbers make it 
particularly easy to integrate data from many 
different scans into the same analysis s truc tu re  
and still maintain unique point i.d.’s.

We now look at the standard graphics form at 
file just generated. It contains, in addition to 
the data in the previous point and polygon files, 
a definition of orthonormal vectors fo r easy 
rotation manipulations when later view ing this 
object. This file also defines two additional 
polygons - -  a "floor" and a "tab" on this floo r — 
to aid visual orientation when displaying the 
object(s).

The point values here match those of the 
original input files, except this graphic system 
requires consecutive point i.d.’s, s tarting w ith  1 .

1 1 1 ^ 2
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c

c

V  '  z ‘ - f w  ■ <ji ■
3 2 o 3
4 3 9 8
5 3 8 4
6 4 8 7
7 4 7 5
8 5 7 6
9 1 fl 1 t 9
1 a 9 1 I 12
1 1 9 12 8
12 8 12 13
13 8 13 7
1 4 7 13 1 4
1 5 7 1 4 6
1 6 6 1 A 1 5
ENDrSONl
EN!0=DATA
©NGENPO

We generate the polygons file fo r the second 
original point file. (Exactly the same as fo r the 
first file.)

INPUT F I L E ; T30X2 . 0 AT

WANT POLYGON-ONLY H  LE 7 
L 83 7 p5K PAGE' LEFT ! !
FIJCHS IS 31 7 PARES 0VE3 ALLOC ATI  !
Y_
NEy p o l y g o m  f i l e  . p o l

WA NT NO-GO 09 POLYGON '  F IL E  V±

WANT P 0 I N T - T A 3 L E  F ILE7N

WANT MtJTI ON-OATA&r) OiJTp | IT?Y 
MOTI 0 N—DA TAR D FI LE = 7T? 0*2

WANT FI LL -9LAMK-POI ' JT?  ?N

NXSTEPS =5 NYSTE?S:3 I "KC A *}=? ^
ENTE* L I  11TS o r  u r w i ' K  V^LUMC. y -j v ^ v  
-Ifln i jt'H -itn \ar>. -ie?. in?.

-r •! v " \ v , i .«j <i -r ><̂ v

E*«TE^ 9 OTT O'* OF 09 J EC T WEIGHT C O L ^ I " "  !R F )  ‘>zn
S MOOTW : 'JO 
NAME^SC AN 

YN3U I N I T I A L I Z E " )  TO 1 PT I  0 , .ME/ *0

C

E X IT .
tC
®POET 

POET 6 -DEC -74 n?q 
#READ T ̂ 0X2.^ a t  f OLO VFPSIO;;)
* 2 £ ) l l
2 0 C M 0 3 1  - . 5  n - . * l  - 2 *

2 f l f l l  3 ^ 1  - < £ 2 * 5  ' 2 ^

#_/
2 PI- H  W \  - 8 7 . 5  ?  , /M  - 2 1

4 I . 3 /
5 3 2

2 /w \ m \  - 3 7 . 5  9 1 . c i i  - 2  ft

2<Wl <M2 + !«  m ,Q2 -in
2 fl f l l  1 1 3  + ? f l  A  , C 1 3  tl

2 0 3 1 + [ a n .92 + Ifl
#OVEPWP I TE T*»fly? . t A f  7 r ‘1^/ VE^IOM)
#Fl MI
^ MGENPO

I HP LIT FI LEt T30X2 .OAT

For experimentation, la fs  alter the value of one 
of th» original polnte - -  from - 5  to -87.5.

We'll again execute NGENPO to get a polygon 
mapping for this altered data file.



72

C  WANT POLYGONS-ONLY ^ L E ?
1 799 OSK PAGES LEFT! !
FUCHS IS  323 PAGES OVER ALLOCATION!!

*  I -  -
NEW POLYGON F I L E  NA ME-7TVN VTQX2 .POL

C WANT,NO-GOOD POLYGONS' F ILE7Y
NEW 'FA I LET* POLYGONS' F IL E  NAM'r^TTO

•  WANT POI NT-TABLE FILE7Y
POI NT-TABLE FI LE = ?T3 0X2 .PT^

t  WANT MOTION-DATARD OUTPUT7Y 
MOTI ON-DATARD F IL E  = ?TB0*2 . ’H P

C WANT F ILL-BLA NK -POI NTS ?N_

NXS TEPS : 5 NYSTEPSr3 I DSC A N -2 w 
ft ENTER L IM ITS OF WORKING VOLUME: v * IN  

-2 5 25 -2 5 25 -2 5 25 ’

c ENTER 'BOTTOM OF OBJ ECT '  H El GUT (FOR 
SMOOTH: NO 
NAMErSCAV 

v. YNOW I N IT IA L I S E D  TO 1 PTIDtO

E X IT ,  
t  tC

^CO3 T9 0X2 . NGP; 1 (TO) TTY; r OK ]

2?i?l '’■'’I 2nci2?i i  2'3'M
^ C O P  T B 0 X 2 . P T 3 : 2  ( T i )  TT ' f ' r  r ' K  ]
NX3 TEPS : 5 NY3TEPS:3 I DSC A Nr? I ft
3 zXXXXX
2 rXXX.XX 
1 z.XXXX 

■ • ? SCA NA

MUMMY MODE? (Y/N)N_
c

POINT F IL E  1 rT3 0X1 .HAT

DESCRIPTI ON? 5 3 1 
TOTAL MM. P T S . :  15
WANT SORTED PO INTS? (Y/N)N

t
POLYGON F IL E  1 =TB0X1 .POL

v DESCPI PTI ON: NXSTEPS : 5 MYSTEPS-J ID3CA 
TYPE DISCARDED POLYGONS? (Y/M)_N

v  MAX .GR OUND-LEVEL?
1 745 DSx PAGF.S L E CT! !
FUCHS IS  324 PAGES OVFR ALLOCATION!!

<■- 1

TOTAL mm . P 0LYG0N3 r 1$
c. TOTAL MM. POLYGONS CONSIDERED); 1

POINT F IL E  g-TBO*? .naT

' D ESC R IPT IO N S  3 2
TOTAL MM. PTS , r  3^
WANT SORTED PO INTS? (Y/N) v_

C
( 1 ) = 1 51*1 flfll 2 V  .1 91 Cl

We’ll now look at a "no good" polygons file  
to check if the polygon depending on th is 
altered (and to be discarded) data point is 
also discarded.

X2.MG?

We’ ll also look at — .PTB file  and check fo r 
the discarded position.

Hopefully by defining the acceptable 
volume, the previously altered point w ill be 
judged unacceptable.

Y M A Y  Y ^ T  m V MA  Y MT M 7 M ^ Y  9 ;•  ̂- t 1 t t A f

As expected the discarded polygon 
definition appears in this "d iscarded" list 
(it’s the only entry).

Looking at the point-table file  we 6ee (by 
the X’s) that most of the positions have 
valid entries. The only missing position 
(markded by a is the firs t sample in the 
firs t row of the scan — the ve ry  point we 
severely altered.

SCANA -  This will accept an a rb itra ry  
number of point and polygon files and 
generate the line-segment in tersections 
between positions of the cu t-p lane  
(analysis plane) and the data polygons.

\j _ j a  ̂ ■'31 m ̂ rt '

One diagnostic output is listed here - -  the 
original point* (from all Input files) sorted  
by their l.d. number*.

."■i*
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<0

<0

<o

c

: 1 a n  <a - /> 2 i 1 ,'VIM - [ .MMVI fV  ’A

3 )  : I ai| ,1 9 1 - 2 1  .<111 * 3 ^
4) r l c m  994 -  1 0 .99  9 - 1 1  .911 ip  ! \

5) - 1 3 3 1 795 -2  9 .3 1 9 .1 9 1
6) = 1992 <*3! 2 9 ,.19 9 .1 3 1 1 1 1 ^
7) = 1 332 H 2 I 1 .9 9 1 - 1 "  ,111 1 "
8 )  = 1 332 9 3,3 .1 3  9 - 0 1  ,339 1 1
9 )  : 1 H 2 3 1 4 - 1 1  .99 9 - 1 3  .3 3 9 I 1 < y >  *

13) r: 11 1 2 9 1 5 - ?  3 .9 9  9 .1 1 1 1 1 *  1 *
I t ) : j  993391 2 9  .9 9 9 .1 1 1 23 n | «
12) : 1 33 3332 1 1 .19  9 - 1 3  .0 9 9 O /»

L. •

13 ) = 1 373P13 ,1 9 9 -2  9 .(199 29
1 4) = L1 1 3 1 1 4 - I  1 .9 * 3 - 1 9  ,39  9 f t

t

15) = 13 1 3 H 5 - 2 1  .9 91 .1 3 1 2  * /I [ <1
1 6) = 2 W I U I -2  9 .91 9 - * 7 . 5 3 9 ^ I f
1 7) = 2 ^ 1 )  992 -  11 .99  9 1 *  .9 9 9 <>? *
13 ) r 2 9 1 1 9 1 3 .3 1 1 2'* . 1 1 1
1 9 )  = 2 3 3 1 994 1 9 . 9 9 9 1 1 .3 9 9 ni

2 1 )  : 2.111 995 2 9  . l ^ i -  .5 1 1 /« j f\

21  ) = 2 312 *11 -2  9 . 1 9  9 -  .5 1 3 I n r* [ ^
2 2 ) - 2 1 1 ? 9 1 2 - 1 9  . 9 1 9 1 9 . 9 9 9 1 <1 /•no n \

2 3 )  = 2 99 2 1 1 3 .' ’ 9 9 9 *n /19 9 I "
2 4 )  r 2 9 3 2 1 3 4 1 1 .33 1 1 "  ,9 3 1 n r * 2  f t

2 5 )  r 23312315 2 9  .399 -  .59 1 i ? * \ I ^
2 6 ) : 21 13111 - 2 1  .11 9 -  .5 1 0 2 ^ * 1 'I
2 7 ) - 2 1 1 3 9 9 ? - ( 1  . 9  91 1 ^ . l l ' "
2 « )  : 29 < ’ 3 i i 3 . 1 3  >1 2 '» .199 * J l

2 9 )  : 2 1 1 3 9 3 4 1 9 , 9 9 9 19 . 9 9 9
3 D  : 2 3 1 3 ^ 1 5 2 1  . H ' 1 -  . S 9 9 * * | ^

FILE 2 : T CI1X2 .POL

DESCR1PTI TN; NXSTEP^ =5 UVSTEPS; *  I DSC » V i?  n  * m  
TYPE DISCARTiD P1 '_YTONt ’  ( Y / ' O  
1723 DSK PA^F.S L E F T ! !
FUCHS I '3 324 PAGES OVE1? ALL OC AT? 0 \ j ! !

M A X . 3 * 0 ’J v n - L E V E L ? . i |  5

C

c

c

o

c

<3

TOTAL ' I ' l .  POLY^0  7 5 :  31
TOTAL M*1, POLYGONS C0M5I  DE^eOr 
POI NT FI LE 3 :

TYPEOUT POINTS ? (Y/N)_N_

TYPEOUT POLv SOM? ? CY/N)N

TYPEOUT HIGH i  LO'J 7 ' s ? ( Y / N ) N

TYPEOUT SORTED 7 '<5 ? < Y / U ) V

1 2 3 . 1 3 1 1 1 .3.31 1?
2 2 a . 9 3 9 1 1 . 9 2 1 1 7
3 2 9  . 9 3 9 11 . 9 2 1 I 4
4 2 3  . 3 3 1 1 1 . 1 3 3 2 7
5 2 3 , 33  3 I 9 . 92 9 2 «
6 2 3 . 3 3 3 ) 9 . 3 2 1 2 ?
7 2 9 . 9 2 1 11 .32 9 11
8 2  9 . 9 2  3 1 1 . 3 2  3 1 1
9 2 9 . 92 9 ] 9 . 9  l 9 1 5

H 2 9 . 92 9 I 1 .31 9 1 5
1 1 2 9  .92 9 11 . 3 2 1 2 5
I? 2 1 . 9 2 1 I 9 .12 3 2<5
13 2 9  .92 « ) 1  .91 1 3 «
1 4 2 3  .12 3 1 3 .11 3 31
t 5 2 1 . 3 1 3 1 3 .31 3 0

51

Another example of diagnostic output -  
the high and low Z values in each polygon
— sorted by the high Z value. (This is 
useful for determining which polygons 
intersect with a cuttlng-analysis plane at a 
given Z level.
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1 6
I 722 DSK 
FUCHS IS  
Cl 1 ft

2 ̂  ,ci I Pt 1 ? . 
PAGES L E F T ! !
32 4 PAGES OVER 
24

ALLOC ATI ON! !

1 7 10 .<13 71 .713 A 4
13 1 0 .33" .<12? 5
19 1 71 .(13 <1 .<12 3 S
2 ? 1 si .<1371 .<1313 19
21 lfl.<137t .712 a 27!
22 1 71 .71371 .712 71 2.1
23 1 71 .712 a .512 71 2
24 1 0 .<12 71 .712 71 3
25 1 71 .<12 71 .711 n 7
2 6 1 flt .<*2 71 .711 <1 8
27 1 <1.?2 ? .'12 Cl I 7
23 1 71 .32 1 .7! 2"! I R
29 .711 71 22
3 ? 1 <1 .<12 'I .?!1<1 23
31 1 (1 .T l (1 .711 "I 1

SCOPEFACTORS:
XLOV - - 2 ? . ? " - i  
XH IGH-  2 ^ . ? ? ?
Y I O V :
Y H I G H :  2? .7 ! ??
Tf OR I  r?I Nr  51? .<i ? i  
Y O R I G I M :  W . 0 3 T1 
X C :  7.1 S3 
YC = 7 . 1 5 3  
Z WI 3H :  ? ^ . ^3  ^ 7 LOU:

TYPE EDGES AT ?LF.VE'  = 
TYPE EDGES AT 7 LE V EL :

.n 1 oi ? LEVEL :  ?2 ?

? (V /M) 
S f l . ' j - n  ? (Y/>1)Y

The program now requests a tr ia l 
Z value fo r a cu tting  plane. This 
program is usually run  on a 
Tektronix 4012 graphic term ina l; 
so the in tersection line-segm ents 
at each Z level can be observed  on 
the screen.

Here we just lis t the  
line-segments, in form at X I,  Y1 X2, 
Y2, DIRECTION (not im portan t 
here), and POLYGON 1.0.

9 . 0 «?<1 -1 * , ? 2  71 • 1 ^ oi -■» 1 1~
.?? ? - 2  0 . f l ?? - .' ’ 37! - 1 9  .*9 7'! 1 1 ?

-  .<7137> -1 9  .9 7^ -17! . 'J' l ' l - 1  * .71'*'.1 1 1 a
-9 ,Q 3 7! 1 ? . ' ! ? ? .'Tl'1'1 2 '" 1 ? 7

,(! ' ! ' ! 2 <1 .713'^ 1 9 . 0  7-1 1 2 3
.713 71 1 9 .9 7? 1 71 .7IT1 1 ?i . m '> 1 ?9

19 . 9 9 d . ? 9 ? 1 ci . ??? -1 1 .7!' I? 1 1 *
1 1  7 'i - 1  <1 . ?? ? <5 .9 ST *  1 - . ? 2  7! 1 1 1

-1 0 .Cl?3 -1 ?i . t i n? -1 71 .712? - 9  . ’ S? 1 1 5
- I  71.712 71 -9  .9371 - 2  ci .71',151 .1 ? i 1 1 5

< -19  . 0 9 ? -  . 4 * 9 - 1  ? .7!7!',1 1 71 . 311 1 ? ^
- 1 ?  .??? 1 n , m - 9 1 ? .'12 ,Ji 1 ? ^

1 <1 . 1 ?? 1 51 ,C1?C1 1 71 ,c*2 ? 0  . 0 7 0 1 J i
c. 1 3 .'12 7! 9 . 9  79 2? -  .5? 71 1 31

2?  .<171? . I T T 19 ,00 7! .CTO ? 1 0
- 2 ?  . c m - .5<* ' l - 1 9 .09 7! -  . 430 1 ?.i

DISPLAY EDGES ? ( ’JOT Es 'E '  TO EXIT FWO'i D ISPLAY)

WANT SGrtFTLE? (Y/\')Y_

WANT NEW SGM FI L E ?Y_

W A NT TO CLOSE EXI-TINO ^ILF?N_
SG'I F IL E  NA^E^T-nicr? .SGm 
N-<!.SEGMENTS : T?

FIN ISHED OMTPMT Tw I 3 LEV EL .  WA NT TO ? L OS E r I L r  NT’i?M

T IL T I  -LEVEL D ISPLAY?

ZHIGH: 2« i.?3 ?  ZLOU: .d id  Z LEV EL- 99

Here we put these line-segm ents 
into the new ly-created segments 
file — .SGM.

c  t y p e  edges a t  z l e v e l  =
TYPE ED i'ES AT Z L EV EL :

? ( Y/ ' J )
9 .713*1 ? (Y  /N) N
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DISPLAY EDGES 7 ( NOTE: 'E '  TO EX IT  R O I  D ISPLAY) CY/N)N_

WANT 3GMFILE7 CY/NJY

WANT NEW S G I  FI L E 7 N_
Ml .3 EVENTS = 15 '

F IN ISHED O'JTPUT THIS L E V EL .  WANT TO CLOSE F IL E  M0W7N

tyULTI-LEVEL D ISPLAY? (Y/N)N

ZHIGH: ?n .0 3  0 TLOW-

-rypr rnorg at  7LEVELr 
TYPE EDGES AT ZLEVEL-

.n in  ZLEVEL=?3

3 .(inn  7 (Y/M)
3 .nnn ? (y/M)«j

DISPLAY EDGES ? (NOTE:  'K ' TO EXIT  ^  OM n i s P L A Y )  ( Y / M ) N
1 'P3 DS* PAGES LEFT!  ! "* ~
FIJCHS IS 32/ .  PAGES OVE1? ALLOCATION! !  -

Ma >it  G G^FI L E ?  (v  /M)Y

VA'-’T ME'J S G"i EILE7N 
.SEGMENTS - 15

71 NIG w ED 0’ITP'IT T  ̂IS  LFVn

After selecting several o the r 
levels fo r the cutting-ana lys is  
plane, we close the — .SGM 
file.

UA "T TO CLOSE FI LE MOW7Y

‘1 ' I L T I - L E V E L  DISPLAYS ( Y / N ) t C  
TCOF TGOX 12 ,SG” : 1 (TO)  TTY* [ OK 1

LEVEL 2 0 .nnn 
0 , 0  an -in ,712 n 

.n 7.7. -?n .nnn
,nnn -gn .nm  

- . ',3  ̂ -10.07'’ 
- .n jn  -i«3 ,<3 7 t - m .n n n  - in .nnn

-9 .q sn 
.nn?. 
.03 n

1 9 .M l  
1 n ,000

1 n . .12. 0 20 . n n n  
1 9 .Q7n 

.^9 n 
•1 n . nn n

,nnn 
.i3n 

1n .nnn 
1 n .nnn 
o .q^n

1 n .^2 n
O ' ! fliflll *
1 9 . 99  n 
19 .99  3

-1 n .nnn - in .nnn  — i . °i2  ̂
-in .32* -o.oqn -2n]nnn 

-.489 - in .nnn  
in .n n n  -o.osn 
1 d .nnn 

9 .9 79 
.1 n?

- . 5nn
9 .000
-11 . n2 1
-2 n .Tinn 
-1 2 .Q 71

1 1 .n2 1
2 0 . nnn
1 8 .9 71 

-.921 
n.nnn -1 0 . nnn 

- in .nnn  - in .nnn -1 1 . n i ?
-3.Q71 -2 n .nan 

.5fi?
1 0 .000 
1 n .nnn 
8 .Q3n

.1 nn 
3 .(’inp)

2 .973 -1 7.n27 
,000 -2 <?.nnn

-1 9 . 99  n 
-1 0 .n^n 

1 n .nnn
1 n .->2 n
2 n ,nnn 

-2  n .nnn
LEVEL 

3 .9 70 
.?nn 

-1 . " 2 9  
-8 .9 79 

, 0nn
1 . n 2 9  

1 8 .9 89

-1 I 1 9 
-1 8 .9*9 
-in ,n0n 

1n .nnn 
11 .ni9 
2 n .nnn

l e v e l

2 n .nnn 
1 9 ,9 7n 
1 n .nnn 

-1 n .nnn 
-1 n .ngn 

-9 .osn 
’ . inn  

1n ,nnn 
1 n ,n2n 

0 .9 79
- ,5nn 

.393
- .489

.nnn -2 n.nnn 
-1 . 3 2 9  -1 8 . 97 1  

-m .n n n  - 10.000 
.nnn 20.n?)3

1 .*29 
1 n .nnn

1 8.971
I n.spin 

i n . n n n  - i n . n n n
8.979 -1 1 .021 

-8.971 
.1 nn 

1n ,nnn
II ,n21
8.93 0 
- ,5nn 
-.921

-1 n .nnn 
-8 .9 79 
11 , n i 9  

2 n .nnn 
1 8 .*5 89

.nnn -2 n,nnn 
- 7 . 0 2 3  -1 2  . 9 7 7

We next list the — .SGM file  
we’ve just created. It not only 
gives the defin ition of each 
line-segment at each level, but1 rn r*r> a r, 0 \  t

I - it also preserves the defin ition  
inn 2 nn^ 1 <■ of the polygon which generated
2 nn? n ^  ^ j s line-segment. A lthough
2 ^ o ' l 3  9' .  , ,  , . . .  i. j •this information is not used in
1 nn?n^2 1  ̂ the present implementation, a
1 m 2 nn? i? more sophisticated one could 
1 \ n , > j.i • take advantage of this
2 nn?nn? a -1 (line-segment to orig inal 
In n ? ^ 4  2 ? Po|y * on) rr' aPP|n 8 to contro l the 
2 m ? n n 5 2 ^ •«plo*lve growth of the number 
1 nn2 nni 1 n of new polygons generated in 
2 nn?nni ?n ^he )ater Ob ject_ reconstru c tion
1 nni nnj 1 n section.
i n n i n g  m n ? n n 3  m m n n a
1 nr^ 1 4 l ' , n?nn3 1^2004
? n n i n n 3  ? n n 2 n n 2  2 n n2  0 03 •
? n n i  003 2 n n 2 n n 3  2 ' , n i n 0 4
2 n n i  nn4 2 nn?003  2 n n 2 0 0 4
l n n i ^ n ?  i n n 2 n n i  i n n 2 n n 2  '
i n n i n n 2  I , ,n2nn2 l n n i n n s  ^  ,

i n n i n n ^  i n n ? 004 l n n i 005 !
I <»n i0 ' , 5 j n n 2 n n 4  i n n 2 n n 5  '
2 0 '» i n n 2  2nnj>n'>i  2 n n 2 n n ?  _

2 n n i n n 2 ? n n 2 n n 2  2 n n i n n 3  1
? n n i n n ^  2 nn2004 2 n n i n n 5
2 n n i n ^ 5  2 n ? 2 n n 4  2 n ^ 2 n n 5  -
i n n i n n i  i n n ? n n i  ^01002  •

inninn3 lnnpn^ ^ 02.003 -
1001003 1nn? nn3 1001004 ^  j
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-2 .? 73

7.-123 
I f  . ^ 3  
1 ^ . A M  

-1 3 ,1711 
- ]  7.<M3 

I <2 « DvK 
I I r 

a 1 ' * ' *2 {M‘5 
-12 .9«3
-1 1 .TTfl 
1  ̂ o ?/*
1 7 ! <" I .̂ .
2 "1 . ' ’I 7, 1

E-n
 ̂ a < ? p:c

- V ?  . 9 7 7  - i m . m ' J  1 \n.n \ n &  | nix? < n j  | 3'\?<*ei4
1 7 , ^ 2 7  .'I' l '*. 2 f l , 937 l  1 ? ' n i ' ? ^ 3  2^fflJ>'J!^3
2 ^ ^  Cl 7, '>i?3 12 .07 7  1
12 . 9 7 7  1 2 ” ', 1 ^ / s  2 ' i /,2 t ' ?3
-^.9??7 l '1."'"'  ̂ 1 i?'i)^'’ 2 M'i2^r*l

- I T . 33 9  2 . 9  73 - |7,C12 7 1 1 C r") ^ ^ 2  I ' W . m ?  i n - t i n ^
- 1 0 . ° ^ ^  -17 .7 1 )3  - 2 . 9 1 7  1 1 1 <̂-.4 1 ^ 3 3 ^ 4

-2  ,Q1 7 - 2 1 .7.a a . ]  flfl 
P A G E '  L E F T !  !

L f l ' ’ ? ' I ' l F H C ^  13 3? S PAGES OVER ALLOCATUR!!
■S. âo 

1 ? ,5111 
[  ̂.fl'i'l 

2 . *3 s 
. 1 ?■«

-I 'I .91'l ’
- r .973
1 7 . h i  3  
2 * . 1 2 * 
12 .0^3

1 .?I2 <* 
1 7 ‘.m2 7 

2 .63* 
- .S"* 

- 6 . 9 « 7

1 2 ̂ 1  *12 
?'’ T) an? 
2'19|

1^^5 
) 1 'I'M

2^'??10I]
2'1'*2 ^2
2 'I'l?
9 n n ^  A

? fla2 'I'l? 
2 '’ ^]
2 fflfl 1 
2 n 2
1 1 <̂T!2

S E G ' i E ' i r ;  I v)-r  t LE Ma” r ? T T i y  12 . S ™  

~ ^ C T I  n ' J A L '  V j t - F I L 1: 'JA “̂ T ^ o y  12

' . 'A - n  TO ALUAYS C A L L  C f lM 'J F C T ? Y

We now call the program  w hich 
organizes the simple llne-segm ents 
into closed contours (sectionals) at 
each Z level. (Much d iagnostics 
follow.)

7 LE V:  TJAO - T :  ‘’ E n o c  •>EA'>AI.PVEL 1 [ Y . M. # 11 ^
'L F V F L >  < 9 . Q 0 ^ >  < - . ° ! 3 ' , > <.'■*'’ '?> < . 1 3 ? >  < | 0 , 9 0 ' » >

* * t |  < - [  ^ .'»'>'* » <-19,QO<7> < - I T , '7'* ' l> <1 < l ' 9 , /' 2
<2'’ .Hi” '  -c-?" .'!!'»'■» <LFUFL>

I ? E G  = 1
*01 T- -2 .’ id?

TLF.V: 91 A~ ^T; C" ' 'TF?  TQy 1 \JTF3~ EC Tl 0^; I ' JT ^ E ' J = 1 [ v  \j

-iDI F- - 2 ,f>W
W r - 2
■n i  Fz -
"O !  F : 1 .9 52
‘O I  F- - I . 9 ^ 5
?IOI F i
MOTF 1 -•1 ^5
n i  F i -  .35171
>01 ?z - 1 .943
'1 EVA 1 2 : 1 7
'J EU312 1 - 1 8
^ 11 EG: 5
LOOK 12 1 7
A I 5 EG 1 9.
L30K 1 2 : \*
f O I  F : 1 . 99  Q
■OI F i 1 .9 52
IS EG - • 9
*01 F : 1 . 9 ?  2
' IDI  ?z 1 .0 42.
MEVfAI2r - 1 9
' ) E y3 I 2  = 23
A I S E f i : 7
I C m  12 : R
3 15 EG : 1 *
L 0 OK 12 i 1 1
► o i  y - 1 .S?9
MDI r : -  . ^ R l
*31  F i -  .<191
ISEC = 1 1
*401 F= -
f O I F z  ■■1 . 9 9 3
*D I  F :  ■-2 . f l f l f l

More diagnostics (solely 
system designer's benefit)

fo r  the
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!TJI r  - -1  . y i y
^ 0 1  F t - I  . 9 9 Cl
MDI F t -2. . 08  0
MOI F t -1 . 9 * 9
MDI F t 2

~ "!OI F t . f l l  fl
MO I F t .T9 1
r<101 F t 2 . A M

■ “O I  F = .<191
V!DI F t - 2  .33(1
■OI F t -2. . ' l f l a

■ •■101 Fr -1 .9C19
7 L E V r 2t i  . i n ' !

rjEFO=E C 0 ‘JNECTLE*J^TH. T I P  T A IL  OIST 
1 1 .T li
1 2 39 .C'Q A
2 1 3 0 , 9 9 4
2 ? . ? ]  5

WANT 01 A C AT E'JTE^ -C 0 M’J'JEC TLF '1PTH ?
1 S'*?- PAGE'? LE ^ T !  !
~ ’ tC’^3 IS 32*5 PAGES 0VEp ALLOCATION! !  
'i

n  v a l - mi m t o t a l :  
~ 1 * p

I ATI  Pr 
I A TA I L r 

I  A T I d t  

I A T A I L :
*+ 1 'J.CSO
+ ■* > <11 

J q CO :
"t T C -

<<!0I F r  
• O I  F t  
O I  F r  
'•ni F r  
« I  F :  
M3I F r  
vni ?z 
r - ) I  F t  
“ DI  F t  
*01 F :  
I " E 5 t  
“O I  F t  
MT I  F t  
'■IEWAI2: 
M E V 3 I 2 :  
A I ~ E G =  
LOOK 1 2 :  
3 I S E T :  
LOOK 1 2 :  
V I I  F :
MDJ Er

^DI  Fr 

*31 F :  

•*01 Fr 

Mil Ft 

Kn i  Ft 

in I  F :  

■OI F :  

MOI F :  

m  Ft 

WOT F :

,'*?9 
,?1 4 
.Tl 5

2 <f* . ' i  70 >

, ? 1 0 >  <LEVPL>
11

- 2  , < n n  .
-2 .'W*.

2 , 1 1 a
-  .0 48 
1 .9 52

-1 . c ^ 5  
.<148 

-1 .9715
_ r% nt 01

-t :■=«
- . ’ 13 3

3
.C*3 3 

1 .9 43 
-1 6 

I 7 
7

- 7o
8

.(133
-

1 .9 3 ^
-1 . 943  -1 . 9 3 3

_ n ft nt

-1.9 51 
-1 , 99 &

-,?il a 
-  ,711 PI 

.!143

.911 01

<-1 ,',2C’ > < -s , o 79 > <1 .?2Q> <
• 11 .'’ l o> <-i^,Q<’ rj> <-i'i.flTa> ^I'l.'i'i*

The characters between "<" and “>" 
are the firs t tokens encountered in 
each input line - -  printed out as the 
program firs t reads them in. (It’s an 
easy way to follow the program ’s 
progress.) We can see that the 
program reads segment descrip to rs
~ mi r-v/ri 11until it reaches a new LcV tL  
indicator.
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NIDI F = ' ?. I f f * * * " "  ‘ "  ‘ ' ‘ .........................  ■
101 F = 1 .990 ■ »
101 F :  .(148 "

Z L E V :  9 ,ci 1-71 DIA<3 AT: ENTF9 TRY IN T E RS E 3 T I ON: IM T SE^ t 12 [ Y . M.» H  ^

•OI ^  2 . T i "
101 F : 1 .990
M D IF : -1.9 52 ®>
MO I F r  -? .0 051 ,
•<")I F= - .010  "

3 F FOR F C I'J'JSCTLF.NTTH: T IP  T A IL  O IST  *
1 1 1.112

Iv’A'OT !>I4<3 AT ENTE^ -C 0 MT1 EC TLEM3TW ? 1*1 .&
F I -JAl.-'II ‘JTOTAL: 1.112 

1 1 1.112
I ' U I P :  1 -
I A TA I L = 1 <2 .973 * < .000* < -7.0?3>  « - ? .9  73» < .000* <7,123> <

**1 2 .9 ^ 3 >  <10. c,00» < -10.000* < -17 .013* < -12.9^3* < - l ' l1'>"'’ > <1 
**>  < 1 7 .01 3 > <2 0 .00 0 > <F'JD» -

Here the program has encountered the  
END of the input file.

For illustr ative purposes, we allow  
diagnostic output this time.

AT! ENTE1? m i  N TEPSECTI OMs IN T S E S :  11 [ Y ^ f i v

03K OP TTY ?TTY
AT: FfJTF.9 TRYI M TEPSECTI OM: IM T S E R : 11

HODYTIP BODYACTl VES
0 1
0 2

X T IP  GOODTIP T A ILA C T IV E  T IP A C T IV F  NEXT ACT! VE LAST

I  S r.G : 1
■'•̂1 F t - 2 v  "a nt

MO I  F t r>

‘■'01 F : - 2 , 5 n i
'•01 F r -

1D I  F : 1 .9 52
'101 F t -1 . 0 0 5

" H I  F t . n 4«
v i l  " t -1 .9 0 ^
*01 F : - . 0  0 0
1DI F t -1 . 0  42
'/ •") T T - - (1 I  O• • • O
I S F 3 : ?!
V n j  T? - . 0 3 ?
1DI F t 1 .9 43
N F ’JA 12 : -1 6
"JFU3 I 2 t 1 7

A 15 F.3 : 7
LOOK 12 r 7
3 I S E’3 t 9

LOOK 1 2 r 9

1DI F : -1 .9 43
MOI F t -1 . 0 ^ 0
^DI F t - . 0 0 0
^ DI F : .038
1DI F t - . 0 0 f l
“1 DI F t 1
1DI F t 1 . 9*0
“O I  F t -1 .9 52
101 F t 1̂ .99  0
1DI F t - . 0  1 0
"101 F : - .01 0
101 F t . 0  43

7 L E V :  3 .000 01 AS

DIAGNOSTIC F IL E  TO 
7LF.Vz 3 .000 DI ACi 
" "VniESr ?

I 3 00YTAIL
1 a
2 0 

NM ACTIVES: 2

I X T A IL  GOOOTAIL 
* * A C T IV E
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i
2

‘JS EG = 15
-1AXS FGMEMTS : 12m

I XI Y1

12 i i
8

*■*3 05 X 
’ .= 73 ]7
: 11 .000

-S 
7 
? 
o 

1 ’i 
I 1

I a 
I 5 
1 * 
I 7

1 -2 .<3 73 17.92 7
2 ,191ft 2 0 .<*00
3 - 1 1 . 0 9 9  l n . f l f l i

PAGES L EFT ! 1

X2

.5111-7 
7 .123

Y2 O tt JC T I^ N  TYPF YPT2

25t ,000 
12 .977

(7 .0 2  7 
12. .977

I

tO I F i

■* MFXTGEG LAS TS EG
1 -21 .** 1 .'’ in
? 2 ** ^ 9^ - i
3 -2 9 . ' " J i 1 .000
h l"» n £ • '■ -1 . i ’l l
5 -1<5 .5 ? 4 ,<5S2
£ 1 9 .523 - .952
7 1 9 . 5? 4 - ,9 52
9 -19 .^11 - .991
c> 19 . o i l .990

11 -[Q ,01 ] - .99 a
11 1Q .?0 0 .990
12 -2 i  .10 01 -1 .Cl'lfl
1 3 21 . l i e 1 .009
1 A -21.111 -1 .000
1 5 2 '’i .111 I ,111
1 S 19 .52 4 - .9 52
1 7 19 «9/1l .99 A

2 3
4 1
1 5
6 2
3 -1

1 & 4
-1 6
-2 1 01
9 9
8 12

-1 1 7
11 -2
1 4 1 ft
1 5 13
12 1 4
: 7 <S
1 1 1 1?

.11 «

,12 7
"t

1 1 FUCHS IS  32 6 PAfiES 0VE9 ALLOC ATI T4I 1

7.123 12 .977 1 1 . I f l l l 1 0 ,130 1 6 1 0 . 9 9 1 4
-12 .9«3 ^ .B6S - 1 0  , 1 1 0 |9,9<i9 1 11 5

1 9 . 1 1 1 11 .111 1 7.013 2 . S3 S 1 1 7 2 ,6 3 ‘S *
I 7.113 2 .63 6 20 .100 - .5 1 0  1 1 4 - .509 - IS

-17,113 -2 .01 7 - 2 0  . 0 1 0 .1 90 1 1 9 -? . ' i l  7
2^ .1 1 1 .1 ? i 12 .«33 -6 .9 8 7  1 1 5 - 4 .9 *7 17

-1 1 .039 -11 . 0 0 1 -17.013 -2 .9 1 7  1 0 - 11 .099 1 0
12 . ^ 3 - S .^ S 7 1 a  ,119 -10 ,911  1 7 -1 9 ! 1
-7.123 - IS  .977 -I 9 , 1 1 1 -11.4191 1 3 - 1?  . 9 7 7 1?
1 'i r*'"'* -11 . H i 2 .^73 -17 .927  1 R - 1 7 , 9? 7 17
-7.’ 02 3 -12 .177 .909 -21 ,111  -1 2 -2 0 . H i 1 4
2 . 9 7 3 -17.12 7 -20.011 1 1 -2^ .910 1 5

1 7,'M  7 2 . .S3 6 1 0 .710 -.194  1 in 1 S
1 <5 . 710 - .194 12 .9R3 - 6 .0 *7  1 &. ,119 0

Z L E V :  3 , m i  DTAG AT! E^TER Y I MTERS EC T l OMf I ‘ITS EC*: 12 ( v ‘i # 1 1 ?1
t m  F : 2 .(7113
r a i  f : 1 ,99 7
*n i F r -1 .9 52
101 F : -2 .000
rO I F : - .11 0
>01 F = .048
rD I F : 2 .033
KHI F : 1 .990

1 EF0R E CCm ECTL
1 1 9.749

MAMT QIAG AT EMTE^-CO'},' J‘I ECTLENPT»?

F 1 NAL-*I NTOTAL: 9 .749  
1 1 9 .7 4 9

IA T IP :  1
IA T A IL :  1

E X IT .

IN

The sectional-making 
(MAKSEC) exite.

program



fc;
^COP T30XJ2'5 EC \C \E\S FC : 1 (T0> TTY: C OK 1

L E V E L  2 ? . 0  3*1 
5 E C T I  0 NAL

-£*> P O L Y  TONI
1 3 'i - 1 9 . ° 7-1 ^ O L Y T V . !

-1-1 - I ' . i . ' i f l ' i  P O LY G O N
- S ' " . " 2 1  -a ,cic;a C O N rL T C T
- 1 9 .  7ff<9 - . 1 9 4  C O ^ f L I C T
■ [ J , ' ' 1'' I ' T . T I P l  p ' lLYp .O V

-o . ociti ® O L Y "O N
2 ' i . 3 ? ' 1  P O L Y  TOM

'’ 3 '1 1 9 . 9  7? P^ LY ^ O v j
I ’ / t l  I 71 . ' I ' ’ '*
•a.'1?:1 Q.^7cs C O N F L IC T  7?o - ,1̂.4 ~ Vjnj^T

J  ̂ 'f\ <%  ̂ -> .* n
(* O 3*7 - [ n

I ’ 2 '’■"■J 1 ^
’.r. e ,511
~ ~C " I  O 'K L

- 1 <7 <?cj , S ‘S1 ^ 1 LV 10N-; T ■* T ■■> t |i v ; v i
^ 70 | |  .^ 2  1 P 1 L V ^0\!
-iiv ^
"■JO r̂C7 TMf I.fT

I 3
1 ■» 
1 I 
I 9 
1 ’  
1 ^

l^c\2^n3 i 3 ci pi 3 ) 
I r?rn i 'i"-,5r'’<3 1 
i;ir>2i?£ l?',3/n/i 1

2 " i n ? *>
t

2> q  ^ 3 5̂ ri ** 3  ^ 2
0 ^ 72^^ 3 0i_

2  ^  ^  ^  11T 0
r

2

p «ly ~ TN 
-> XYTON 

I /’ T3'*'i3

I ?ri2 7>'i? | |

<; 7i p’! 0,i lY  '0 ')  2 m i n
71". 
’ |n 
' i ' i  ̂  

0 5Q 
"1  ̂

?f|

I 'I .m '1 
n .c3?
- .1 ? 4
- .92 I-|1 l'"'‘7

3 1LY"0‘J
~ 0 >j *l I C T 
" o -j <T, I ~ T 
?nLY"0\|a ')l_vr;')^ 
J 1| v '1 'J 'J

a /» | rj r\  ̂ ^ rJO 'I ̂  J £> ■
7> ft n | n -Î> ? 'ITlJ* Cl 5> 1

2 ? 7> 1 T ̂  2^ ̂ 2 '*•'*!' 2’
g-aT^Ain 2".

T! !
2T',2'"''13 2 ?l?2',/,4

2/’T|'i?/i 2-'12'i'1̂  2'

,;n37i -£'i,':'n PO|.Ŷ o\j
"2 ° -1R.Q7I MLY-TON
'•'i? _) t r>'>Lv "1''M

^[•s -3.C71 POLV^O'j
«> 1“ 32 7 ?ASE~ TyEs ALL 

- 2 " ,t '» ^  , m  T LA W  
LT.VF.L 3.^on
- JSC T Iomal

S.s.-tf p-li.YSO'J
r . n  POLYGON
I T .512 7 POLY TOM
2'’!.? :7i?. PO LY3 O')
12 .9 7 7 = OLYM N
n . ^ ' i  r>0LY'30V

2 . <3 6 CONFLICT
-.194  C o n f l ic t

- S .o ?7  pnLYGOM
-j  ̂ ,- ?n  P OLY 'O 'J

2 .c ?3  -I 7.^2 7 POLY-O';.'*'*71 - 2 ? . fifl'* POLY^O'J
-7,^23 -1?. .977 pO LY^V J

-l'>.'ii<a -i ^ . icki DOLY^ON
-1 7 ,".l 3 -2 .91 7 POLYCOM
-p-n.flflfl . l a p  BLANK 

*.'il
■5 0 3^ PC

-1 I

-12.9S3
-1 T

-2  .9 73
 ̂/I q

7! ̂ 2 3 
1 - ,'■■’* 
1 7 . '’ I 3 
1 o . 7^9 
12 .995I ■■». ̂  <• -j

[^■T||?T2 l  ̂ <1 ̂  l 1 <5
| n>ry] j
j o 1 1 m  t J  ̂  ̂ ^
1 7!"1  ̂ 1 1

1 r̂*i 1 1"
| 2»T| 71 r - i  1 ^ ^ 2  \ n

1 *131 [ W2. 1 ‘., 
TO a Tl ON! !

We now see the results of the 
sectional-building programs. The 
sectionals produced carry w ith 
them the information about their 
history. They are either marked 
1) with definions of the polygons 
which generated them, 2 ) as 
"filler" (figure) polygons — 
generated to fill in unconnected 
boundary regions, or 3) as 
conflicts -- part of a boundary 
region which had at least two 
different line-segments trying to 
define it.

Each line contains an X,Y valUB 
pair and the description of the 
linB segment between it and the 
following point.

This file represents a contour 
description of all the (1 here) 
object(s) found in the scene.

2 m) T'lJ* 
2<*'M 212 
2 [ <11.3 
23rM 7̂ 3 
2"IM 71T4 
2 ̂ n\ 'I'i.a

1 M i <̂ 2 
1 ?^i n ?  
I ■'«'>) <1^3 
1 a-M 'i*3 
I •■> a 1 v ", a
| TCI) 1VA 
| an\ c<f>5

2 0 1 2 I 
2 ci 512 71 ̂ 2
2^ ?  t 2̂
 ̂ 71 'I ̂

2 71 °I2 0 'i 3 
2 7.̂ 2

1 « "? H °i 1 
| ?7’2':'^  1 /i ,»?
| fn2 'i',3 
1 a".?/i'>̂
1 ■7'ip'i'î  
1?^2

p An̂> riqp 
27>̂ | 7̂13

2,71711 1714
2?^2^0 4 
2  T*”! 1 5

1 fls*? 9</n2 
1 flfll 71<13 
1 nr>2 
1 C1<?) r̂\A 
1 ,1'>2"̂ 4
1 a-ll <̂ -15

IN PUT  (5 £ C ) FT LE^ T^ oy 1 2 .3 TC

OUTPUT O ftTAPO ) F I L E  NA ^ T .i T ? Ox 1 2 .1DR 
-AT-P.NTSP-^K OtlT.BAriF.NTFRiT 
VAMT 'PLA^TF.P '  7Y

1 n  _  * ~  1

We now run the object 
reconstruction program to fit a 
polygonal "skin" over this 
contour description.
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<j_C.^LU> •< J 4 ' '  , I « '  ■» > L r v j .L V 1 = i t u  I I U’V'l L > < « Vl * ' - > t ’ ( I I
** .OS^EFORE^TAG.YTEMPi-Pfl.^^a^RTAG.IPTsS ^ t l l

We now look at the completed reconstruction  
file. It’s in the standard (MOTION-DATARO) 
graphics format (see Figures 4-1'Ad and 
4-lfle>.

3 ^ 7  1
* i /* <1
5 *• <1■ ■/»<-»-> _n /a /i /i q
< - ■rb ) o <N "*/' -O  ( '1 «. • ' J
7 -> *  9*  n - s'^ _ o  n< ^ ^• «- • t •

3 -1 ^ ,o r>  -r^ .- ji1'.i
o -1 9 * 7^^ "" 4 io  i  - ? t
[ n. 

1 1
- 1 <">  ̂
-c ,9 '?'■ 1

| ^ntn^  n\ ^ a ^  
*i - 2 '*  ̂0 0

1? ^ ̂  a ?  '■■  ̂̂  'l -O  ̂ s)

i : . *, ̂  ̂ 1 9 ,0 7 T -C> *
1 A ! ^ -2 .̂C17!'1
1 5 I '1 r\f  ̂<r\ a ,o 70 -?  ̂ , 0/n
i < 1 C> . 7 ^ - .  1 Q £ - 0  <1 .T 'l'l
1 7 1 '» s) rt ̂ - I ' ’ , ’ '’ '.
1 <*  ̂ (\ <̂1 -1 1 T -2  ̂ .51^1
P'H,Y ^
1 !  ̂ S & 7
COLTA'J q

1 Q 0 1 '* 11 1 ?• 13
i  1 ?  L 3 
AX 15 2  ̂ -1 I 
4* 1  ̂ 3 | a ? 
t'JD r'.l 
\'4*F.=L?
3 0P =LI 
ISIY ̂ CE'IF.
?0I 'IT?
1 -1 ^ , 9 0 5  ,s<i; - o .^ m
1: -1 '  .V I I  1 1 .?  1 >. -o
3 -? .5 70 | i .fl? | -0 .O'J'I
i  . I ’ l  -9 .H?!?.
5 I ,'T  * 1 3 .97) -9 . 'IM
■? 1 1  ̂ ^
7 11 1 9 « .03T - 9 .^ f l

19.7^9 .,[0 /1  -9>,<m
o I^ .o q o  - , 0 2 1
] 7 )'>  .in - ' -1 7 .30(1 -o
11 R .0 7«J -11 . ^ l  -Q.517|(!|
12 -2 a 0 -o.t-’ '’.
1 3 -1 .^29 -1 R .171
M  - X '1, -0 #m T
15 -11 .'M «» -5 ,0 71 -9 .TI'IG '
IS  -?'*. .1 T0 -9 .nod
PO'.YGOMS
1 t5 B (5
t  t C  ̂ 17
3 t7 P 9
4 r 7 o r<?
5 r? 9 t9
S t9 o i ^
7 t?  1 r 1 Pi
COLTft'i 6
3 tlO  1* 11

IX  I T .
fC .
? C ) ’  T ? _ ^ l J ^ > j ; 1 T T Y :  [ O K I3 M TOTM’i ‘0 0 '
■}a -<i e: zl i
T O T f  = S C S ‘1F:
POI ‘in
2 I *



14 rl 2 14 I 5
COLTAB 7
1 5 Tl2 15 1 6
t € r l2 1 6 1
C0LTA9 5
1 7 tl2 1 2
18 r l 2 2 3
19 t l 2 3 tl 3
2A r 13 3 4
21 rl 3 4 tl 4
22 tt 4 4 5
23 tl 4 5 6
COLTA0 9
24 t l 4 6 tt 5
25 t l 5 6 7
26 tl 5 7 t l 6
2 7 tl 6 7 tl 7
28 t l 7 7 S
29 tl 7 8 t l 8
3<J rl 3 8 t5
EN
1 32£ OSK PA'iES LEFT! !
FUCHS I?  329 PAGES 0VE9 ALLOC ATI ON! !
D = L2
NAME=L3
P0P :L2
BODY r$CEN£
PO INTS
1 - 1 2 .«S3  6.*cS« -3.3C10
2 -lfl.P'W Iti.oafl -3.5m
3 -2 .9 73 1 7 .1 ? 7 -3 .*<*<'
A .<*30 2C5.'3ia -3.^'ifi 
3 7.G23 12 .977 -3 .W f l
6 tfl.aafl lfl.ĉ ci -3.333
7 1 7,313 2 .63 6 -3 .333
8 19.739 - , t 9 4 -3 .333
9 12 .983 -6 .Q S7  -3 .*33 
13 i n . 91 -1 3 .3 3 3  -3 .333
11 2 .9 73 -L 7.32 7 -3 .333
12 .333 -23.333  -3
13 -7.323 -12 .977 -3 .33-.
14 -1 3 . 3 1 3  -13.333  -3 ,'*■11 
19 -1 7 .d 1 3 -2 .91 7 -3 .3711
1 6 - ? ffl .'*«*'» .1 3 "  -3 .333 
POLYGONS 
C OLTA 3 7
1 t t  1 (S 1 
C0LTA9 6
2 t l  I 2
3 t l  2 t2
4 t2 2 3
5 *2 3 T3
6 T3 3 4
7 t3   ̂ t4
8 T4 4 5
9 t4 5 t5
I oi t 5 5 *
1 I t5  6 t S  
COLTAS 9 
12 tS  6 7
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1 4  1 1 i  »

1  5  1 7 q  t q

1  6  T 8 8  9

I  7  T ? 9  t 9

1  8  T 9 s  m

COLTAB 6

1 9  T 9 i o  t i a

2  < ?  t l  m 1 0 1 1

2 1  t l  0 1 1 t l  1

2 2  r l  1 1 1 1 2

2 3  T t  1 1 2 T l  2

2  A  T l  2 1 2 1 3

2 5  T l  2 1 3 r l  3

2 6  r l  3 1 3 $ 4

2 7  t l  3 1  A t l  A

COLTAB 9

2 8  r l  A 1  i 1  5

2 9  r l  A 1  5 t l  5

3 d  t l  5 1 5 1  6

C0LTA9 7

31 rl 5 t 6 T l  5

32 T l  5 1 6 T l

COLTA3 6
3 3  1 A 13 12
COLTAQ 9

3 4  1  A l f l 9

35 2 1 16 1

SMO=L3
E>«0 = DATA

D A Y

W E D N E S D A Y ,  M A Y  2 1 ,  1 9 7 5  ? 5 t 2 ^ t 1 1 - M O T
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