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ABSTRACT 

To conduct clinical research, data are needed from the clinical routine. Due to the 

complexity of today's Healthcare Information Systen1s (HIS), clinical researchers 

oftentimes struggle finding relevant information. As part of the reengineering efforts of 

the clinical data warehouse towards a translational enterprise data warehouse, a general 

methodology is developed to describe the complexity of current HIS in all domains, to 

guide researchers with a clinical question to the data they need, and thus to increase 

accessibility of clinical data for research. 

An information-requirements analysis was conducted with clinical researchers and 

data warehouse experts in the domain of pharmacy as groundwork for a new translational 

metamodel. The results of this analysis were used to adapt the strategic HIS management 

metamodel 3LGM2 and to implement it in the domain of pharmacy. 

The new translational metamodel consists of a domain-, a logical tool- and a data 

description-layer with interlayer relationships. Two further layers, added in a 

perpendicular way, give information about access and quality. This metamodel is 

implemented as a Web-based solution, providing modeling and browsing functionality_ 

The presented translational metadata solution shows a promising approach to the 

problem of clinical data access in research. Further research is needed to prove its 

applicability and usefulness in the daily routine. 
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1 INTRODUCTION 

Today's hospitals are highly heterogeneous institutions and consist of a multitude 

of organizational units. They execute a broad spectrum of functions ranging fron1 basic 

administrative tasks up to very complex medical procedures [1], [2]. A high level of 

interoperability has already been reached and requires intensive internal and external 

con1n1unication among organizational units and healthcare professionals [3]. As 

integrated care is the goal, the amount of teamwork, and thus communication, is still 

expected to increase [4]. 

This complexity on the business side is reflected as well on the technical side: 

hospitals are grounded on a network of heterogeneous, interconnected systems that are 

built to support the daily work of all organizational units. The spectrum of complexity 

ranges from basic administrative software tools up to highly specialized expert systems 

[2]. These systems are not static because information technology still moves and changes 

at a high pace. As technical interoperability is the goal, all of these systems are integrated 

and use complex data exchange standards to communicate [1], [5], [6]. 

Hospitals with education and research settings face additional hurdles, which 

results in a further increase in complexity and heterogeneity on both the clinical and the 

technical side [7]. On the clinical side, the healthcare enterprises face the triple-burden of 

education, research, and patient treatment. On the technical side, institutions have to keep 

up with providing cutting-edge technology to attract patients and researchers [4]. 

In clinical research, this situation leads to a paradox: massive amounts of data are 
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collected and technically available in data warehouses, but the level of complexity, the 

legal constraints, and oftentimes just missing knowledge about the availability of certain 

data limit accessibility for clinical researchers [8-10]. Even if access would be possible, 

the complexity of the environment makes it impossible to identify all potential 

confounders, hence making it difficult to judge the usability of the data for a particular 

study. As a solution of this problem, Information Technology (IT) departments commit to 

time-consuming data retrieval processes to support the researchers. To make these 

processes successful, two mental models of "data collection" have to be reconciled first 

(i.e., the technical model and the data user model). 

It has become apparent that research institutions, such as university hospitals, face 

a critical challenge due to the complexity of their system-architecture. It was shown that 

these systems do not support researchers in an optimal way, because system design does 

not consider the way researchers conduct their work [11]. Despite the importance of data 

for research, its accessibility is still considered a major problem. 

Just recently, the clinical research environment has become on the focus of the 

National Institutes of Health (NIH). As one result of their ongoing communications with 

the research community, the NIH found that basic, translational, and clinical researchers 

complained "that their interactions became more remote and difficult, that clinical 

research was increasingly less attractive to new investigators, and that clinician-scientists 

were moving away from patient-oriented research" [10]. Among other factors, the 

complexity of the clinical research environment was named as one of the main causes for 

this problem. Consequently the "Re-engineering of the Clinical Research Enterprise" [10] 

towards a translational research environment was announced as one of three major 
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themes for the upcoming years [8], [10]. 

Much work has already been done to simplify the "translation" of results from 

basic science into clinical application, in other words to translate results from bench to 

beside (e.g.~ [1 14]). In the beginning of translational research~ most research was 

focused on one direction, trying to simplify the translation of results from basic to clinical 

science [15], [16]. Several translational researchers observed this imbalance and stated 

that future research in biomedicine would need a bidirectional approach [15-18]. A loop 

between basic and clinical research could create synergetic effects that might finally lead 

to improved patient-care. Obviously, the acaden1ic institutions playa key role in this 

development, as they have to provide the appropriate infrastructure to conduct 

translational research. This includes not only internal structures that transcend the 

laboratory [15], [17], but also an infrastructure that allows connecting multiple sites 

throughout the U.S. [19]. 

To join these efforts, the Health Sciences Campus of the University of Utah 

developed its own plan for the transformation of structures towards a translational 

research environment. One of the key elements of this plan for transformation was the 

integration of the Clinical Enterprise Data Warehouse (EDW), with its n10re than 200 

feeder systems~ into a new Translational-Research Enterprise Data Warehouse (trEDW). 

It was thought that due to the combination of the EDW with basic science databases like 

the Utah Population Database and genetic research- and clinical trials databases, the 

exchange of information between clinical and basic research, and finally the conduct of 

research itself, would be simplified. To manage the complexity of this new systen1 and to 

enable con1munication among institutions, to protect and regulate access to the data, and 



to keep the overview about past and ongoing projects, three layers were put around this 

new architecture: a Data Metamodel Layer, an IRB Security Layer, and a Project View 

Layer. 
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The work presented in this thesis was initiated to develop, implement, and 

evaluate a part of the Data Metamodel Layer of this new translational architecture in the 

donlain ofPharnlacy. The initial goals of the project were (1) to obtain a description of 

the current IT-structure of the EDW, (2) to support both technical users and researchers to 

find the data they need, and (3) to support the transformation from the EDW to a future 

trEDW. 



2 BACKGROUND AND PRELIMINARY WORK 

As described in the introduction, the major goal of this project was to provide a 

metadata-based solution to increase accessibility of data stored in the clinical EDW. The 

current technical infrastructure is very complex as it integrates more than 200 systems. A 

development and evaluation strategy was chosen based on recommendations in the 

literature [20], [21]. Figure 1 shows the waterfall approach, which was used for the 

development. The graph also contains estimates of the time that was needed to complete 

each step. 

The projected started with a preparation stage, in which problems were identified 

and the goals were defined. Following this initial stage, a user- and an information­

requirements analysis were conducted. These results were then used to develop a general 

nletamodel and to implement a metadata tool. As the time estimates show, the tool 

development took more time than all of the other stages together. After this tool was 

available, actual metadata were collected to prepare the usability assessment and the 

evaluation. The next sections will provide further background information about the 

single steps. After introducing the general concept of metadata and its benefits, each of 

the steps in the waterfall model will be put in their context and described in detail. 

2.1 Metadata 

This section will introduce the concept of metadata and explain why metadata is 

considered a key driver for health information systems in academic medical centers. 
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Typical approaches, which might be suitable for the given problem in this project, are 

described and discussed. 

2.1.1 Defining Metadata 

The introduction of this thesis described the complexities that the clinical and 

technical parts of a hospital or research institution have to handle. As a consequence of 

this complexity, users struggle to find the information they need and to judge its quality, 

as they are not able to identify all data-affecting components of the system. If these 

systems were only con1plex but static, a comprehensive description, once compiled after 

the implementation of the system, could solve this problem. Unfortunately, the reality of 

these systems looks very different: The entire healthcare enterprise and all subsystems 

undergo rapid and continual change, and they cannot be described in a static form [22]. 

A very general definition of metadata is considered to be data about data [20], 

[21], [23]. This definition does not encapsulate the full scope of what n1etadata n1eans in 

our context, so we need to use a much more comprehensive definition. Marco provides a 

suitable and comprehensive definition in the context of our problem: 

Metadata is all physical data (contained in software and other media) and 
knowledge (contained in employees and various media) from inside and 
outside an organization, including information about the physical data, 
technical and business processes, rules and constraints of the data, and 
structures of the data used by a corporation [20]. 

This definition includes the entire spectrum of metadata on the technical level. It 

is very important to note that not only technical metadata from software or databases are 

part of this description, but also knowledge of employees. We will use this definition as 

starting point for our lTIodeling and development efforts. 

7 
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2.1.2 The Need for Metadata in HeaIthcare 

As the development of metadata solutions is a highly time-consuming and 

complex task, n1any people still question the "Return on Investment (ROI)" of this 

approach [21]. Looking at the metadata problen1 from a much broader scope, information 

about the structures of an HIS is important for several reasons. 

First, today's systems are still considered inflexible and hard to integrate [20]. 

Keeping up a high pace of change in information technology and system architectures is 

considered key to persist in competition. Thus, hospitals are demanding more 

functionality and shorter development cycles from their IT departments to attain and 

maintain a competitive advantage in the healthcare system [4], [22]. System integration is 

a resource-intensive task with an effect in the long-term. From a short-term, naive 

perspective, it slows down innovation and uses valuable resources. As a consequence, 

many nonintegrated systems were and are still built. In the domain of healthcare, 

information exchange is very important, so information about the technical structure of 

such nonintegrated systems could help to understand them and to support the 

development of interfaces with other systems [4] . 

Second, the growth of existing data warehouses and data marts is considered a 

n1ajor problem in today's healthcare IT systems. In larger healthcare institutions, much 

information about the current system, its size and speed of growth is required, even if 

only simple decisions concerning the IT infrastructure have to be made [20], [21]. 

Third, in times of integration of multiple disconnected systems across healthcare 

facilities, it is of high importance to know where information is found within the different 

systems and what this information means. In order to connect multiple systems and to 



build interfaces that exchange data, information about their location and meaning is a 

maj or requirement. 

Fourth, successful research careers are usually marked by frequent institutional 

changes. Consequently, research institutions, like university hospitals, have a high 

employee-turnover, which increases the need for a comprehensive description of the 

institutional structures in place. Metadata can provide the semantic layer between the 

technical systems and the researcher in a way that it translates the technical terminology 

used in IT system into terms that are understandable to any user [11], [20], [21], [24]. 

Finally, many users experience a lack of trust of computerized data [20]. 

9 

Oftentimes there is no information about their origin, how they were transformed, and 

about their quality. To develop technologies like decision support, metadata are needed, 

as the developer needs to know about available data sources and their quality. The quality 

of decision support can never be higher than the quality of the information it uses to make 

the decisions [20], [21], [24]. 

2.1.3 Metadata Solutions 

During the last decades, several solutions for the n1etadata problem have been 

developed. The first approach to metadata, were the so-called data dictionaries. Data 

dictionaries are centralized repositories that contain information about data such as 

meaning, relational information, origin, or format [25]. For the most part, they were 

developed during the design-phase of the databases from and for developers. Data 

dictionaries were successful in environments that consisted of a single repository product, 

but they lost power as soon as several different repositories had to be integrated. 

Furthermore, as they lacked procedures to automatically create and update their 
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information, they soon became out of date [21]. 

With the advent of Data Warehouses, the need for accurate documentation 

increased significantly. Many standalone metadata databases were built after it became 

apparent that the off-the-shelf luetadata repositories did not provide the full spectrum of 

luetadata documentation and as data warehouses made it easy to start collections. The 

data within these databases were still provided in a static way and contained data­

dictionary-type of data with the addition of information, the developer thought to be of 

interest [21]. As the focus and scope of these standalone metadata stores remained on the 

technical level, and as these solutions were built and remained within IT departments, 

these data were still not accessible and usable to nontechnical users. In addition, those 

systems were usually maintained in a decentralized way through their developers [20]. 

Thus, standalone metadata stores were not very successful in the long run either, 

although they were built with a high amount of resources. Simple questions about the 

data inventory (e.g. '"what data do we have?") were difficult to answer with those tools 

[21]. As a consequence, vendors developed so-called '"internal directories" with the 

ability to search for unstructured data within documents, source code, or other data 

sources. Again, these internal directories were developed as standalone systems without 

automatic updating functions, so that they were out of date soon. Finally, as many of 

those systems did not use standards, integration with other components or software 

products failed. 

Still, there were also successful systems that provided access to metadata, which 

are still in use today. Key to their success were (1) standardized interfaces to allow 

integration with other metadata tools, (2) simple access for both technical and business 
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users, and (3) automatic updating functions for at least a part of the data [20], [21], [24]. 

To allow access for the business users, initial solutions categorized their data and 

provided understandable user-interfaces, which were accessible from any place in the 

enterprise. 

One recent improvement in the domain of metadata was the deve10pnlent of so­

called "Metadata Solutions." These products were built based on the idea that metadata 

should be stored and kept where they were produced, instead of artificially moving them 

to a central place. Only a small subset of the entire metadata, called "common metadata," 

is collected in a central repository, which consists of some basic information to be used 

for searching, and which points to the real metadata sources. These metadata solutions are 

currently considered an efficient approach, as their metadata are accessible in a central 

place, but for the most part stored elsewhere. Still, metadata solutions require a 

considerable effort to create the general metadata model, to integrate the different 

sources, and to provide access for all user groups [21]. 

2.1.4 Healthcare-Specific Metadata Approaches 

All the solutions described above were first developed in data warehousing. They 

were extended and adapted to many domains including business (e.g., [26]), geology 

(e.g., [27]), library information systems (e.g., [28]) and knowledge representation 

systems (e.g., [29]). Further research was initiated with the advent of ontologies and the 

semantic web (e.g., [30-32]). 

For the donlain of health care, no specific approach for a comprehensive and 

specialized Metadata Solution has been published yet. Still, there have been efforts in 

various other domains including the following: 
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• General clinical metamodels (e.g., [33-37]) 

• Organizational models (e.g., [38]) 

• HIS models (e.g., [1], [6], [39-42]). 

There have also been many approaches for the development of architectural 

models (e.g. HIS A [43], openEHR [44], or CorbaMed [45]), but none of them would be 

usable as basis for the development of a Metadata Solution. All of these models are 

highly specialized for a particular domain of application, but they are not usable without 

significant modification. Still, three approaches might be usable for the given problem. 

We will discuss these approaches more in detail: 

• HL 7 Reference Information Model (HL 7 RIM) [46] 

• ISO/IEC 11179 [47] and its application in caBIG [14], [48] 

• The Three-Layered Graph-Based Metamodel (3LGM2) [1], [6] 

2.1.5 HL 7 Reference Information Model 

The ultimate goal of the HL 7 Reference Information Model is the sharing of 

consistent nleaning beyond a local context [49]. This model evolved from a number of 

commercial and academic healthcare data models, and it accommodates the data elements 

defined in the current HL7 standard [4]. It is a collection of subject areas, scenarios, 

classes, attributes, use cases, actors, trigger events, and interactions that describe typical 

information and their interaction in healthcare. These "infornlation packages" [49] and 

their descriptions can be exchanged using the HL 7 information exchange standard. 

The HL 7 RIM is focused on "Entities" and their interactions: people, other living 

organisms, organizations, places, and manmade things. These entities can take on roles in 
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particular contexts (e.g., patient, healthcare provider) and participate in actions. In these 

acts they take part as actors, targets, or resources to perform this act. Acts can be related 

to each other in a sequential and hierarchical way. The model is concerned with 

information interchange, not information storage. To allow information exchange, any 

entity is assigned a unique identifier and can be read, exchanged, and filed [46], [49]. 

Clearly, the HL 7 RIM describes the information elen1ents required to be 

understood between two information systems on a very high level. However, it does not 

describe all information recorded about these entities within a particular system. The 

standard does not include the description of inforn1ation about the specific technical 

environment nor the specific data structures of any healthcare organization. As stated 

earlier, the HL 7 RIM is built to describe information exchange, not information storage 

[49]. 

2.1.6 ISOIIEC 11179 

The ISO/IEC 111 79 standard describes the semantics of data, the representation of 

data, and the registration of their description. This standard provides a general model for 

the definition of data, which is independent of any domain. Its purpose is to promote the 

following [47]: 

• Standardized description of data 

• Common understanding of data across organizational elements and between 

organizati ons 

• Reuse and standardization of data over time, space, and applications 

• Harmonization and standardization of data within an organization and across 
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organizations 

• Management of the components of data 

• Reuse of the components of data. 

As a consequence~ the standard focuses on the technical description of the data. 

However~ it explicitly excludes information about data models. application specifications, 

programming code, program plans, business plans, and business policies (see [47], page 

vi). Consequently, it does not contain information about the creation and modification of 

the data on the business level nor information about quality or access. 

This standard has been implemented and extended in several projects. One 

example is the Cancer Biomedical Informatics Grid (caBIG) [48]. In this project~ 

ISO/IEC 11179 has been used to support the semantic integration of data sources to 

simplify data exchange between several sites. The caBIG project uses and extends this 

standard for the definition of the so-called "Common Data Elements." These data 

elements are used to ensure semantic interoperability between the different research sites. 

Common Data Elements consist of two elements: the data elen1ent concept and the value 

domain. The data element concept is based on the ISO/IEC 11179 standard, and provides 

general metadata for each element. The value domain describes how this value is 

represented in the particular setting. The data element concept is the san1e among all 

institutions that implement caBIG. As the implementations vary, the value domain might 

differ for every institution. Using the data element concept, information exchange among 

institutions is still possible. As a consequence, data remain interoperable among 

institutions, even if the concrete implementation of a particular data collection 

mechanism differs significantly. 
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2.1.7 The Three-Layer Graph-Based Metamodel 

3LGM2 is a specific metamodel for modeling hospital information systems. 

3LGM2 stands for '"three-layer graph-based metamodel" and was created to support the 

systematic management of HIS and to assess the quality of information processing in 

hospitals. It consists of a functional and a technical metamodel, which describe different 

aspects of the hospital information management on a Domain Layer, a Logical Tool 

Layer, and a Physical Tool Layer in UML notation. 

2.1. 7.1 Domain Layer 

The Domain Layer describes the functions of a hospital. This is done 

independently of their concrete implementation in the setting. In order to apply a 

function, information about physical or virtual entities in the hospital is needed. This 

information is represented in entities. The information contained within those entities can 

be used or updated by a function. It is possible to (poly-) hierarchically structure 

functions and entities using the appropriate UML association. Organizational units 

execute functions. Figure 2 shows the domain layer metmnodel, including functions, 

entities and a description of the type of access to the information contained within an 

entity. A typical instance of the domain layer can be the description of the treatment of a 

patient on a very general level as shown in Figure 3. 
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2.1. 7.2 Logical Tool Layer 

The logical tool layer represents a metamodel of the application components used 

in a HIS. They support the functions on the domain layer and take over the task of 

processing, storage, and transportation of data. This layer integrates both the computer­

based and paper-based application components. Adapted software products control 

computer-based application components, while paper-based application con1ponents are 

controlled by working plans. The computer-based application components are usually 

linked to a local database that is controlled by a database management system, while 

paper-based application components store their documents in document collections. The 

logical tool layer also includes communication interfaces to describe communication 

among components. It is important to note that those communication links are just virtual 

constructs whose physical representation will be done on the next layer. An instance of 

the logical tool layer is shown in Figure 4. 

2.1.7.3 Physical Tool Layer 

The physical tool layer represents the physical data processing components, which 

are used to realize the application components, described on the logical tool layer. 

Examples of physical data processing components are paper, telephones, and books but 

also all computer-based con1ponents like terminals or servers. This layer also represents 

the physical connection among those systems. Both physical and logical networks can be 

represented on the physical tool layer. An example of this layer is shown in Figure 5. 
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2.1.7.4 Interlayer Relationships 

The concepts of the three layers are connected among each other. So-called inter­

layer-relationships exist between the domain and logical tool layer as well between the 

logical tool and the physical tool layer. The central connection between the domain and 

logical tool layer is the relationship between functions and application components. Any 

function can be supported by one or several application components. Between the logical 

and the physical tool layer there exists a relation between application components and 

physical data components. This means that any application component may be installed 

on one or several data processing components. These relationships are important because 

they can be used to analyze and optimize the given structure. This model is able to show 

the impact of changes on one layer to other layers. 

2.2 User- and Infornlation-Reguirements Analyses 

A user and an information-requirements analysis were performed to get a clear 

description of the users, their information-needs, and a description of the context of the 

Metadata Solution to be developed. User studies need to be conducted as a first step 

towards building an understanding of users and their activities [50]. Typically, they are 

based on interviews, observations, or questionnaires and try to determine typical user 

groups, their background, knowledge, and mental models [51]. It is important to conduct 

those studies prior to designing a new system, as an inappropriate design might make 

users refuse the new product [52]. Involving the user during the development process 

improves the match between application functions and user requirements. In this project, 

the results of user and information-requirements analyses were important choosing and 

designing an appropriate nletamodel, and to collect the requirenlents for a future tool. 
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2.2.1 The User Analysis 

To identify potential users to include in the analysis, a modified version of the 

five-step procedure of Hackos and Redish was used [53]. First of all, a user-analysis team 

was assembled, composed of IT specialists analysts, who regularly interacted with users. 

The team consisted of one manager and two staff who were involved in the process of 

data and metadata collection on demand for clinical researchers. All three persons were 

aware of typical metadata users as they directly interacted with them. In a brainstorming 

session, the team created a list of potential users and user groups. All three members of 

the team considered themselves as users of the final Metadata Solution and were 

included. Five user-groups were defined and a list of fifteen representative users was 

assembled. A user/information-need matrix was created to derive an initial model of the 

user-comn1unity. Those characteristics were based on typical recent metadata requests 

and from the literature (e.g., [20], [21 D. The assumptions of the user community and its 

characteristics were generalized based on their roles and profession and were tested 

during the interviews with the users as part of the information-requirements analysis. 

The total list consisted of 15 users, with different backgrounds, roles, and 

positions within the University hospital. Based on assumptions about the users, they were 

assigned to at least one of five roles in the healthcare environment. As Table 1 shows, all 

users were classified as researcher, developer, student, database administrator (DBA), or 

member of the management. It was assumed that the characteristics of those five roles 

differed significantly. 

Using this classification in five different user groups, characteristics and typical 

information needs of each group were discussed. Seven characterizing information needs 
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Table 1: Users of the Metadata Solution and Their Roles 

# Researcher Developer Student DBA Management 
1 X 
2 X 
3 X 
4 X X X 
5 X 
6 X 
7 X 
8 X 
9 X X 
10 X 
11 X 
12 X 
13 X 
14 X 
15 X X X 

were considered important by the team. The list of metadata needs was compiled based 

on typical inquiries of users and information available from the literature. 

As this matrix shows (see Table 2), nearly all users require a description of the 

data and information about the data processing. Information about data quality, business 

processes, and data lineage were important to only few user groups. Information needs 

about data access rights and metadata history were highly specific to single roles. In order 

to test the assumptions about the users, and in order to find out about typical tasks, 

thirteen persons from the initial list of 15 persons were selected for an interview. At least 

one interview was conducted for each role. 

2.2.2 Information Requirements Analysis 

Information requirements were analyzed in semi structured interviews by one 

interviewer. Thirteen interviews were conducted with users representing the user groups 
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Table 2: User/Information-Requirements Matrix 

Information Requirement Researcher Developer Student DBA Management 
Data Quality X X 
Data Processing Information X X X X X 
Data Description X X X X 
Business Process Information X X X 
Lineage of Data X X 
Data Access Rights X 
Metadata History X 

previously identified in the user analysis. Interviews started with an analysis of the 

technical knowledge and expertise. Using a modified version of the task identification 

technique from Vallacher and Wegner [54], the interviewer tried to get an idea of typical 

tasks to be accomplished during a normal working day. Using these tasks, information 

requirements were derived together with the interviewee. Finally, the interviews closed 

with an analysis of potential application fields of metadata in their work. 

As the interviews showed, the user/information-need matrix was an appropriate 

representation of the information requirements of the different roles. Due to the small 

number of interviewees for each role, the variability of responses was high, but the 

classification of the user/information-need matrix still provided a good overall impression 

of their information requirements. 

The information-requirements analysis showed that the information needs of the 

five groups were similar, but their way of asking for information differed significantly 

depending on their background. Users with a technical background asked for very 

detailed technical information of particular objects, while users without a technical 

background asked very general questions, starting on the business level, stepwise 
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increasing the level of technical complexity in an iterative approach. It became apparent 

that these two groups had a different mental model of the concept "data" and a different 

approach to the task of data collection. This difference in the mental model was not 

linked to a specific role, but to the technical knowledge and expertise. 

2.2.3 Applicable Results 

As a consequence of the results of the user- and information-requirements 

analyses, it was decided to focus on two user-groups, which were separated based on the 

level of technical expertise. Two personae were developed to serve as exemplary users 

for the development: 

2.2.3.1 Persona 1: The Clinical Researcher 

Clinical researchers are the users with the highest metadata information 

requirements. For their research, they need information about which data are available 

about which business processes, and how they are entered and transformed before they 

are finally stored in the database. Furthermore, they need to know which data are 

available for a specific research question and where they are stored. Finally, it is of high 

value for them to know about the quality of data and possible problems. Their mental 

representation of the Metadata Solution is based on the real world and so are their initial 

questions. Thus, they try to start working with the Metadata Solution on the level of 

business processes. They expect to access the data with the help of a simple user interface 

instead of retrieving them based on a SQL query. 
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2.2.3.2 Persona 2: The Data Warehouse Analyst 

Data warehouse analysts need very detailed information for the daily work. They 

are mostly interested in the description of data and their processing. Furthermore they 

need information about how the data are transformed through different processes and 

how they get to the fields where they are finally stored. It is also important for them to 

have a clear description of the access rights of the various users of the system. Although 

they have to react on problems related to data quality, they do not need this information 

for their daily work. Their mental model of data access is based on databases and they 

clearly understand where to find which information or how to figure out which 

information is available. A developer wants to have high control on the Metadata 

Solution. They are interested in a user interface that represents metadata in the way it is 

stored in the database. In some cases they also want to query the data directly with the 

help ofSQL. 

2.2.3.3 Final Requirements 

These personae were built to support the final design of the metadata tool. To 

develop the metadata model, a list of typical metadata questions was compiled from the 

interviews and grouped into seven categories. Table 3 served as starting point to the 

metadata model development. 

2.2.3.4 Consequences for the Metamodel Development 

Based on this user- and information-requirements analysis, the Metadata Solutions 

and metamodels presented in section 2.1 were analyzed to see if they would be able to 

represent the required amount of information. It was found that none of the presented 



Table 3: Typical Metadata-Related Questions 

Category Detailed Questions 

Data availability Which data are available? 

Where can they be found? 

Data description and meaning Meaning of a certain entity (e.g., table, column) 

Data lineage 

Quality 

History 

Data transformation 

Data access 

Detailed description of certain entities 

Relations among entities (e.g., columns of a table) 

Data Coding (e.g., Cerner Multum or lCD-9) 

Business related source of data entry in database 

Technical source (e.g., mapped from column) 

Typical data quality measures (e.g., completeness, 

accuracy, timeliness) 

Data-entering role (e.g., physician or nurse) 

Known problems with data entering 

Data-entering context (e.g., patient visit) 

Processes affecting data-entering 

Software tool used for data-entering 

Noticeable problems in one of the following domains: 

• Business Processes (e.g., time pressure, 

overwhelmed by number of patients, maybe 

evaluation on process) 

• Tools (good/bad software) 

• Database-Environment (e.g., DB-crash, data loss, 

known legacy DBs with low quality) 

Software tool or process changed? (e.g., new interface, 

new software, different process of patient visit) 

Impact of this change on the data in the DB? 

Better/worse data entering? 

In the DB: Has the vocabulary been changed? (e.g., 

ICD-9 to ICD-IO) 

Humans: who can access/change the data? 

System: which procedures access/change the data? 

Can I access/change the data? 

Who can give me the data? 

27 



28 

approaches would provide the full amount of information required, but that every 

approach could represent a subset of the required information. Still, there was consensus 

that the future model should not be built from scratch. After analyzing the given models, 

it was found that the "Three-Layer Graph-Based Metamodel [1], [6J, [40J, [41]". which 

combines a functional and technical metamodel, seemed to be applicable to the given 

problem. There were several reasons for this choice: 

• Simplicity: Compared to the other approaches, the 3LGM2-approach is relatively 

simple to understand. As this project tries to simplify data access for users without a 

technical background, a model should be chosen that is understandable to all potential 

users. 

• Metamodel: Unlike the other approaches, 3LGM2 is a metamodel that is built to 

describe the complexity of the clinical domain on all layers. Its main focus is to 

describe the complexity in a hospital information system to support strategic IT­

management, hence it includes information about the technical and the operational 

domain. The goal of this project is to describe the complexity of a hospital and its 

information processing, and not to exchange between institutions. 

• Domain specificity: The 3LGM2-approach is a healthcare-specific metamodeling 

approach. Unlike ISO/IEC 11179, it is clearly focused on the requirements of 

healthcare. 

• Different mental models: As the user and information-requirements analysis 

showed, technical and nontechnical users have a significantly different mental 

representation of data access. The 3LGM2 metamodel has not been built to account 

for this difference, but it obviously separates the description of the technical and 



business domain, which will be helpful for the development of an appropriate 

metamodeL 
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Although the 3LGM2 approach was found appropriate for the current problem, it 

still requires several changes to be completely sufficient to represent all information­

requirements from the users. Consequently, the 3LGM2 Inetamodel will be remodeled 

and extended based on the user- and information-requirements analyses. 

2.2.4 Discussion of 3LGM2 

In general, it is important to recognize that the 3LGM2 metamodel combines a 

functional and a technical metamodeL Its main purpose is the management of health 

information systems. 

The 3LGM2 metamodel provides information about all the functions that a 

hospital can perform. Although the basic definition of the domain layer focuses on 

functions related to information processing, descriptions can get very detailed and even 

be extended to functions not directly related to the information management [55], [56]. In 

addition, the model provides a view on how applications support those functions. Using 

interlayer relationships, it describes clearly how applications interact and how they affect 

the functions at the domain layer. This is particularly interesting if an application 

component stops working or is to be replaced, as the model provides a view of the 

consequences of this problem. On its third layer, the n1eta-model describes those 

components of the HIS that are finally used to enter data and which other physical tools 

are used to support the computer- and paper-based application components. Furthermore, 

this model allows judging the quality of the information processing [1]. Overall, this 

metamodel is useful to support the management and analysis of the HIS. 
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The standard 3LGM2 can be used to analyze whether the processing of 

information is done adequately. It does not provide inforn1ation about the result of the 

processing, which means it does not includes measures for quality of the information 

processed. The model gives an overview of the overall system and where redundancies 

exist, but it does not point to concrete entities if a general function is executed with low 

speed or quality. If, for example, the function of "order entry" takes a lot of time to 

complete, it remains unclear whether the software is designed poorly, if the data quality is 

so poor that it cannot be used, or if the server is just slow. The only information 3LGM2 

provides is that there is a problem related to the function of "order entry" and the tools 

that support this function, but no details about the underlying reason. It would be very 

useful to include this notion of quality in the tool. The interlayer relationships would 

allow one to analyze quality problems using a much broader view. Also, although 3LGM2 

is able to provide information about whether whole components (e.g., a database) are 

redundant in a HIS, it is not able to determine whether the internal structure of those 

systen1s (e.g., a particular table in two databases or a particular column in two tables) is 

redundant and should be removed. In addition, this metamodel does not provide 

information about the details of how and where data is finally stored in the databases. It 

remains unclear which data are available for research or development. 

As a consequence, the capabilities of the given model are limited for research, for 

database management, and for transformations on the data-layer (e.g. the transformation 

of the clinical EWD into a trEWD), but it seems to be adaptable with a reasonable 

amount of work to enable it answering those questions. In the following paper (section 3) 

such an extension is described. 



3 FROM BEDSIDE TO BENCH: A TRANSLATIONAL METAMODEL 

FOR HOSPITAL INFORMATION SYSTEMS IN 

ACADEMIC MEDICAL CENTERS 

To conduct clinical research, data are needed from the clinical routine. Due to the 

complexity oftoday's healthcare information systems, clinical researchers oftentimes 

struggle finding relevant information. As part of the reengineering efforts of a clinical 

data warehouse towards a translational enterprise data warehouse, a general methodology 

to describe the complexity of current HIS in all domains is developed, to guide 

researchers with a clinical question to the data they need, and thus to increase 

accessibility of clinical data for research. An information-requirements analysis was 

conducted with clinical researchers and data warehouse experts in the domain of 

pharmacy as groundwork for a new translational metamodel. The results of this analysis 

were used to adapt the strategic HIS management metamodel3LGM2
, and to implement 

it in the domain of pharmacy. The new translational metamodel consists of a domain-, a 

logical tool- and a data description-layer with interlayer relationships. Two further layers, 

added in a perpendicular way, give information about access and measure quality. This 

metamodel technology is implemented as a Web-based solution, providing modeling and 

browsing functionality. The presented translational metadata solution shows a promising 

approach to the problem of clinical data access in research. Further research is needed to 

prove its applicability and usefulness in the daily routine. 
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3.1 Introduction 

Today's hospitals are highly heterogeneous institutions and consist of a multitude 

of organizational units. They execute a broad spectrum of functions ranging from basic 

administrative tasks up to very complex medical procedures [2]. A high level of 

interoperability has already been reached and requires intensive internal and external 

communication among organizational units and healthcare professionals [3]. As 

integrated care is the goal, the amount of teamwork, and thus communication, is still 

expected to increase [4]. 

This complexity on the business side is reflected as well on the technical side: 

hospitals are grounded on a network of heterogeneous, interconnected systems that are 

built to support the daily work of all organizational units. The spectrum of complexity 

ranges from basic administrative software tools up to highly specialized expert systems 

[2]. These systems are not static because information technology still moves and changes 

at a high pace. As technical interoperability is the goal, all of these systems are integrated 

and use complex data exchange standards to communicate [1], [5], [6]. 

Hospitals with education and research settings face additional hurdles, which 

results in a further increase in complexity and heterogeneity on both the clinical and the 

technical side [7]. On the clinical side, the healthcare enterprises face the triple-burden of 

education, research, and patient treatment. On the technical side, institutions have to keep 

up with providing cutting-edge technology to attract patients and researchers [4]. 

In clinical research, this situation leads to a paradox: massive amounts of data are 

collected and technically available in data warehouses, but the level of complexity, the 

legal constraints, and oftentimes just missing knowledge about the availability of certain 
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data limits accessibility for clinical researchers [8-10]. Even if access would be possible, 

the complexity of the environment makes it impossible to identify all potential 

confounders, hence making it difficult to judge the usability of the data for a particular 

study. As a solution of this problem, IT departments commit to time-consuming data 

retrieval processes to support the researchers. To make these processes successful, two 

mental models of "data collection" have to be reconciled first (i.e., the technical model 

and the data user model). 

It has become apparent that research institutions, such as university hospitals, face 

a critical challenge due to the complexity of their system-architecture. It was shown that 

these systems do not support researchers in an optimal way, because system design does 

not consider the way researchers conduct their work [11]. Despite the importance of data 

for research, their accessibility is still considered a major problem. 

Just recently, the clinical research environment has become on the focus of the 

National Institutes of Health (NIH). As one result of their ongoing communications with 

the research community, the NIH found that basic, translational, and clinical researchers 

complained "that their interactions became more remote and difficult, that clinical 

research was increasingly less attractive to new investigators, and that clinician-scientists 

were moving away from patient-oriented research." An10ng other factors, the complexity 

of the clinical research environment was named as one of the main causes for this 

problem. Consequently the "Re-engineering of the Clinical Research Enterprise" towards 

a translational research environment was announced as one of three major themes for the 

upcoming years [8], [10]. 

The aim of this paper is to present a general methodology to describe the 



complexity of current health information systems (HIS) in all domains, to guide 

researchers with a clinical question down to the data they need, and thus to increase 

accessibility of clinical data. 

3.2 Requirements 

34 

A user- and an information-requirements-analysis were conducted at the 

beginning of the project. For the user-analysis, a modified version of the five-step 

procedure of Hackos and Redish [53] was used and identified two major user groups, 

which could be discrinlinated by their level of technical expertise. Thirteen representative 

users were chosen and interviewed to identify typical tasks of their daily work, using a 

lTIodified version of the task identification technique from Vallacher and Wegner [54]. 

These results were used to derive their information requirements. All information 

requirements were grouped into seven general themes: (1) data availability in relation to 

real-world processes and entities, (2) data description and meaning, (3) data lineage, (4) 

quality, including data quality, data processing quality and quality of the business 

processes related to data processing, (5) change-tracking for any HIS related change 

directly or indirectly affecting data or data processing, (6) data access, and (7) data 

transformation. 

Summarizing the above, a highly comprehensive description of the data itself, its 

producing, processing, and storing environment, as well as relational information is 

needed to fulfill all information requirements. In other words, metadata about the 

business processes, the processing tools and the data itself is requested. Consequently, a 

translational nletamodel needs to be developed that brings bedside data to the bench. 
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3.3 Approaches 

For the domain of health care, no specific metamodeling-approach has been 

published yet to the extent described above. Still, there have been several approaches in 

the area of general healthcare metadata (e.g., [33-37]), organizational modeling (e.g., 

[38]), and HIS modeling (e.g., [1], [6], [39-42]). Other efforts, like HISA [43], openEHR 

[44], or CorbaMed [45] try to provide reference models, but no typical metamodels 

which would be usable to develop a Metadata Solution. HL 7 RIM [46], [49], ISO/IEC 

111 79 [47], and 3 LGM2 are approaches which could fulfil parts of the requirements. 

Based on the user- and information-requirements analysis, the presented Metadata 

Solutions and metamodels were analyzed if they would be able to represent the required 

amount of information. It was found that none of these approaches would provide the full 

amount of information that is required, but that every approach could represent a subset 

of the required information. Still, there was consensus that the future model should not be 

built from scratch. Due to reasons of simplicity, domain-specificity, and the architecture, 

it was decided to choose the 3LGM2 approach as starting point of further modeling 

efforts. 

3LGM2 considers the HIS as a socio-technical subsystem of a hospital [3], [22], 

and describes business and communication processes, logical tools and the technical 

subsystem on three different interconnected layers (see Figure 6): (1) The domain layer 

describes the hospital in tern1S of his enterprise functions and business processes. (2) A 

logical tool layer describes paper based and computer based application components and 

their communication, which support the enterprise functions on the domain layer. (3) 

Finally, the physical tool layer gives information all physical data processing 



Domain Layer 

Logical Tool Layer 

Physical Tool Layer 

Figure 6: Architecture 3LGM2 

components, including computers, servers, switches and routers and how they are 

connected. The concepts of the three layers are connected to each other using interlayer 

relationships. The following section presents the modified 3LGM2 metamodel. 

3.4 Modification of 3LGM2 
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For the new translational 3LGM2 metamodel, it is important to keep in mind that 

unlike for the original model, the main goal is to increase accessibility of clinical data for 

researchers. Like the original metamodel, it is composed of three interconnected layers: a 

domain layer, a logical tool layer, and a data description layer. Furthermore, two layers 

are added in a perpendicular way describing quality and access. Figure 7 illustrates the 

general structure of the architecture and the positioning of the different layers. 

3.4.1 Meta-Metamodel 

To start the development of the final model, a higher level model was defined. 

This model was used as "language" to describe the actual metamodel. Such a model is 
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Figure 7: Architecture new metamodel 

called meta-metamodel and allows accounting for a subset of the information 

requirements. Figure 8 shows the meta-metamodel, defines general attributes of any 

entity, including type and aliases, relationships among entities and historical relations. 

3.4.2 Domain Layer 
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The Domain Layer describes the business processes and enterprise functions of a 

hospital, specific to the setting they are implemented in. The model does not need to be 

highly detailed, but should give a good understanding of the functions in order to provide 

an entry point for researchers in the domain to be described. 

Enterprise functions are the centerpiece of this layer and can be organized in a 

sequential way, to represent an entire business process in several single steps. They are 

performed by organizational units and access information about entity types. Access to 
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an entity can either be using or updating. Entity types represent physical or virtual 

"things" in a hospital and can be structured in a hierarchical way. Figure 9 shows the 

class structure of the domain layer metamodel using the Unified Modeling Language 

(UML). 
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A simple instance of the domain layer is the enterprise function "order drug." The 

organizational unit "Physician" performs the enterprise function "order drug" by using 

information about the entity type "Patient" and by updating the entity type "Order." 

3.4.3 Logical Tool Layer 

On the logical tool layer, several simplifications have been made compared to the 

original3LGM2
. It represents a metamodel of the application components, which process 

and store data about entity types. Application components support enterprise functions on 
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the domain layer and can either be computer based software tools or paper based working 

plans. Software tools can be connected to local or central databases, in which they store 

information about entity types in form of dataset types. These dataset types can consist of 

several dataset elements. Dataset types can be stored in one or multiple tables; dataset 

elements can be stored in columns of these tables. Working Plans can use several 

document types to support an enterprise function. Figure 10 shows the UML class 

diagram of this layer. An example for a software tool could be "Cerner PharmNet," which 

stores information about the entity type "Drug Order" in form of a dataset type "Order" 

in the central database "PHARM_DB". This dataset type "Order" is stored in the table 

"ORDER" and consists of the dataset elements "Order Time," "Ordering Physician" and 

"Drug Name," which are stored in the appropriate columns. 
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3.4.4 Data Description Layer 

The data description layer contains information about where and how data about 

the entity types is finally stored. As mentioned before, software tools are connected to 

databases, which are controlled by a database management :-,ystem. Databases contain 

tables and views, which can be organized in schemas. Tables have one or several indices, 

which consist of one or mUltiple columns. Both tables and views contain columns. A 

vocabulary can be assigned to a column. Updates, inserts and deletes on databases, 

schemas, tables and columns can fire triggers, which can start one or several procedures. 

Procedures can call other procedures and access tables, views and columns. Figure 11 

shows the lJML class diagram of this layer. 

3.4.5 Quality and Access Layers 

The quality and access layers cross the other layers in a perpendicular way. On the 

quality layer, rules can be assigned to entities described on any of the other layers to 

measure their quality. On the access layer, users can receive privileges to access entities. 

The term "Quality" is to be used very loosely as it has different meanings on the 

different layers. On the domain and logical tool layer, quality is measured in form of 

evaluations of enterprise functions and application components. On these layers, the 

quality measurement tries to give a general impression about the quality of the data 

processing. On the data description layer, the term quality is related to typical data quality 

measures, e.g., accuracy, completeness, or timeliness. 

The term "Access" is to be considered in a general way, too. On the domain layer, 

access describes which user group is allowed to execute certain enterprise functions. This 

allows the discrimination between user groups who have the right to order a drug 
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(e.g., physician) and those who do not (e.g., technician). The same concept of access 

applies to the logical tool layer, where it describes which user groups are allowed to 

access a particular tool. An example for this concept is that a physician is allowed to 

access the electronic medical record, whereas a technician would not be allowed to access 

all parts. On the data description layer, access is regulated as in normal database access. 

Figure 12 describes the metamodels of the quality and access layers. 

3.4.6 Interlayer-Relationships 

Entities on the different layers are interconnected through so-called interlayer-

relationships. These relationships are important to represent the complexity of the 

healthcare environment and to allow bidirectional navigation. The domain layer and the 
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logical tool layer are connected via two entities. Enterprise functions on this layer can be 

supported by one or several application components. To execute these enterprise 

functions, data from entity types is required, which can be stored in either a document 

type or a dataset type on the logical tool layer. The logical tool layer is connected to the 

data description layer by three entities. A software tool handles information about entity 

types internally in the form of dataset types. These dataset types are con1posed of dataset 

elements. Software tools are connected to databases where they store dataset types in 

tables. These tables are composed of several columns, which can store information about 

dataset elements. 

3.5 Implementation 

This theoretical model was implemented in the domain of pharmacy as 

prototypical Web-based metadata browsing and modeling tool. Real data were collected 

in the domain of pharmacy and loaded into the tool. The software also offers a data 

request module, which may improve communication among researchers and the IT 

department during the data request process. Technically, the tool is able to present 

information related to all information requirements (1) - (7), but initial usability studies 

have already shown that further work needs to be done to improve navigation and 

visualization. In addition, the metadata loading process is cumbersome and should be 

simplified. 

3.6 Discussion 

This paper presented a general n1etan10del, which is able to describe the 

complexity of current HIS in all domains and which provides the opportunity to guide 
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researchers with a clinical question to the data they need. This model incorporates all 

requirements found in early user- and information-requirement-analyses and serves the 

overall goal to increase accessibility of clinical data. In addition, the metamodel could be 

implemented in form of a prototypical Web-based tool and loaded with data fron1 the 

domain of pharmacy. 

In order to apply the new metamodel in other domains than pharmacy, additional 

user-studies have to be conducted. As much research in pharmacy is connected to other 

clinical domains, it can be expected that the needs of a researcher in pharmacy are similar 

to those of a researcher in related domains. Still, this assumption should be analyzed 

scientifically to prove generalizability. 

In addition to the work on the underlying metamodel, the metadata tool requires 

further effort to be usable in the daily routine. Besides improvements on the user 

interface, much work will still be required on the technical side to simplify the automated 

metadata collection process. The data collection process for the initial solution has 

already been complex and time-consuming, although only a small subset of all available 

metadata was loaded. 

Although there is still much further research to be conducted to extend and 

implement it in other domains besides pharmacy, the current solution provides a good 

starting point for a comprehensive, translational Metadata Solution in healthcare. Once 

this solution has been implemented in the daily routine of research, it has the potential to 

create benefits in both short- and long-term. Considering the short-term perspective, the 

model might allow to speed up research, as data accessibility will be increased. In 

addition, the quality of research in general can be improved, as more information about 
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project-related data is available (e.g., data quality). 

From a long-term perspective, such a metadata solution might have the potential 

to shape translational research structures in academic medical centers. Due to the 

combination of a description of the infrastructure with measurements of its quality, 

metamodels become comparable if implemented in different settings. Assuming that 

several research institutions would implement the metamodel, best-practice structures or 

general recommendations for "good" translational research structures could be derived 

and published as translational reference metamodels. 



4 IMPLEMENTATION AND EVALUATION 

The presented metamodel shows a promising approach for the description of the 

complexities in healthcare with the ultimate goal of simplifying access to the clinical 

data. As part of the project, the tool was implemented and evaluated. 

4.1 Metadata Browser Development 

In a first step, the general requirements towards a Metadata Solution were 

discussed. First and foren10st, the tool has to be highly accessible to all potential users in 

the institution. Second, it should be very flexible to be adaptable to the different needs of 

the users. It should allow future modification towards a user-specific tool, which provides 

different views on the metadata, or different sets of metadata to be accessed based on the 

roles or access-rights. Data need to be collected in a central database, but a connection to 

other data sources in other databases should be possible. Collected metadata should be 

stored in a secure form and only be accessible for users of the institution. If possible, only 

open-source software should be used for the development of the tool in order to allow a 

maximum of flexibility. 

As a consequence of these requirements, the tool could have been developed 

either as a standalone application, which users would install locally on their personal 

computers, or as a Web-based tool. The Web-based solution was preferred, as it offered 

the highest level of accessibility and flexibility. 

As a next step, the requirements for the Web-technologies to be used were 
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analyzed. The tool has to present dynamic information, which might possibly change in 

real-time. Most of the tool's content will be text-based data, but some information might 

also be presented in form of graphs. Furthermore, users should not be required to install 

any software on their computer to use the tool. Finally, it was clear that data needed to be 

entered into and loaded from a database. For the basic user interface, clearly a 

combination ofHTML, JavaScript (JS) and Cascading Style Sheets (CSS) was n1andated. 

These three Web-programming languages will allow an appropriate design of the 

metadata tool. For the dynamic parts of the tool, it was decided to use a client-server 

approach based on Java Server Pages (JSP), JavaScript, and Ajax to allow asynchronous 

communication between local clients and the server. Work-intensive tasks are executed 

on the server-side, while all presentation-related tasks are performed on the client side. 

This separation was required, as the tool needs to conduct complicated searches that have 

to be done on a server. For the graphical presentation of the model, the graph viz-toolkit 

was chosen to be embedded in the application. The graphviz-toolkit is a visualization­

toolkit for graphs, which will be used to create graphical models of the data at runtime. 

In order to connect the Metadata-tool to the database, the object-relational 

mapping (ORM) solution hibernate was chosen. Hibernate simplifies database access by 

representing database entities as normal Java-objects, to simplify integration within the 

application. Using plain SQL-queries, it would have been hardly possible to complete the 

implementation of the tool, as the final database model consisted of about 88 interrelated 

tables. For the initial testing phase, MySQL was chosen as underlying database. As 

hibernate allows the connection to all common databases without significant changes in 

the code, this system can easily be connected to a commercial, and maybe faster 



database. For the Web-server it was decided to install the application within an Apache 

Tomcat environment, as it is a high-performance, open-source Web-server solution. 
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Ajax especially is a very elaborate technology, which requires substantial effort to 

be used within an application. In recent years, there have been several development 

projects to simplify the implementation of complex web-based applications. These "Ajax­

frameworks" are based on a high-level programming language as Java, and (in theory) 

allow developing the application entirely within this language. Although these 

frameworks are not perfect, they still simplify the work to a significant extent. For this 

project, the "Ooogle Web Toolkit" (OWT) was chosen as development framework. Since 

this toolkit is supported by a large company, it is very likely that the development on this 

open-source framework will continue in future and be still available for use in this 

project. Figure 13 shows the general architecture of the metadata tool. 

The initial development focused on the implementation of four central functions: 

(1) metadata modeling, (2) metadata presentation, (3) metadata navigation, and (4) 

metadata searching. Those functions were chosen because they represent core­

functionalities of typical metadata solutions (see [20], [21], [24]), and because they were 

required for the evaluation. After the first usability studies, a data requesting function was 

added in a prototypical way. 

4.1.1.1 Metadata Modeling 

This functionality allows creating, modifying and deleting of n1etadata entities. 

After entities have been created, they can be related to other entities within the limitations 

of the underlying metamodel. 
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4.1.1.2 Metadata Presentation 

In general, the metadata presentation is done in a text-based form. To illustrate 

relations, an additional graph-based presentation was implemented. These graphs are 

created at runtime, so that they always show the most recent state of the modeling 

activities. 

4.1.1.3 Metadata Navigation 

The metadata tool can be used as metadata browser. Like in other Web-based 

applications, the user can navigate from one entity to a related entity just by clicking on 

them. Furthermore, a navigation-bar and a navigation-tree were included. 

4.1.1.4 Metadata Searching 
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The tool offers two search functions, which differ in their level of complexity. As 

many users requested a "Google-type" search-interface, it was decided to keep one 

interface very simple. The second interface allows nl0re complex searches. 

4.1.1.5 Metadata-Request Creation 

The tool offers the opportunity to create data requests. If a certain dataset was 

found, it can be added in a simple way to a data request list, which can be submitted to a 

data warehouse analyst at the end of a metadata browsing session. This functionality is 

still a prototype. 



4.2 Data Collection 

As for most metadata solutions, the data collection process for the given tool 

needs a combination of manual data entry and automated data collection. For the data 

description layer, a highly automated data collection process could be installed. On the 

domain- or logical-tool layer, manual data collection processes were required. This data 

collection was not intended to be complete, but had to be comprehensive enough for 

presentation and evaluation. Figure 14 shows the data flow diagram of the current data 

collection processes. 
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For the domain- and logical tool-layer, a limited business analysis has been 

conducted to get an idea of the processes, entities and tools used in the domain of 

pharmacy. This manual data collection process transforms the collected data in a 

structured file that can be parsed by the metadata tooL A simple grammar was defined for 

the structure of those files. The simplified grammar is shown in Figure 15. 

For the data description layer, several data collection procedures needed to be 

installed. The database structure was provided from the IT-department in form of the 

"Data Description Language (DDL)". A DDL-file contains information about the 

structure, procedures, triggers and functions of a database. As part of the tool, a parser for 

these files was developed that is able to load the structure and to filter information about 

triggers, procedures and functions. A more complex problem was the parsing of the code 

of the procedures, triggers and functions. As the metamodel allows showing the relations 

between these "active" (e.g. procedures, functions) and ·'static" entities (e.g. tables, 

columns), an analyzer had to be developed to derive these relations from the code. 

For the data description layer, several data collection procedures needed to be 



S
ta

rt
 C

o
lle

ct
io

n
 
) 

P
ro

ce
ss

 2
 

D
a

ta
b

a
se

 I
 

E
xt

ra
ct

 D
a

ta
b

a
se

 
S

tr
u

ct
u

re
 

D
O

L
-F

ile
s 

+
 

D
O

L
-P

a
rs

in
g

 

F
u

n
ct

io
n

s,
 P

ro
ce

d
u

re
s.

 
T

ri
g

g
e

r 

S
ta

rt
 C

o
lle

ct
io

n
 

P
ro

ce
ss

 3
 

( 
S

ta
rt

 C
o

lle
ct

io
n

 
) 

P
ro

ce
ss

 1
 

In
te

rv
ie

w
 I 

B
u

si
n

e
ss

 
A

n
a

ly
si

s 

D
e

sc
ri

p
tio

n
 o

f 
F

u
n

ct
io

n
s,

 
P

ro
ce

d
u

re
s 

a
n

d
 T

oo
ls

 

T
ra

n
sf

o
rm

a
tio

n
 i

n
to

 
st

a
n

d
a

rd
iz

e
d

 F
o

rm
a

t 

r 
K

ey
 

( I [
 

S
ta

n
d

a
rd

iz
e

d
 D

e
sc

ri
p

tio
n

 
o

f 
D

o
m

a
in

 a
n

d
 L

o
g

ic
a

l 
T

o
o

ls
 

S
ta

rt
 I 

S
to

p
 

D
o

cu
m

e
n

t --
P

ro
ce

ss
 , ) I 

S
tr

u
ct

u
ra

l 
&

 R
e

la
tio

n
a

l 
[ n

fo
rm

a
tio

n
 

P
a

rs
in

g
 o

f d
e

sc
ri

p
tio

n
 

F
lP

fT
 C

o
d

e
 

A
n

a
lz

ye
r 

A
g

g
re

g
a

tio
n

 o
f 

S
tr

u
ct

u
ra

l 
&

 
R

e
la

ti
o

n
a

lln
fo

rm
a

a
ti

o
n

 w
ith

 
D

e
sc

ri
o

tio
n

s 

D
a

ta
 

D
ic

tio
n

a
ry

 
1---

--t~
~1 

D
O

-P
a

rs
in

g
 
r D

e
sc

ri
p

tiv
e

 I
n

fo
rm

a
tio

n
 

F
ig

ur
e 

14
: 

C
ur

re
nt

 d
at

a 
co

ll
ec

ti
on

 p
ro

ce
ss

 

D
a

ta
 

tab
j 

M
e

ta
d

a
ta

 
D

a
ta

b
a

se
 

V
I 

W
 



<syntax> :: <rule> I <rule> <syntax> 
<rule> :: = <name> I <name> <rule> I 

<entitytype> <name> { "{" <description> { <entitytype> 
"{" <rule> "}" } "}" } 

<description-name> "{" <description-text> "}" 
<entitytype> ::= {"ENTERPRISE FUNCTION", "APPLICATION", 

"ORGANIZATIONAL UNIT", "ENTITY TYPE"} 

Notes: 

<name> and <description-text> are just placeholders/labels for text 
Other elements in have to be added for full model 

Figure 15: Grammar in Exended Backus N aur Form 

installed. The database structure was provided from the IT-department in form of the 

"Data Description Language (DDL)," A DDL-file contains information about the 
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structure, procedures, triggers and functions of a database. As part of the tool, a parser for 

these files was developed that is able to load the structure and to filter information about 

triggers, procedures and functions. A more complex problem was the parsing of the code 

of the procedures, triggers and functions. As the metamodel allows showing the relations 

between these "active" (e.g., procedures, functions) and "static" entities (e.g., tables, 

columns), an analyzer had to be developed to derive these relations from the code. 

All data loaded until now were static, and represented only single entities and the 

relations among them. In order to describe these entities more in detail, information from 

two different data dictionaries was loaded to enrich the current data in the metadata 

database. As all data dictionaries were only available in proprietary formats, additional 

parser needed to be built. Despite all these programming efforts, manual data cleansing 

was still needed to transform the data in a usable form. Finally, the database consisted of 

approximately 10,000 described and related metadata entries. 



4.3 Usability Study 

A simple usability study was conducted to analyze whether the tool is usable for 

the different user groups and to determine those areas where further development needs 

to be done. As this part of the project is still going on at the time of this writing, only 

preliminary results are presented. 

4.3.1 Study Details 
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A representative group of users was selected. Literature recommends using three 

users per user group to be able finding 85% of the usability problems [57]. Consequently, 

three users from both user groups (three researchers and three users with technical 

background) were chosen to be included in the usability assessment. It was planned that 

participant receive a I5-minute one-on-one training to use the functions of the tool, but it 

turned out that this training usually took longer as users started to explore the tool and its 

functions. In addition, the general metamodel was explained to provide background about 

the general concepts. 

F or usability testing, users were asked to execute ten simple tasks, which were 

derived from the requirements in Table 3. These tasks were representative for typical 

problems users have to solve in their daily work. In addition, some more con1plicated 

questions were asked, which forced the users to navigate the entire tool and to use all 

functions. The developer tried to correct significant and obvious problems after each 

usability test. 
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4.3.2 Preliminary Usability Results 

In general, users appreciated the idea of this translational metamodel and saw the 

potential of a comprehensive implementation. In addition, they liked the general structure 

and functionality of the Metadata browsing tool and realized the potential application 

fields in their daily work. Still, several problems were found during these first usability 

assessments. 

Users considered the navigation as the biggest problem of the tool. It was very 

difficult for them to find particular information and to figure out how to get there just by 

browsing the structure of the model. As a consequence, a second navigation bar was 

introduced in the tool, which shows information about the navigation path. Still, 

navigation ren1ained a problem, which apparently had to do with the general complexity 

of the metamodel. 

The way of structuring information within this metamodel seems to be uncommon 

to the users. Although they got an initial introduction to it, they had difficulties to find the 

information they were searching for. Participants complained about the complexity of the 

model, as it was unclear to them on which layer they had to search for particular 

information. A solution for this problem might be further improvements in navigation, a 

better introduction to the model, or improvements in the naming of the concepts of the 

model. 

Another problem for users was that they were not able to mark or save 

information, which would allow them to step back after further searches. This problem 

has already been solved by the introduction of a data-request panel and by the new 

navigation-bar. The data-request panel allows adding metadata entities, to which the user 



wants to have access. The navigation bar shows the single navigation steps of the user, 

which allows them to step back. 
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Furthernl0re, difficulties became apparent due to the naming of entities. There 

was a discrepancy between the understanding of terms that were used by the developer 

and those of the final users. Not surprisingly, this problem was much more critical for 

researchers than for technical users of the tool. Consequently, it is recommended to 

analyze the terms that especially researchers use to name particular entities. There might 

even be a need for two completely different naming schemes matching the two different 

mental models and names of technical users and researchers. 

Another design-problem was that some buttons were not visible enough for the 

end-users. Even if those buttons were shown and explained to them earlier, users forgot 

about them and were not able to execute particular functions. This problem could be fixed 

by changing the color-scheme of the user interface, or by adding other design elements to 

focus the attention on these buttons. 

Finally, the most critical issue was the problem of data availability. Metadata 

Solutions are known to be very data-intensive tools, and that the data collection process is 

a very time-consuming task. In this project, over a week was devoted to collect enough 

data from the donlain of pharmacy to be able to test the tool. It turned out that the 

limitation on one single domain was a problem, as users exceeded the scope as soon as 

they tried to answer a question which was not directly related to pharmacy. As long as 

users had very clear assignments to search for data, they were able to browse the tool and 

find these data under the limitations described above. However, as soon as they were 

allowed to continue the search on their own, they were limited by the scope of the data 
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collection (e.g., most users wanted to access medical record metadata, which was not part 

of Pharmacy metadata). 

To solve this problem, additional data sources, like the epidemiology research 

databases, were loaded in the tool. In this particular case it turned out that data 

dictionaries were missing, so that a manual metadata entry would have been needed. In 

addition, different users required different additional data sources. Considering that the 

implementation of automated data loading processes is still a very complex and time­

consuming task (see section 4.2), it was found unrealistic to collect enough data to allow 

a complete evaluation. This data-availability problem is a very strong and critical, but 

also a very typical limitation of the current tool. 

4.4 Evaluation 

Originally, it was planned to conduct a quantitative study, which tests if the 

metadata tool improves the quality of data-requests from researchers that are sent to the 

IT-department. To conduct such a study, the tool needs to offer large amounts of data 

from the domain of pharmacy and from all related domains that users could potentially 

need for their request. The usability study showed that the tool offers only limited 

amounts of data; consequently this evaluation could not be conducted as planned. As a 

consequence, it was decided to change this quantitative study into a more qualitative 

evaluation, using the think-aloud protocol and a usability questionnaire. In this study, the 

following questions need to be answered: 

Q 1: Does the tool enable users to answer their information requirements as listed in 

Table 3 on their own? 

Q2: Do participants perceive the benefits of the metamodel during their searching 



5 DISCUSSION AND FUTURE WORK 

This research clearly demonstrates that data access in the domain of healthcare is 

a significant problem, and that there is a need for a metadata-supported approach. The 

user- and information-requirements analyses could identify the needs and help to shape 

the metamodel. The translational metamodel as a result of these analyses, together with 

the implementation as Metadata Solution, appears to be a promising approach, especially 

as it is the first systematic approach for this problem in the domain of healthcare. A 

successful implementation of this model in the daily routine might be able to create 

benefits both in the short- and in the long-term. Still, much more research will be 

required to turn this tool in a usable "solution." Since the evaluation of the tool is still 

going on at the time of this writing, the presented results are only a part of the eventual 

results that will accrue. 

Besides the creation of reference-nl0dels, this new metamodel can also be used to 

simplify or optimize given structures in a systematical way. Using general network­

analysis algorithms (e.g., Floyd Warshall Algorithm), this model might be able to reveal 

redundant structures in the clinical and technical area. For the former 3LGM2 nletamodel, 

several algorithms have already been adapted and used for optimization of business 

processes and communication paths [42], [55], [56]. It might be possible to use these 

results within the new metamodel. 

One of the central problems of this research might be the lack of generalizability. 

During the initial information-requirements analysis, the study was focused on 
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activities? 

Q3: After trying to answer these questions, how do they score the usability of the new 

system on the "System Usability Scale" (SUS)? 

In order to answer Q 1, participants receive a set of 20 questions, based on their 

requirements listed in Table 3. For every question it is noted whether the participant is 

able to answer the question or not, or if only a partial answer is given. To be able to find 

out whether the user understands and uses the benefits of the n1etamodel during these 

activities (Q2), participants are asked to explain what they are thinking during the process 

of navigating the tool and answering the questions. The results of these think-aloud 

sessions (see [50], [52], [53]) will provide insights in the way participants apply the 

metamodel in their activities, but also show further problems that might be caused by the 

design of the tool. As a side product, a list of terms can be compiled that are used by the 

participants, which might be used to improve the usability of both the model and the tool. 

Finally, these interviews will point out those data sources which are needed to turn the 

tool into a fully operational solution for pharmacists. In order to answer Q3, the la-item 

"System Usability Scale" (SUS) [58] is used to get an impression of the overall usability 

of the tool. The results of this evaluation will be presented as part of the defense as the 

evaluation is currently still going on. 
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researchers from the domain of pharmacy. A real "translational" model would require the 

involvement of several domains, as cooperation among disciplines is one of the central 

goals. As a consequence, more research in domains other than pharmacy will be required. 

In addition, the number of people interviewed at the beginning of the study would 

have been high enough to derive the metadata requirements of one homogeneous user 

group. Unfortunately, the group of interviewees was composed of two very distinct user­

groups, so that the number of interviewees per group might have been too low. Still, as 

only IT-specialists have been interviewed that were involved in the metadata retrieval 

process, it can be assumed that the results are still representative. Clearly, it is 

recommended to increase the number of interviewees per group for further studies. 

Initially, the project started with the goal to support the transformation of the 

clinical enterprise data warehouse into a translational research data warehouse and to 

increase accessibility of clinical data for research. Consequently, users with clinical and 

technical backgrounds were interviewed as groundwork for the metamodel. After these 

interviews were finished, the goals of the project shifted more towards a translational 

metamodel, strongly focusing on researchers as final users. If this tool is still used to 

support users in the IT-department, it might be reasonable to reevaluate the interface­

design-decisions under consideration of the particular needs of technical users. If 

technical users required different or additional ways of access to the metadata, further 

changes in the tool or a complete redevelopment of the interface should be considered. 

At the end of the tool-development process, several additional problems became 

apparent. As for most metadata-approaches, the data collection process was the central 

bottleneck of this Metadata Solution. The data collection was very time-consuming, 
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although only few data were collected. If this data collection process is not improved 

significantly, the potential of this tool might be limited. This research provides several 

examples of how the data collection process could be automated and simplified on all 

levels. Still, this collection process requires a significant amount of additional research to 

be conducted before the tool can be installed in a real-life environment. In the current 

version, the tool requires the development of a separate parser for every data source, 

which obviously is not optimal. For the technical description, more research in the field 

of automated data collection is needed. The same applies for those parts of the model that 

need manual data collection, e.g., the domain layer. Here, significant efforts need to be 

done to collect all data related to processes and software tools. 

Besides the problems mentioned above, the tool still offers much room for 

additional developnlent. Work should be done to inlprove integration of the tool in the 

daily work of all users. As one example, the data requesting process could be fully 

integrated within this tool. Currently, the data are still requested using a paper-based 

fonTI, which is faxed to the IT-department and manually entered in a data-request 

database. Usually, as most researchers are rather unclear about the concrete information 

they need, this request is improved in several iterations before the data are released. 

Already now, the tool provides a prototypical function to select requested data elements 

during a metadata session. More work in this domain could replace and maybe simplify 

the current data request process completely. 

As Metadata Solutions on this comprehensive level will always need a 

combination of manual and automated data collection, it might be reasonable to create an 

institutional metadata steering committee, which is composed of members from the 
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technical and the clinical domain. This steering committee needs to organize the efforts to 

keep the metadata up-to-date, and should coordinate the work of metadata user-groups on 

a domain-specific level (e.g., pharmacy). Donlain-specific metadata user-groups need to 

be composed of members with technical, clinical, and scientific background to find out 

which data needs to be collected and kept up to date. The general structure is illustrated in 

Figure 16. 

Both the interviews and the current efforts of the NIH show that in times of 

exponentially growing data volumes, metadata are considered a key factor for conducting 

""good" biomedical research. If it is true that metadata plays such a key-role in the daily 

work of a researcher, biomedical scientists might learn some lessons from software 

engineers: In computer science, documentation is a central component for any successful 

development effort. Consequently, software engineers deliver large development projects 

with up to three different types of documentation: one documentation for the end-users, a 

separate documentation for the developers, and a third documentation for maintenance. 

These different types of documentation are nothing else than metadata, and their creation 

is considered patt of the development process. This amount of documentation and the 

associated costs are required in order to deal with the internal complexities of these 

products, to allow communication with other products, and to enable developers to keep 

this tool up-to-date in an environment that changes at a high pace. 

The work of a software engineer and the work of a biomedical researcher are 

clearly very different, but apparently, some characteristics of their fields are similar. If a 

hospital was considered similar to a complex software project, the amount and quality of 

documentation would surely be higher. If there was a better documentation, conducting 
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translational research would not be as cumbersome as it is right now. As the level of 

complexity in healthcare and the related problems continue to grow in all domains, 

documentation in form of metadata will become a central component for successful 

change. This project does not claim to provide this documentation in healthcare on such a 

comprehensive level. Still, it might be considered a promising start in this direction. 
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