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ABSTRACT

This study presents an ascent-based perspective on the ahigyatwfi storm
tracks across western North America for the October-Aol seasons spanning 1989-
2008. Data from the ECMWF ERA-interim reanalysis are used. Sgnegdle ascent is
shown to be a physically significant measure of storm locatiorirae@dsity that can be
accumulated over seasonal time scales to represent starks. tubsynoptic scale
vertical motions, such as orographic ascent, are filtered by asirajternative balance
version of the omega equation. This constraint is an important corigidei@ estimate
storm tracks in regions of complex topography.

The climatological mean distribution of ascent suggests thapriheary storm
track occupies a sinusoidal belt across the eastern Pacdi@djacent portions of North
America. The seasonal cycle in the location and intensity ainstas pronounced and
consistent with synoptic experience. Interannual variations in syrsxale ascent are
examined by principal component analysis. Meridional shifts fronn-tgegear of the
locations of greatest ascent can be related to amplificatiah weakening of the
climatological sinusoidal storm track. These interannual vansatare found to be related
to the phase of the El Nifio Southern Oscillation, although the sampl®f 19 seasons
is a limitation for this analysis. The link between preciptatand synoptic-scale ascent

is shown to be modulated by the extent to which the atmosphere is saturated.
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CHAPTER 1

INTRODUCTION

Background

The location, intensity, and frequency of transient synoptic-scdlalahsices, or
storms, have far reaching implications. Such storms repres@npartant component of
the climate system on the global scale by transporting &eatmoisture poleward,
regulating the amount of cloudiness, and affecting the global hydcotggle. The role
of these storms is no less important regionally. For westerth Maonerica, cool-season
storms contribute significantly to mountain snowpack, which in turn gesvcritical
water resources for the subsequent summer months (Serrezel®B@). Significant
shifts in the seasonal timing, location, or intensity of storneteélto a warming global
climate (Bengtsson and Hodges 2006) may have significant hydratoggequences
throughout the region. Secondary impacts may include variations inrémgtst and
persistence of cold air pool events, which are common featuresquitszent interludes
between storms and have significant impacts on regional airtyquafioughout the
intermountain west.

Despite the far reaching impacts of synoptic-scale disturbaacé numerous

studies of storm tracks over the past half century, no clear@ibas emerged regarding



the structure and variation in synoptic-scale pathways acroderwdsorth America
relative to the generally well-understood storm tracks acrod8abiéic Ocean. This lack
of clarity is due, in part, to the influence of terrain on the adytiechniques used to
define storms and storm tracks combined with the complexity @fieffow interactions
on all scales of motion. For example, near-surface storm asesuch as cyclone
tracking procedures, tend to show discontinuous storm tracks acrossrimtestern
North America (Jeglum and Steenburgh 2010) while examination of amd-upper-
tropospheric vorticity features exhibit more continuous tracks ykefeand Nielsen-
Gammon 1995; Hoskins and Hodges 2002). Yet, even amongst studies thatmatl on
and upper-tropospheric fields, the latitude of the mean synoptic pathavees from
30°N to 5%N (Blackmon 1976, Hoskins and Hodges 2082) spatial patterns vary from
zonal (Blackmon 1976) to amplified sinusoidal pathways (Hakim 2000). Fomtiney
few studies (Myoung and Deng 2009; Wettstein and Wallace 2010) hawveitxpl
examined interannual variations in regional storm tracks or ke between them and
planetary-scale variations such as the El Nino Southern Oscillation (ENfe@omenon.
Prior storm-track studies have also tended to focus on aggregatisticstat
obtained from specific metrics and then relied on conceptual modskgnoptic-scale
systems to interpret impacts on sensible weather for the ‘idedypical’ case. This
approach tends to ignore the considerable variability in preegutatnd cloudiness
within, for example, samples of events of closed cyclonic circuatior open wave
troughs. The association of sensible weather to cumulative isgatabtained from
variance-based methods often used to define storm tracks isesgenléar, since the

requisite time scales and sample sizes used in averagovide limited insight to



interpret individual events. In contrast, case studies of mididistitveather systems tend
to focus on the dynamics contributing to the sensible weathduding diagnosis of
synoptic-scale ascent (Hoskins et al 1978; Hoskins and Pedder 1986y Kewgs 1988;
Martin 2007; West and Steenburgh 2010), which has profound impacts on ptiecipita
cloudiness, and the structure of the storm itself (Durran and Swelk@87; Martin
2007). Storm-track studies could benefit from employing similar mhyecely based
diagnosis.

In light of potential shifts in storm tracks due to anthropogenic téinshange,
the ambiguities in our present understanding of the distribution ohstover complex
topography, and the sensitivity of the interpretation of sensib&hee associated with
storm tracking methodology, the purpose of this study is to provide saicpHy
significant, dynamically filtered, and weakly constrained measfirstorm tracks across
western North America. Physical significance is estbli by a novel synoptic-scale
ascent-based measure of storm location and intensity. Valseesseit are subsequently
dynamically filtered, so as to remove mesoscale motions, throughugbeof an
alternative balance equation for vertical motions and the metweakly constrained so
as to be inclusive of a range of synoptic features such as cyctpeeswave troughs,
and frontal systems. Measures of storm track behavior overptre &f an individual
storm, month, season, or climatological period are obtained by acdungudd 6-hr
intervals the column maximum contribution of synoptically-forceceasauring cool
seasons (October-April) 1989-2008. Subsequently, modes of interannubllfsaiiathe
ascent-based storm tracks are examined by means of princdpglonent analysis

(PCA), the results of which are linked to the EI Nifio Southern Oscillation (ENSO).



This thesis is organized as follows. The remainder of Chapterll Iraview
pertinent literature. Chapter 2 will provide details on the detsaand methods employed
and Chapter 3 will demonstrate the methodology used to calculate syscqit vertical
motions. Statistical summaries will be provided in Chapter 4,theadmplications of

these findings will be addressed in Chapter 5. The last chapter will surantaizesults.

Prior Research

There is a rich history of research concerned with the distibwf synoptic-
scale transient disturbances and their favored locations, or staoks,t generally
examined separately in terms of lower-, mid- or upper-tropospipgrenomena. The
specific techniques used to examine these phenomena tend to fallwmtendjor
categories: (1) feature based, in which features (i.e., a3%)oare identified and their
location and attributes are tracked through space and/or time2pfittefed variance,
wherein tropospheric fields, such as geopotential height, aredilbergynoptic temporal
and/or spatial scales.

Feature based studies may be further divided into Lagrangian, aturde
following, and Eulerian, or grid point, based studies (Hoskins and Hodges X00i&).
these two techniques differ markedly, Lagranian statisticsuliately presented in
many publications within an Eulerian frame work wherein the fregquef occurrence of
a feature, or that feature’s track, is examined at each gmd. piie following review

will primarily focus on the Eulerian aspects of feature based studies.



Lower Troposphere

Interest in preferred storm tracks originated with earlydiss of Atlantic
cyclones, which were seen to be responsible for the preponderanceiblesersather.
Numerous studies have since examined the Northern Hemisphereudistriof cyclone
tracks, typically identifying and tracking closed contours inleeal pressure (SLP). A
small subset of these studies is relevant to western Northicden&eitan et al. (1974)
provide a cyclone frequency climatology for the North Americantinent and adjacent
oceanic domain based on cyclone track data from the NationalhgveService. A
northern track roughly parallel to the United States/Canadiatebavas evident during
January with cyclogenesis events strongly favoring the lee sittee d®ocky Mountains
in both Alberta and Colorado. During April, a track from the GulAlzfska east through
British Columbia was found in addition to a region of high cycloeguency anchored
in southeastern Colorado and extending northeast to the Great Laladsgedgsis
during April was maximized in a swath across the southwett8rand extended to an
absolute maxima in Colorado.

Zishka and Smith (1980) developed a cyclone climatology for the h:coft
January and July based on National Oceanographic and Atmospheric #dation
(NOAA) Environmental Data Service cyclone track maps spanning 1950-48ith is
consistent in many respects with the climatology of Reitah €1974). In addition to the
total cyclone counts, a metric was introduced to delineate regibere the interannual
variation in the number of cyclones is low yet the total storm csuhigh, suggesting
persistent pathways for these mobile systems. For January, batiictbee counts and

regions of low ‘relative variability’ correspond well with therthern track demonstrated



by Reitan et al. (1974). The Intermountain West is characterizédfriequent cyclones
and high relative variability.

While Zishka and Smith (1980) only addressed cyclone distributions riaada
and July, Whittaker and Horn (1981) provided a more comprehensive treaifrbet
seasonal cycle of cyclogenesis, although they did not explictlyeas cyclone tracks.
Similar to Reitan et al. (1974), the intermountain west haslggnesis peak in April.
Colorado cyclone formation was found to be favored during March. Falotin@in as a
whole, cyclogenesis was more frequent during the late wint@rébefiminishing and
migrating north during the boreal summer.

With the availability of reanalysis products as well as trespect of shifts in
storm tracks due to a warming climate, a renewed focus duringasteten years has
been applied to deduce the distribution of cyclones. As a portioncomarehensive
survey of numerous measures of storm tracks for the Northern Hemgéisploskins and
Hodges (2002, hereafter HH), presented feature-tracking climagslégi SLP minima
and 850 hPa relative vorticity maxima (comparable to tracking @idgclones) in the
European Center for Medium-Range Weather Forecasts (ECMRR}15 reanalysis
during 1979-2000. HH used two primary measures of storm tracks fee tbaver
tropospheric fields: (1) feature density and (2) track densitgtuFe density is biased
somewhat towards slowly moving systems that make large comtribub total density,
while track density focuses on the contribution from a singleesysirhe track and
feature densities for SLP are both qualitatively similar wlid results of Reitan et al.
(1974) and Zishka and Smith (1980) with a northern storm track consitteguously-

connected maxima across the Canadian Rockies, a local maximudoyusstream of



the Rocky Mountains in Colorado, and high densities in the Gulf of Alddka mean
intensity for SLP features shows a tongue of locally highnsitg systems extending
from the Pacific Northwest through the Intermountain West and ontbigheplains of
Colorado, indicating that the relatively weak track densitieshferintermountain region
may correspond to strong systems. Although SLP and 850 hPa relativtywgreld
broadly similar results for the hemisphere as a whole, significantehffes can be found
across western North America. The 850 hPa relative vorgttlystics exhibit near zero
densities for tracks and features over elevated topography avhdeastal band of higher
feature and track densities extends south to Baja California. mduntain minima and
coastal maxima were not seen in the SLP diagnostic.

Following a methodology developed by Blackmon (1976), HH also empley a 2
6.5 day filtered variance (standard deviation) metric for SLP &bl hPa relative
vorticity, the results of which are similar to the above traclgtagistics. SLP variance
maximizes near 30N and is connected to upstream and downstream maxima over the
Pacific and North Atlantic, respectively. There is a ‘ridgfezonally minimized variance
centered on the western coast of North America, suggestive afigha climatological
ridge in geopotential heights. By comparison, variance in 850 hPaveelatrticity is
everywhere minimized over the axis of the Rocky Mountains, showisgmablance of a
west-to-east connected storm track, a result which is sitaldhe tracking statistics.
However, the 850 hPa vorticity variance does not indicate the elongssthlcmaxima
present in the vorticity tracking version. In understanding thesaltse it should be
remembered that the SLP and 850 hPa relative vorticity fields reequertical

interpolation over the western United States due to the elevateddasdwmhich calls



into question their appropriateness for the region. Track smoothnessluaation
requirements may also play a role in these differing statistics.

Noting the difficulty of using extrapolated fields in the presenteomplex
elevated topography, Wernli and Schwierz (2006) excluded much of the western US from
a recent hemispheric climatology of SLP cyclones using the &RAeanalysis.
However, the western US domain was subsequently examined by Jeglkin{2010,
hereafter JM), who relied on multiple reanalysis products (NARRA-EO, ERA-
interim) and both the SLP and 850 hPa geopotential height fieldsataimx cyclone
density. While the results of their study were found to be sensitive to the madetioes
(with higher resolution products yielding higher cyclone countshraistent picture of
multiple local maxima in cyclone density within the intermountagion was found.
Furthermore, the total cyclone counts in the intermountain regioe Yfeemd to be
comparable in magnitude to that in the eastern Gulf of Alaskahvghiggests previous
cyclone studies without an intermountain maximum may have suffered datan
sparseness or coarse grid scales. Although HH did find a weatd of storm activity in
the intermountain west, JM indicates this maximum is locatetiugouth, roughly in
the lee of the southern portion Sierra Nevada Mountains, whiohcieser agreement to
the distribution previously found by Klein et al. (1968). They exathitveice daily
National Meteorological Center (NMC) analyses during wintemf 1951-1964 and
identified closed centers of circulation at four pressure 888, 700, 500, and 300
hPa) for a domain centered on the intermountain west. Feature de@&6/f@Pa showed
numerous local maxima with the highest densities immediately stosam of the Rocky

Mountains and secondary maxima located from the Gulf of Califostending north



along the tri-state junction of California, Arizona, and Nevadadlwlg near the maxima
also seen by JM). The distribution of upper level features wasvdwahelifferent with
highest densities found near the northern Gulf of California.

In one of the few cyclone studies to consider interannual vanatyoung and
Deng (2009) presented a coastal cyclone activity function (CAR)chwis a one
dimensional measure for cyclones along the western coast di Morerica. Year-to
year-changes in the CAF were presented in terms of the le&il#y modes of
variability. Their second mode exhibits a north-south dipole patteentime series of
which was correlated with sea surface temperature in the 3\hoegion. Myoung and
Deng (2009) also examined the fraction of winter season prempifat the western US
that could be attributed to coastal cyclones as well as howmttdes of cyclone
variability related to variations in regional precipitation. THeidings demonstrate that
coastal precipitation is strongly linked to coastal cyclonesewhikecipitation in the

interior western US is less directly associated with these ocdamuss

Mid Troposphere

An alternative perspective on storm tracks is obtained by anglymid-
tropospheric phenomena. Blackmon (1976) filtered the 500 hPa geopoteiginlfietd
over the northern hemisphere so as to isolate synoptic-scaléemtansvhich were
generally assumed to lie within frequencies of 1-6 days atidrwdonal wave numbers,
n, between 7-18. For a subset of medium waves (7<n<12) within the 2\bb&udd, the
resulting ‘storm track’ was seen to be more or less zonal amgred near 42N with

strong connectivity across the western United States. Thests resntrast with all of the
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aforementioned cyclone studies, which showed only tenuous continuity #ussame
region. Shorter waves (13<n<18) within the same timescaledrddrs of high variance
further north, with a weak connection across the Canadian Rockie53iedy whereas
short-wave features within the 1-2 day temporal band showed a stromgeection
across this same region. Blackmon (1976) also presented aottigyaof 500 hPa
vorticity features wherein high values of cyclonic vorticitywded to correspond to
regions of high filtered variance over northern potions of the domamuah cyclonic
vorticity features were also common across the southwestern Hé& wariance was
generally low. The presence of strong southern vorticity maigntesowever, roughly in
agreement with cyclone density centers observed by JM as well as hyeK#di (1968).
HH also extended their storm track analysis by using filteradlance and
tracking of 500 hPa omega features (vertical motions). Variamamaximized in a
roughly zonal band, centered neaP 38 which possesses a weak sinusoidal meander
from the eastern Pacific across the western US. The positibisohferred omega storm
track is considerably south of that found from lower tropospheric varianaies, as
well as the variance documented by Blackmon (1976), which maxirbaecken 45N
and 53 N. The tracking statistics for 500 hPa omega yield a lessncmnis pathway.
Track density is minimized over the continental divide and exhibibsenstrongly
meridional features as compared to the variance metric. Syadlgifia northwest-
southeast maximum in track density was found along the northwest gbdorth
America, which then extends inland towards Arizona. The HH resbttsned from the
500 hPa omega metrics bear some similarity to those employbd present study and

will be discussed further in Chapter 5.
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The variance of geopotential height is presumed to be closelyddiatéhe
presence of troughs on the 500 hPa surface, climatologies of whiclhéaveompiled
by Sanders (1988), Lefevre and Nieslon-Gammon (1995; hereafter, LDEan and
Bosart (1996), and Hakim (2000; hereafter HK). Sanders (1988) subigdiiaeked
troughs in terms of the 552 dam contour of the 500 hPa surface durengaid seasons
(Oct-May 1976/1977 — 1985/1986). Results were presented in the contextlofytsisg
and trough-genesis and generally showed an excess of trough-lysis @strgam of the
Rocky Mountains and genesis events downstream. Little information #imwverall
density of these features was provided in that study. In a compnehemsl objective
climatology of 500 hPa troughs, LNG defined the Eulerian centripetal adcaie(ACA)
as the product of the geostrophic wind and the geostrophic curvature vorticitymiubaxi
values of ECA are typically collocated with tough axes inhbight field, and thus ECA
serves as an objective measure of trough location and intensityahabe readily
tracked. The resulting track statistics for western NortheAeoa showed a connected
region of maximized feature frequency that meanders south froiButef Alaska to
northern Baja California, before turning zonally along the US/Mekimaler, and then
northeast towards the Great Lakes. Local maxima were fouhthwie ‘storm track’ in
the Gulf of Alaska, west of Baja California, and over the Grakes. A weak indication
of a more northern track was evident across southern British Columbia.

Dean and Bosart (1996) provide a similar perspective on 500 hPa trough
distribution as a portion of a hemispheric study on trough merger actri. Using a
trough identification criteria based on closed circulation centefisiedeas local maxima

in geostrophic absolute vorticity relative to a zonal base stetdptal number of trough
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occurrences was presented from September 1957 through May 1989. Ans&angim

in occurrence was found over the Gulf of Alaska with a local mam over southern
California and a weak track across the Canadian Rockies protontae US border.

There is also a local maximum found near southeast Colorado and the northern panhandle
of Texas.

Approaching 500 hPa trough distributions from a potential vorticity) (PV
perspective, HK developed a climatology of 500 hPa relativecigrtimaxima for 33
winter seasons (December-January-February 1957-1989). The PWirdmexplored
at length by Hoskins et al. (1985), is one in which downward deflectiotiee afynamic
tropopause surface (1.5 Potential Vorticity Units (PVU) in thisetare seen as the
source of strong cyclonic relative vorticity features in thel rtroposphere. The
climatology of vorticity maxima presented by HK is given las percentage of the total
number of time steps for which a vorticity maximum is presené afrid point as
compared to the total number of time steps during the studydpéys such, these results
are not identical to tracking statistics, but nonetheless providense sof synoptic
pathways. Results are divided into the distribution of vorticityufest within four
ascending classes of intensity. Moderate (4 X £0< {;< 4 x 10° s*) 500 hPa relative
vorticity frequency was shown to be maximized in a connected band tire Gulf of
Alaska eastward into the Canadian plains, with an embedded maxmine lee of the
Canadian Rockies. The distribution of strong and extreme vortickyl@® s’ < {,< 30 x
10° s' ) features was quite different, showing a connected maxima of teghency
from the Gulf of Alaska south along the Pacific seaboard, then cueasgacross the

northern Gulf of California, and eventually northeast into the delt&a Embedded
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maxima were found both in the Gulf of Alaska and the Gulf of Califoregions. The
Gulf of California maximum was comparatively stronger when emntyeme events were
considered. This distribution of synoptic pathways is spatially @irtol that documented
by both LNG and Dean and Bosart (1996). Not surprisingly, thigilwlision is also
similar to the 500 hPa vorticity climatology included by Blackmon (1977).

The connection between upper-level tropopause features and mid-tropospher
response has also been provided by Elbern et al. (1998). Joint evoasrof the
intersection of the 1.6 PVU surface with the 400 hPa level combinadstwiing values
of divergent Q-vectors (representing downward motions) were documeritisdddal
criterion was designed to identify subgrid scale tropopause foldsbanse gridded
analysis products and was tested against higher resolution mlesesuulations. The
tropopause fold distribution during winter was spatially similar the vorticity
distribution documented by HK, with a local maximum over the northeutf &f
California. Results from both Elbern et al. (1998) and HK will beutised further in

Chapter 5.

Upper Troposphere

HH presented a number of upper-tropospheric fields that were bokedrand
analyzed in terms of variance methods. These fields include geopbtesight and
relative vorticity at 250 hPa, potential vorticity on the 330 K isgnér surface, and
potential temperature on the 2 PVU surface. The two variancsunesaon the 250 hPa
surface both show a continuous storm track across western NorgricAm but

differences in the north-south location of the tracks are noaltrixariance in the height
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field exhibits a broad connected maximum centered nearN50while the narrower
region of maximum vorticity variance is centered further souttoaghly 42 N. Both
fields are more or less zonal in the distribution of large vaemrand show lower
maximum values proximal to the Rocky Mountains. In contrast, thengeiof the
potential vorticity on the 330K isentropic surface has a localimax over the
Intermountain West, which is embedded within a connected ribbon of maximiz
variance centered near®R. The Intermountain West variance maximum is larger than
any values found upstream over the Pacific, though still lower ti@se tfound in the
Atlantic storm track. Yet another perspective is provided byw#nance in the potential
temperature of the dynamic tropopause surface, which shows an tetbrigacific
maximum that extends zonally into the southwestern US n€ay.30

HH tracking statistics for each of the above fields do not conselidto a single
high altitude storm track. Track densities for negative 250 hRghthanhomalies are
located somewhat south of the variance maximum for the sameTte connectivity of
the track across the region is modest, showing numerous local maxima withiestieernw
US, including a well-defined maximum in the lee of the Rocky Manatal'he relative
vorticity track density is considerably different than both the associateshemmiald and
the related 250 hPa height fields. Specifically, the track deestibits a sinusoidal
pattern wherein maxima are displaced north near the Pacifitbwvest and then south
towards the Gulf of California before turning east and northeastthetacentral US.
There is a weaker connected track just north of the US/Canadian.bidngeperspective

is strikingly similar to the HK 500 hPa relative vorticitgdquency, yet unlike all of the
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other upper tropospheric fields. Tracking statistics for PV 330K and potentiaétature

at 2 PVU show reasonable agreement with their associated variance fields

Summary

Overall, no unified view of storm tracks across western Nortlega emerges
on the basis of the various procedures, variables, and levels examieeitht@pretation
for this diversity is that different dynamical processestakang place in the lower, mid,
and upper troposphere and those are manifested in different ways afglexit seems
intuitive to expect that mid- and upper-tropospheric fields will tenoe more connected
since open wave features at those levels tend to propagate ierartolashion across
western North America whereas near-surface fields tend be#®aly influenced by the
underlying terrain. The physical phenomena of interest also ingliiseences in the
apparent storm track. Surface cyclones, which require a spin-epgdigenerate a closed
circulation, are inherently more discontinuous in space and time daaurds that are
approximately conserved quantities (e.g., absolute and potential tydrtignally, most
of the techniques used to identify storm tracks can only be rdktedusly to sensible
weather such as cloudiness or precipitation. The following chaptdrsattempt to
provide a clearer interpretation of the occurrence of synoptic-asakent and thereby

provide a novel estimate of storm tracks across western North America.



CHAPTER 2

DATA AND METHODS

Reanalysis Data

Data from the European Center for Medium Range Weather Fa¢EAMWF)
ERA-Interim global reanalysis provide the four-dimensional reprtagion of the state of
the atmosphere used in this study. The ERA-Interim is acftdbe art reanalysis system
that covers the ‘data rich’ period from 1 Jan. 1989 through the presenysésare
produced using the Cy31r1/2 version of the ECMWF Integrated FarereSystem
(IFS) configured with a T255 triangular truncation horizontal grid @hdertical levels
(ECMWEF newsletter 110,111,115,119). The analysis system employs-dirimemsional
variational assimilation (4D-Var) system that assimiladsoad range of observations
within a 12-hour window. Data sources include cloud-track winds, isatedidiances,
satellite scatterometer winds, radio-occultation measurem@mse 1996), surface
observations (wind, temperature, pressure, and humidity), operatadiasonde data,
altimeter wave heights, and ozone profiles. Significant improvenosetspast ECMWF
reanalysis products (ERA-40, ERA-15) are due in part to the imprdedar system
and improved model physics but also due to a variational bias corregstem. As

described by Dee and Uppala (2009), variational bias correbitps to maintain
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consistency in the analyses in the presence of ‘data events’invileeenumber and
guality of observations changes in time, including the introduction of new data streams.

The quality of the reanalysis over the western United Siéeends on the
model’s resolution (~80 km) of the complex topography of the regiogm @Fla). A
qualitative comparison of the ERA-interim terrain to that obthinem a 1/3° (~36 km)
digital elevation model (Fig. 2.1b) suggests that the ERA-inteaarsely represents the
regional orography, failing to resolve important features sudheasighest portions of
the Sierra Nevada Mountains near their southern terminus in @alifollerrain
smoothing is evident as well elsewhere in the domain such aslddavada, where the
cross barrier scale of individual mountain ranges is small.

The gridded model data used in this study were obtained from thiB\ECdata
server (http://data-portal.ecmwf.int/data/d/interim_daily/). Tégion bounded by 22-58°
N and 70-160° W (Fig. 2.1a) was selected for this study and ctheemmajority of the
contiguous United States and an adjacent portion of the easterrc R2o#fan. Post-
processed geopotential, temperature, relative humidity, zonal and onatidvind,
vertical velocity, and relative vorticity are provided at 6 houiiyet steps while
accumulated precipitation is available at 12-hour intervals. Dynéeids are available
on 37 isobaric surfaces at a reduced horizontal resolution of 1.5° (~16%Akhough
additional levels will be used in Chapter 3 to evaluate the anapgi©®ach, this study
focuses most heavily on five isobaric surfaces (700, 600, 500, 400, 300 hP#hewith
lowest pressure surface, 700 hPa, above the model’s terrain &caingle gridpoint

in central Colorado.
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Figure 2.1. North Americans study domain and topography. (a) BieAm 1.3

topography. (b) 30-arc second topography.
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Computing Vertical Motion

The spatial and temporal distribution of synoptic-scale vertreations can be
used to characterize mid-latitude weather systems, or sté&suosnt, in particular, is of
profound importance, providing the supersaturation necessary for pgoipitand
clouds (Rose and Lin 2003) as well as altering the environmental lapse ratejmoirn
may favor mesoscale vertical motions (Durran and Snellman 19&ir)heFmore,
differential vertical motions can act to stretch columns ofvartically affecting the
distribution of relative vorticity, a process that can lead eonstintensification (Martin
2007). Using quasi-geostrophic (QG) reasoning, vertical motiongeased as part of a
secondary ageostrophic circulation that maintains the thermal windhyhdstatic
balance of the primary geostrophic flow (Hoskins et al. 1978; Hoskin®aader 1980;
Durran and Snellman 1987). These vertical motions are commonly driewebeing
synoptically "“forced” vertical motions exhibiting a typicaheof 10° m s* (~-.1 Pa 8),
which is 3 orders of magnitude smaller than QG scaling assumgtorisorizontal
motions (10 m'9).

Numerous formulations of the QG omega equation have been devisedgstarti
with Sutcliffe (1947), revised and simplified to eliminate termoedation by Trenberth
(1978), and addressed at length by Hoskins et al. (1978) and Hoskins and(P@8dgr
who introduced the concise Q-vector notation. Subsequently, Robert DavisS-I99&;
2009) presented a generalized version of Hoskin’'s Q-vector omega equation.
Specifically, Davies-Jones (1991; 2009) demonstrated that an #iterbalance form of
the omega equation that reflects a closer approximation to thpriimlitive equations

omega can be obtained by substituting the nondivergent component of theedhgad
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for the geostrophic wind in the calculation of the Q-vector. A sinapproximation was
previously employed by Keyser et al. (1988) to generalize therBstn frontogensis
function in a Q-vector framework. The present study follows the pbnakeframe work
of the Hoskin’'s Q-vector approach but uses the Davies-Jones substitutidme of
nondivergent wind field in place of the geostrophic wind in orderstonate synoptic-
scale vertical motions. This approach will henceforth be edeto as the alternative
balance (AB) omega equation.

The numerical method detailed by Krishnamurti and Bounoua (1995)awéal
to obtain the nondivergent wind, wherein the ERA-interim wind fieldpit into the

areal average, nondivergent, and irrotational components:

Vtotal = I7mean +k X Vi + Vy (2-1)

where ¥ is the streamfunction ang is the velocity potential. Ignoring spherical

geometry:

== _N

va==-(G+5) @3
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Thus, by using the relative vorticit{)(calculated from the ERA-interim wind field, we
may solve foryy on each pressure level using a successive over-relaxatiorithaly

Having obtained), the nondivergent components of the wind are then

d

uy = —% (2.4)
d

vy = % (2.5)

An example of this decomposition is provided in Chapter 3
Using the nondivergent component of the observed wind, the generalized version

of the Q-vector form of the omega equation is:

2

a —_
oV, w + fo S0 = —2V,-Qy (2.6)

s

whereo is the static stability parametgfis the Coriolis parameter andis the vertical

wind in pressure coordinates (P.sThe Q-vector is defined as:

Q= {%(%-VDT>,?<%-VPT>} (2.7)



22

where all horizontal derivatives are taken on isobaric surfaces, tRe dry air gas

constant, P is the pressure level (F?@)is the vector nondivergent observed wind () s

and T is the temperature (K). The unitsﬁqj are K m's™. The generalized Q-vector may
be interpreted as the vector rate of change of the horizontgletature gradient
following the motion of a fluid particle moving along a trajectoryirted by the non-
divergent observed wind. Alternately, tli@vector reflects the lower branch of the
secondary ageostrophic circulation and points toward regions of risstigm{Hoskins
and Pedder 1980). To the extent that the right hand side (RHS) of ta emqueation can

be assumed to be sinusoidal, the left hand side (LHS) is commonly approximated as

—w XW X —2Vp-6¢ (2.8)

which implies that converge vectors can be associated with rising motion. While this
approximation helps to provide context, an accurate representatiomapbtisyscale
vertical motions requires solving for omega from the AB omega equétlough et al.
1996). Before proceeding with this calculation, it is useful to denghe meaning of the

individual terms on the LHS of the AB omega equation:

02
anza) + foa—pzw = RHS (2.9)
A D ———

B
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When integrated with appropriate lateral and vertical boundary conslitthe
first term @) represents the horizontal coupling and the second &rprvides vertical
coupling of V, .Q at different levels and locations. Consequently, it is important t
consider the full three-dimensional field of the RHS in order tpgny resolve the
magnitude and sign of the vertical motions for a specific locakapanding on earlier
work by Durran and Snellman (1987) and using the electrostatic cooicaption at a
distance, Clough et al. (1996) examined the impact of point, dipole, and -quéera
spherical distributions oV, 6 as a function of their vertical location, latitude, and

surrounding stability. It was demonstrated that increasingudiitor static stability

confines the vertical and horizontal influencevgf: 6 The influence of multiple sources
of V, 6 especially positive-negative dipoles, localizes omega and contines a

spatial pattern similar to that &f, 6 (which supports the sinusoidal approximation
mentioned above). Durran and Snellman (1987) showed earlier that lwagelength

features within the distribution o7, - Q dominate, which leads to smoother appearing

omega fields compared to the RHS term. Hence, small-s@%lea features in the
reanalyses resulting from poorly resolved terrain-induced or cowegatocesses will
tend to be less apparent in the final omega field relativeriopsig-scale features. The
case study in Chapter 3 will support these statements.

Since the postprocessing of the reanalysis reduces the horicsdhltion to ~
160 km, the horizontal gradients in wind and temperature, the convergetice Qf
vector, and the magnitude of the derived vertical motions in th/sare reduced as

well. Elbern et al. (1998) showed that a mesoscale model provided cabsjdarger
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values ofV, . Q than those derived from coarse ECMWF analysis grids. About 70% of

the difference irv,, - Q was attributable to reduced gradients of geostrophic wind with the
remaining fraction due to reduced gradients of potential temperatweceH the
magnitudes of synoptic-scale vertical motion derived from the posgzedeERA-
Interim reanalysis likely underestimate those that could be obtdinen the original
T255 grids.

The common method of successive over relaxation is used to solfudi theee-
dimensional omega equation (Stuart 1967). Homogeneous zero boundary conditions a
used for both lateral and vertical boundaries except in the cagepsastnted in Chapter
3 where the impacts of the vertical boundary conditions are documenégticaV/
motions resulting from poorly-resolved mountain flows are elimindgdsetting the

bottom boundary to zero, which also helps to filter other mesoscale verticahgot

Statistical Methods

The climatological distribution of synoptic-scale ascent, asulztd by the
alternative balance omega equation, is established by an actomufaethod.
Employing an Eulerian perspective, the climatological meamastesach grid point is

given by

D ==Y, ol (2.10)
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where the summation is taken over theix-hour observations in the data set arftl is
the grid point vertical column maximum ascent (minimum omega)hmMmay occur on
any of the five isobaric surfaces employed in the calculatfoomega.f is an event
parameter which takes on the value of 1 wheéh is less than -0.075 P& grecall
ascending motions are negative in pressure coordinates) an@l0dtrer eventualities.
The use of this event parameter excludes descending motions and asaeoiding
motions from climatological statistics. The threshold value desloped by subjective
evaluation of preliminary results in this specific data set.dfscussed in the previous
section, values of omega depend on model resolution which renders directisompa
the present threshold to those employed in other studies difficult.

The climatological mean ascent can subsequently be decomposedvinto t
independent parts, (1) the climatological mean ascent frequea@epage of the time a

grid point exceeds the threshold value)

f =238, B x 100 2.11)

and, (2) the climatological mean ascent magnitude at each grid point

0 ==——Y" . B! (2.12)

Z?:l Bi =1

Collectively these three metrics are used in this study poesent the statistical

prevalence and local intensity of ascent, and thus storms, ovel9tlo®ol seasons
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(October-April). This approach is scalable for any sample §ia@ning single synoptic
events, months, or years.

Standardized anomalies of mean ascent are calculated forokdoh 19 cool
seasons, at each grid point, by removing the climatological nseamtaand dividing by
the standard deviation. Month to month variations are examined in Ersfashion.
Subsequently, interannual variations in cool season standardized an@reakesamined
by principal component analysis (PCA) based on the correlatietvgebn all pairs of
spatial maps. This analysis results in principal components, wheckpatial maps of
standardized anomalies in ascent, and eigenvectors which areetigg ($lorel 1984).
The principal components are obtained by projecting the initial sstasfonal anomalies
onto the vector space defined by the eigenvectors of the 19 x 1tatorrenatrix. For
simplicity, the eigenvectors will hence forth be referrechsothe principal component
time-series. The eigenvalues, associated with each tegpemgenvector, are scaled by
the total units of variance (19 in this case) and thus reprds=petcentage of variance
explained by each eigenvector, or principal component time s&@selations between
the principal component time-series and the time series of known robdasrannual
climate variability as well as seasonal precipitation anoraly series help to assess to
what extent the principal components represent physical proce&sesgnificant
limitation for this part of the study is the limited sample of 19 cool seasonalaediom

the ERA-interim reanalysis.



CHAPTER 3

CALCULATING VERTICAL MOTION: AN EXAMPLE CASE

The purpose of this chapter is to illustrate the method for ctluylaertical
motion during a strong synoptic disturbance that traversed therwé$$ on 15-16 April
2002. The structure and evolution of this system, dubbed the ‘Tax Day’ Steas
examined in detail by West and Steenburgh (2010; hereafter WS1Q)laFioy, all the
figures presented in this chapter are centered on the westead Gtétes, even though
the calculations were completed for the entire grid introduced in the previousrchapte

Figure 3.1 demonstrates the process for computing the non-diveayepbnent
of the ERA-interim analyzed wind at a time of strong ascesuaated with the tax day
storm. Following the removal of the zonal and meridional mean wind tha@rentire
domain, the relative vorticity is calculated (Fig. 3.1a). As showiig. 3.1b, the stream
function, vy, is then calculated from the relative vorticity field and tlan-divergent
components of the wind derived from the gradientg.in

The approach used to diagnose ascent, described in Chapter 2, isistested
by examining cross sections along the transect W-E in FRjteeas the Tax Day Storm
evolves (Figs. 3.2-3.7)The top panel in each figure shows the ERA-interim vertical

motion field on the post-processed grid while the bottom panel showsrtiieal motion
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Figure 3.1. Example of the non-divergent wind calculation for 18 W3 @pr. 2002.

(a) Observed wind with the areal mean removed (vectors), geapbtezight at 500
hPa surface (labeled contours in decameters), and relative tyo(sbiaded). The
dashed cyan line from W-E is the location of the cross sectimwrnsin subsequent
figures. (b) Non-divergent wind (vectors) and the stream function ébloontours).

The dark colored vectors are for scale, representing wind magnitude of 20 ms
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Figure 3.2. Cross section along W-E (Fig 3.1) for 06 UTC 15 Apr. Cosgrari
between ERA-interim omega (top panel) and AB omega (lower pabab). (warm)
colored contours represent ascending (descending) motion. The dashelhdlue
(lower panel) represents the column maximum ascent valuesrhatetained for
statistical analysis for this time step. In both panels, theyhelack line is the 2 PVU
dynamic tropopause surface and thin black contours are potential tempédgature (
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Figure 3.3. Cross section along W-E (Fig 3.1) for 12 UTC 15 Apr. Cosgra
between ERA-interim omega (top panel) and AB omega (lower paab). (warm)
colored contours represent ascending (descending) motion. The dashelthélue
(lower panel) represents the column maximum ascent valuesrhatetained for
statistical analysis for this time step. In both panels, taeyhelack line is the 2 PVU
dynamic tropopause surface and thin black contours are potential tempé€ature (
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Figure 3.4. Cross section along W-E (Fig 3.1) for 18 UTC 15 Apr. Cosgra
between ERA-interim omega (top panel) and AB omega (lower pabeab). (warm)
colored contours represent ascending (descending) motion. The dashelthélue
(lower panel) represents the column maximum ascent valuesrhatetained for
statistical analysis for this time step. In both panelshéawy black line is the 2 PVU
dynamic tropopause surface and thin black contours are potential tempédgature (
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Figure 3.5. Cross section along W-E (Fig 3.1) for 00 UTC 16 Apr. Cosgpar
between ERA-interim omega (top panel) and AB omega (lower paab). (warm)
colored contours represent ascending (descending) motion. The dashelhdlue
(lower panel) represents the column maximum ascent valuesrhatetained for
statistical analysis for this time step. In both panels, taeyhelack line is the 2 PVU
dynamic tropopause surface and thin black contours are potential temp@fature
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Figure 3.6. Cross section along W-E (Fig 3.1) for 06 UTC 16 Apr. Cosgoar
between ERA-interim omega (top panel) and AB omega (lower pabeab). (warm)
colored contours represent ascending (descending) motion. The dashelhdlue
(lower panel) represents the column maximum ascent valuesrhatetained for
statistical analysis for this time step. In both panels, taeyhelack line is the 2 PVU
dynamic tropopause surface and thin black contours are potential temp@faxture
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Figure 3.7. Cross section along W-E (Fig 3.1) for 12 UTC 16 Apr. Cosgpar
between ERA-interim omega (top panel) and AB omega (lower paab). (warm)
colored contours represent ascending (descending) motion. The dashelthélue
(lower panel) represents the column maximum ascent valuesrhatetained for
statistical analysis for this time step. In both panels, taeyhelack line is the 2 PVU
dynamic tropopause surface and thin black contours are potential tempéd€ature (
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obtained by solving the AB omega equation. Common to each panel is nheidy
tropopause (2 PVU) surface and distribution of potential temperatoite the dashed
lines in the lower panels indicate the level of maximunemistor gridpoints where the
derived omega is less than -0.075 Pa/sec at one or more levels.

Evident in Figs. 3.2-3.7, the Tax Day Storm was associated wstlgraficant
tropopause disturbance progressing from west to east through tkeseotisn. Not as
clearly illustrated, near-surface frontogenesis took place gluha later stages of the
storm (WS10). Throughout the event, vertical motions derived from theorA8ga
equation exhibit a smoother distribution than the post-processed omegth&deRA-
interim and tend to be more closely associated with the tropopmhsisgebance and
attendant gradients in potential temperature. This is partigudgoparent in Fig. 3.2
where the ERA-interim shows rising motions downstream and welbved from the
tropopause depression that are likely related to mountain-flow atitera and/or
convective processes. The AB omega at this time shows only g stiole of sinking
and rising motion situated symmetrically about the tropopause depressiditionally,
throughout these cross sections the model topography impinges on the&@drface
near 108 W, which is typically marked by an interior PV anomaly (sdiidck line in
near bottom of Figs. 3.2,3.3,3.6) and an orographically forced couplet ahdpdown-
drafts (Figs. 3.2-3.7 top panel). The absence of such motions in the édgadrald is an
example of the dynamic filtering that occurs due to the scldetsm and zero boundary
conditions of the AB omega equation. This filtering is considered app@@sawe are
interested in the motions directly associated synoptic-s@alsiémts and not orographic

or other mesoscale-induced motions.
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The magnitude of the ERA-interim omega tends to be larger tr@nderived
from the AB omega equation, especially where heavy precipitatidrstaong latent heat
release are evident in both observations and in the ERA-interimlysianérigs. 3.4,
3.5). Since ascent arising from convective processes is intentiattdiypted to be
filtered, the ascent derived from the AB omega equation assumestatiiy stability,
which is an overestimate of the stability when the atmospbhesaturated. As discussed
in the previous chapter, higher stability implies weaker derivedicaermotions.
Additional reductions in the magnitude of omega are likely a conseqoénice coarse
resolution of the post-processed data as compared to native ERA-interim oesoluti

Further insight into the role of stability, the number of vertiggérs included in
the integration, and the impact of lower boundary conditions on the solatithre tAB
omega equation is provided in Figs 3.8-3Be top panel in each figure shows the RHS
of the AB omega equation, while the subsequent panels show the deriaeggh om
computed with different assumptions. As discussed in Chaptey A tends to have
finer-scale structures than the derived omega fields. The iropatdtic stability is quite

evident, since the magnitudes of the derived omega fields ardygreadticed in the
stratosphere as a result of high static stability and inatessmewhat in tropospheric
regions of weak static stability compared to the correspondingituegs of v, (3 in

those respective regions. Solving the omega equation using only Salvéatiers, as
employed in the next chapter, instead of all 31 levels does notastisly change the
distribution of derived vertical motion (compare the b and ¢ panelsgs Bi8, 3.9).

Similarly, minor differences are apparent if the 5-layeutsmh uses lower boundary

conditions prescribed by the ERA-interim 700 hPa omega compared tting se
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Figure 3.8. Comparison of integration techniques for 18 UTC 15 April 20QR-2 (

Vo 6 (K m? sY). (b) Alternative Balance (AB) omega solution using 31 vertical
pressure levels and zero boundary conditions. (c) AB omega solutionsusiegsure

levels (300, 400, 500, 600, 700 hPa). (d) AB omega solution using 5 pressure levels
and lower boundary conditions (700 hPa) prescribed from the ERA-interisgaom
Common to all panels: 2 PVU dynamic tropopause surface (heasly tdentour)
potential temperature (thin black contours).
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Figure 3.9. Comparison of integration techniques for 06 UTC 16 April 2Qap-2

vy 6 (K m? sY). (b) Alternative Balance (AB) omega solution using 31 vertical
pressure levels and zero boundary conditions. (c) AB omega solutionsusiegsure

levels (300, 400, 500, 600, 700 hPa). (d) AB omega solution using 5 pressure levels
and lower boundary conditions (700 hPa) prescribed from the ERA-intemega.
Common to all panels: 2 PVU dynamic tropopause surface (heasly Gbentour)
potential temperature (thin black contours).
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the lower boundary condition to be zero (compare the ¢ and d paHelsge, all
subsequent results employ zero lower boundary conditions and 5 presaisefde
computational efficiency (shown in panels Figs. 3.8c, 3.9¢).

Figures 3.10-3.15 provide a plan view perspective on the evolution of tirarcol
maximum AB derived ascent and descent at six hour time stepsO8ddiTC 15 - 06
UTC 16 April 2002 relative to radar reflectivity and infraredeliaé imagery. The
column maximum ascent (descent) at each grid point may beriogcan any of the 5
isobaric surface employed in the calculation. Where both ascent scehtieccur within
the same column, the value of ascent is displayed. A light blueshnicles regions
within which the event parameter, described in Chapter 2, is seetcand thus denotes
the ‘storm footprint’ at that point in time. Through the early phasethe Tax Day
Storm, a quasi-symmetric dipole of rising and sinking motionsusd centered about
the 500 hPa trough axis (Figs. 3.10-3.12). This dipole pattern breaks dewmI#be
event, and vertical motions become less spatially coherent ancctpbdeli in their
locations and intensity relative to the location of the mid-tropogphieough axis.
Beginning at 00 UTC 16 April (Fig. 3.13), upward motions become elongated arc
and patrtially encircle a region of downward motion. Over the h2xtours (Figs. 3.14-
3.15), the areas of strongest vertical motion bifurcate into weskermore localized
centers. The symmetry in structure and magnitude acrossotghtaxis is no longer
evident as upstream of the trough a robust region of sinking motiorstiitdre found
despite the more dispersed downstream features.

The agreement between the distribution of clouds and precipitationthend

location of rising motions tends to increase through this evenallyiat 06-12 UTC 15
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Figure 3.10. 06 UTC 15 April 2002. (a) Plan view representation of cofnaximum
AB ascent (blue) and descent (red) and 500 hPa geopotential heightdtiours).
Where both ascent and descent occur in the same column, ascenaxaldisplayed.
The thin blue line represents the -0.075 Pattweshold value defines the storm
footprint. (b) Composite NEXRAD radar reflectivity. (c) Infrarsdtellite image
(brightness temperature).
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Figure 3.11. 12 UTC 15 April 2002. (a) Plan view representation of colnaximum
AB ascent (blue) and descent (red) and 500 hPa geopotential heightdtiours).
Where both ascent and descent occur in the same column, ascentxaldisplayed.
The thin blue line represents the -0.075 Pattweshold value defines the storm
footprint. (b) Composite NEXRAD radar reflectivity. (c) Infrarsdtellite image
(brightness temperature).
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Figure 3.12. 18 UTC 15 April 2002. (a) Plan view representation of colnaximum
AB ascent (blue) and descent (red) and 500 hPa geopotential heightdtiours).
Where both ascent and descent occur in the same column, ascentxaldisplayed.
The thin blue line represents the -0.075 Pattweshold value defines the storm
footprint. (b) Composite NEXRAD radar reflectivity. (c) Infrarsdtellite image
(brightness temperature).
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aximum
AB ascent (blue) and descent (red) and 500 hPa geopotential heightdtiours).
Where both ascent and descent occur in the same column, ascentxaldisplayed.
The thin blue line represents the -0.075 Pattweshold value defines the storm
footprint. (b) Composite NEXRAD radar reflectivity. (c) Infrarsdtellite image
(brightness temperature).
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Figure 3.14. 06 UTC 16 April 2002. (a) Plan view representation of cofoaximum
AB ascent (blue) and descent (red) and 500 hPa geopotential heightdtiours).
Where both ascent and descent occur in the same column, ascenaxaldisplayed.
The thin blue line represents the -0.075 Pattweshold value defines the storm
footprint. (b) Composite NEXRAD radar reflectivity from 0420 UTCfitbdata gap.
(c) Infrared satellite image (brightness temperature) from 04 UT@Q tafa gap.
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Figure 3.15. 12 UTC 16 April 2002. (a) Plan view representation of cofoaximum
AB ascent (blue) and descent (red) and 500 hPa geopotential heightdtiours).
Where both ascent and descent occur in the same column, ascentxaldisplayed.
The thin blue line represents the -0.075 Pattweshold value defines the storm
footprint. (b) Composite NEXRAD radar reflectivity. (c) Infrarsdtellite image
(brightness temperature).
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April (Figs 3.10-3.11), much of the strong synoptically driven risingonstare found in
the cloud sparse air upstream of a region of clouds and precipitationthern Utah and
southern ldaho (analyzed by WS10 as an older frontal boundary). Howgves, UTC
15 April (Fig 3.12), the distribution of ascent and the precipitationcénel structures
are in better agreement, as a new region of clouds and precipigae generated in
central Nevada and in an arc north through ldaho and Montana . Thisnshgt persists
until the rising motions weaken and precipitation becomes more didpeErd@ UTC 16
April (Fig. 3.15).

The increasing relationship with time between precipitation engrmotion is
likely a consequence of the timescales required to drive sirtérsaturation and then
supersaturation. To elucidate this process, a simple scaling argoamebe applied to a
hypothetical parcel originating near the base of the trough. A parcel woadmascend
to roughly 600 hPa to achieve sufficient cooling to reach saturdtiame iassume a
starting condition of 700 hPa? €, and 50 % relative humidity. If we further assume that
the parcel is being advected at a rate of 20'rtheough a region with ascent of -1 Pa s
(~ 0.1 m &), the parcel would reach saturation in approximately 2-3 h anckltr
downstream ~200 km. Examining the location of the nascent cloud arc 3t ©GL5
April (Figure 3.10), it is found to initiate approximately 200 km gviamm the trough
axis along a streamline, which is roughly consistent with timgle scale analysis.
Hence, while the cloud free air near the trough axis may sestive, it may actually be
a vital preconditioning zone for air that will eventually be involvedprecipitation
processes. In the case of the tax day storm, rising motions fatepsckly as the

approaching trough digs south and collapses in wavelength.
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Figure 3.16 summarizes the mean ascent during the tax day #éterdescribed
in Chapter 2, specifically equation 2.10, only maximum ascent withganess than
-0.075 Pa $ is accumulated from each time step, summed in this case fevé&6th
period, and then divided by the 6 contributing time steps. The storam @m®&cent
suggests that the greatest vertical motion begins off theo®@regast, intensifies across
Nevada, and eventually extends across parts of Utah, Idaho, WyomarMaatana. The
splitting of maximum upward motion that begins at 00Z 16 April @=IB) is evident as
well. Hence, this event would be described as having a stormthra@ickegins along the
west coast, reaches peak intensity over eastern Nevada,esnspltis into two distinct
tracks later on.

Animations of maximum ascent for every 6 h period during the 18syeare
created and extensively examined to investigate other cases slwoin). The
correspondence of the derived vertical motion with synoptic exper@ndee evolution
of cool-season storms was quite apparent. Hence, it is reasonablkrite ascent
statistics for any timescale of interest from individualesa® entire seasons, and this

approach appears to represent a scalable approach to document storm tracks.
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CHAPTER 4

RESULTS

Climatological-Mean Synoptic-Scale Ascent

Summary statistics for the geographic distribution and varalmlisynoptically-
forced ascent are presented in this chapter. The methods requa@chgate synoptic-
scale ascent during each 6 h period within the 19 cool seasons (Qk@8Behpril 2008)
have been described in the previous two chapters. The climatologiaal-aseent |,
defined by (2.10), is presented in Fig. 4.%acontinuous belt of high mean ascedt €
-0.02Pa ¥) is found in a roughly sinusoidal pattern across the domain andbavill
described here as defining the climatological mean storm &@dss the United States.
Ascent is maximized in a broad region from the western edgeh®f domain
northeastward to the British Columbia coast, where the firshi@fetlocal maxima,
labeled A in Fig. 4.1a, is encountered. Maximum A, with a value oéar -0.03 Pa’s is
located in a region well known for its frequent storminess and copregspitation. The
synoptic-scale ascent pathway then swings south in a narrow lmegdthé western US
coast before penetrating inland across Northern California. M&antincreases across
southern Nevada and then reaches a second maximum, labeled B #hl&igover

southern Arizona, which is one of the most arid regions of the nation. agperent
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Figure 4.1. Climatological means for October 1989 — April 2008. (apMgaoptic-
scale ascent (Pa'sas defined by (2.10). White letters A-C denote local maxima
ascent. b.) Mean ascent frequency (percent of time steps) as defined by (2.11).
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inconsistency between synoptic-scale ascent and limited peticipiin this region will

be discussed in Chapter 5. The storm track, defined in terms dadtclogical-mean
ascent, curves to the east-northeast splitting somewhat acosdBixico into portions
of Texas and Colorado before reaching a third weaker maxinaleled C in Fig. 4.1a,
over Oklahoma. As will be discussed further in Chapter 5, this theedmum is found

slightly east of the eastern Colorado surface cyclone maxirRuwm central Oklahoma,
the primary ascent pathway continues northeast to the Great texkes. The lowest
values of climatological mean synoptic-scale ascent withimtieklatitudes are found
over the upper Missouri River basin.

The climatological mean frequency of asceft(2.11), shown in Fig. 4.1b,
provides a nearly identical spatial perspective regarding synoplie-ascent as shown
in Fig. 4.1a. Regions along the climatological-mean storm trapkreance synoptic-
scale ascent greater than the threshold roughly 13% of thedmoade every 7.5 days)
with local maxima experiencing ascent approaching 20 % of the time.

Also apparent in both the mean ascent and frequency metrianiu€ta weaker
secondary storm track that stretches zonally across the CarRwlckies in southern
British Columbia, east across the high plains to Lake Winnipeg, leard rejoins the
primary storm track in the Great Lakes Region. This featungchnis likely associated
with Alberta clipper storms, will be discussed further in the next chapter.

A different perspective on synoptic-scale ascent is provided dpy4i2, which
shows the climatological mean ascent magnitude, defined by (21Bg tthe total
accumulated ascent at each grid point divided by the number of 6 h pehedsthe

ascent is greater than the specified threshold at each grid pbist.metric simply
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Figure 4.2. Climatological mean ascent intensity (Bas defined by (2.12).

52



53

defines the average maximum ascent independent of the number ot @cteslly takes
place. For example, storms that reaciN35135W tend to have strong rising motion
when they occur (Fig. 4.2) but, since they do not happen as often4(Elg, the
climatological mean ascent in this area is relatively IBig.(4.1a). Of particular interest
is that ascent over Arizona (northeastern Montana) occurg ficaguently (infrequently)

and the intensity of that ascent is high (low).

Seasonality of Synoptic-Scale Ascent

The climatological seasonal cycle of synoptic-scale assemtesented in Figs.
4.3-4.5. The climatological monthly mean ascent ((2.10) with the sampted to time
steps in a given month) is shown in Fig. 4.3 while each month’s conbmbtdi the
climatological cool-season’s accumulated ascent (Oct-Aprhasvs in Fig. 4.4. For
formatting convenience, the panels for October are omitted frone thggres. The
month-to-month change in climatological monthly mean ascent wrsho Fig. 4.5,
which highlights intraseasonal shifts in the location and magnitudeeastorm tracks.
Collectively, these three metrics show that regions of streognd migrate southward
through February before advancing north again during March and Ayhith is
consistent with the seasonal progression of mean upper-troposphemg ra@r the
western North America. For the domain as a whole, Decembenssicontribute the
largest amount of ascent of any particular month, ascent tendsitosth in January, and
February exhibits a more zonal storm track as compared to other months.

Embedded within these broad trends are important regional and easarsl

variations. Relative to October, mean ascent increases in ngastgaluring November
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and shifts southward along the west coast (Fig. 4.5a). This southwarcattihues
from November to December with increased ascent during Decegratteularly evident
in northern California and along a broad swath from Northern Mexiass¢he eastern
US (Fig. 4.5b). Ascent generally decreases, during January (Fig).tA.6aghout much
of the domain except over the eastern Pacific Ocean and Guléxitd] locations that
exhibit climatologically low mean ascent (Fig. 4.1a). Evident linseasonal metrics,
February storms bring a strong increase in ascent over tHevsstiérn US and adjacent
oceanic waters (Figs. 4.3d, 4.5d), and contribute strongly to the setahatcent (Fig.
4.4d), especially for coastal California. The strong increasedase) in storminess over
California (Pacific Northwest) from January to Februaryersgs over the next month
(Figs. 4.5d, 4.5e).

Ascent is strongly diminished nearly everywhere in the domaimglukpril
except for an exceptionally strong and spatially coherentaseréen upward motions
centered over the Great Basin and extending northeast into thplaigs of Wyoming,
western South Dakota and Nebraska (Figs. 4.3f, 4.5f). Locally, thisgsincrease also
provides a large contribution to the seasonal total ascent dy 2886 (Fig. 4.4f). This
April peak in synoptic-scale ascent corresponds well with th&osa&intensification in
precipitation and cyclone activity in the intermountain west (Klien et al. 1968, J

The month during which each grid point experiences its peak nsxamtais
shown in Fig. 4.6, providing a more concise summary of the seasatal €he spatial
distribution of these seasonal peaks shows remarkably coherent regjroctlres that
agree well with synoptic experience. For example, peak ascent ddMomgmber-

December is evident over British Columbia and the North Paafieedl as over much of
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the eastern US and Canada. In contrast, California and adjacemisref the Pacific
experience a seasonal peak during February, Alberta experi@mesesk during March,
and the interior mountain west has the greatest ascent durinly Nus early spring
maximum for the North American cordillera is a conspicuous featilre origins of
which warrant future investigation. It should be noted that the ardpliof the seasonal
cycle, which is not shown, is particularly weak over northern intgy@mtions of the

domain such as Alberta.

Interannual Variability of Synoptic-Scale Ascent

As described in Chapter 2, standardized anomalies for each 18 tteol seasons
were calculated for each grid point by removing the climatoldgnean ascent and
dividing by the year-to-year standard deviation. From the ctioelanatrix derived from
the 19 cool-season standardized anomaly fields, two dominant coherent ofodes
interannual variability were determined using principal componenyssaFig. 4.7).
The first principal component and its associated eigenvectomeiseries, explains 20%
of the interannual variance in ascent. Its spatial pattelectefstrong out-of-phase year-
to-year variations between regions equatorward and poleward dfatiee of greatest
climatological mean ascent (Fig. 4.1a). The second principal companeérgigenvector
explain 13% of the interannual variance (Fig. 4.1b) and exhibits pleultienters of
action, the strongest of which is centered nedNABCFW and spans much of the east
Pacific. The small number of years in this data set precludes evaluafimey modes.

Interpretation of these two principal components is facilitategduperimposing

the Multivariate El Nino Index (MEI) that represents the phaisENSO (Wolter and
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a 6p° 20%

b 6p° 14%

Figure 4.7. Leading modes of interannual variability. (a) First principadponent

and explained variance. (b) Second principal component and explained variance. Cool
(warm) colors indicate regions of enhanced (diminished) ascent during positive
phases. The opposite is true for negative phases of these patterns.
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Timlin 1998) on the first eigenvector, or time series, (Fig 4&& superimposing a
measure of the Pacific/North American index (Wallace andl&ui®81) on the second
eigenvector (Fig. 4.8b). The first eigenvector had one of its lapgs#ive amplitudes
during the 1998 EIl Nino, which reflects a spatial anomaly patienhanced ascent
along 36N over the Pacific Ocean and diminished ascent over the Phifibwest,
British Columbia and much of the interior of the United States.rAdtesely, increased
ascent in the latter regions would be expected to have takenduleng the 2008 La
Nina cool season. Hence, synoptic ascent is shifted southward irdoeazonal pattern
during positive phases of the first principal component while the sohlsaature of the
mean synoptic ascent is accentuated during negative phases.

It is clear from Fig. 4.8a that there is a strong assonidietween the first
eigenvector of interannual variability in synoptic-scale ascedtEBNSO, with a linear
correlation of r=0.76 between them. This correlation is quite légen taking into
consideration the limited number, ~7, of degrees of freedom in tmplesp and is
significant at the 95% level. Hence, this relationship reinfotitesknown relationships
between positive ENSO phases forcing a southward displacement efotihe track
along the west coast of the United States combined with diminigheg@tsc-scale ascent
over the Pacific Northwest (Myoung and Deng 2009; Wettstein arlth&®22010). For
negative phases of ENSO, the opposite holds true, with enhanced syifomticah
amplified wave pattern across the North American continent. pGsites of the
synoptic-scale ascent during the three strongest positive and ndgfd®@ years within
this 19 year sample are presented as well in Fig. 4.9. Synitsitive ENSO phases

favor a strengthened and eastwardly elongated Pacifictrgins while the negative
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Figure 4.8. Interannual variation in principal components, MEI, and P)Ai(ae
series for the MEI (blue bars, left ordinate) and that of tis¢ firincipal component
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of the second principal component (blue line, right ordinate).
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Figure 4.9. Winter season composites of ascent for the thregestof@) El Nino
(1992, 1995, 1998) and (b) La Nina seasons (1999, 2000, 2008).



65

ENSO phases are associated with an amplified climatologi@a¢ \wattern and a more
variable eastern Pacific jet stream.

The temporal relationship between the second eigenvector (times)sand the
PNA index is also strong (r=.80), which is significant at the 988afidence level
assuming ~7 degrees of freedom. Spatially, the anomaly pattene eetond principal
component (Figure 4.7b) also bears similarity to the Rossby stamdine pattern of
mid-tropospheric height anomalies associated with the PNA (¢¢allad Gutzler 1981,
Wettstein and Wallace 2010). However, the interpretation of thidiaeship is
complicated by the known link between the PNA and ENSO (r=0.57 duringtulg
period), which is not seen between the second principal component avé therhich
share virtually no variance in common. This is not altogether unegastthe first and
second eigenvectors are constrained to be orthogonal in time. Cauwginagain be
invoked in interpreting these results due to the limited sample with further

investigation required to understand these relationships in more detail.



CHAPTER 5

DISCUSSION

Storm tracks across western North America were defineldeiprtevious chapter
in terms of the climatological mean occurrence and intemdityynoptic-scale ascent.
Additional context for these results are presented here based anrgsearch. In
addition, year-to-year variability of the storm tracks isated to variability in
precipitation.

While details of the ascent-based methodology used in this wonkoaed, HH
previously explored 500 hPa omega using tracking and variance apgsdaek Chapter
1). It is not surprising that a number of their omega based stack features differ from
those presented in the previous chapter, since the approach adopted usae doty on
synoptic-scale omega, filters most orographic ascent, and does auterdrack
smoothness and duration criteria. For example, the HH omega vaedmbgs a weak
wave in an otherwise zonal storm track whereas the present stgdyests a more
amplified sinusoidal track. On the other hand, the HH negative onasgant) tracking
statistics do show a more meridionally amplified pattern acnesdern North America
which features a region of high track density along the Bri@lumbia and US
northwest coastlines which then extends south-southeast towards Arizbrs.

distribution corresponds well with some of the regions of high clilngical mean
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ascent seen in Fig. 4.1a. However, the correspondence deteriom@tesap to the
continental divide, where HH track statistics show zonally mirechizalues in track
density contrasting with the strong southern connection in the dsasedl storm track
shown in this study.

The present study’s ascent-based storm track exhibits greater coressponadth
mid- and upper-tropospheric trough and vorticity climatologies. Deg@ing different
metrics, HK, LNG, and the present study all depict a sinusoidal primany stack and a
weak secondary storm track across the Canadian Rockies. The |ladfdtioal maxima
and minima within the storm track also corresponds relatively well, althibotlp the HK
and LNG tracks and maxima appear displaced westward of thogesirstudy near
California.

The similarity of mid-tropospheric vorticity based measwaed synoptic-scale

ascent is likely a consequence of the role of vorticity in the traditionafjaraquation:

@+t e)o-bafu s (irarn) ey v (-] 6
A B

In place of the divergence of the Q-vector, the two terms on It iepresentX) the
vertical differential advection of absolute vorticity arig) the horizontal Laplacian of
temperature advection (both vorticity and temperature are exgreéssd¢erms of
geopotential®). The Q-vector form shown in (2.6) is generally favored becausavthe t
RHS terms above often tend to cancel one another. However, the RH8 daminated

in some synoptic situations by the vorticity advection term, witsdlf tends to be
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dominated by vorticity advection aloft. For example, consistentdiffirences between
the location of vorticity centers and vorticity advection, the éma& ascent maximum
found in this study is east of the vorticity maxima of HK, whichfurn, is east of the
Eulerian Centripetal Acceleration (ECA) maximum of LNG. Egient barotropic cutoff
low pressure systems that are frequently found in the south e&steific (Bell and
Bosart 1989) may contribute strongly to the LNG and HK maxima dustrtng
curvature and slowly moving vorticity centers, yet have less effect on asagstics.

Since the frequency of occurrence of events depends to a degredlmeghelds
used to define the events, it is not surprising that the HK vortestiures are estimated
to occur roughly 20-30% of the time within the storm track in contea$R-20% of the
time for synoptic-scale ascent. However, the greater occerrehworticity features
relative to synoptic-scale ascent may also arise from considericgrimgete RHS of the
omega equation. If horizontal vorticity gradients are weak, the akderivative term is
not strong, or temperature advection is relevant, then the preseaceodicity center
may have reduced impact on rising motions. The present study pkelydes a more
stringent restriction for assessing the relevance of synoptic-$oaiess

In light of the similarities detailed above and computationsee#é may be
tempting to assume that adequate storm tracks could be producgdhgsadvection of
absolute vorticity at 500 hPa or convergence of the Q-vector. Toalledimitations for
that approach, Fig. 5.1 shows the climatological mean distribution abthesrgence of
the Q-vector as opposed to the climatology obtained using the fudlgraied omega
solution (Fig. 4.1a). Overall, higher mean values of convergence dDthector are

located further north than the mean values of omega, as a result lafitindinal and
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stability dependence of omega. As discussed in Chapter 2, asitlebe wgreater in
regions of lower latitude or weaker stability for a given |lasmalrce of -Z-Q. Although
Elbern et al. (1998) employed a strong positivé-€2 constraint to identify tropopause
folds, their resulting climatology is quite similar to theeadebased storm track and does
not suffer from a northern bias. The requirement of a collocaggdedsion of the

dynamic tropopause may help to overcome the sensitivity to latitude.

Cyclones

This climatology of mid- and upper-tropospheric synoptic-scale asodmbits
considerable similarity with some surface cyclone climatotogi€hree subsets of
cyclones, Alberta Clippers, Rocky Mountain cyclones, and GreainBaailones, all
seem to be well represented in the ascent based storm track.

Thomas and Martin (2007) provided a comprehensive climatology of thet#lber
Clipper, demonstrating both the archetypal storm evolution (including idfeesical
motion) and the preferred tracks of these systems. Clippers telnel weak systems
originating from upstream Pacific vorticity maxima that sdagently traverse the mean
ridge and Canadian Rockies. The common feature, of course, is the spifoupl@fel
vorticity in the lee trough region and then the disturbance amplédially and moves
with westward tilt and stronger cyclonic relative vorticity alved at 500 hPa later in its
life cycle. Accordingly there is typically an increasin@-Q signal aloft as the systems
progress east. This evolution corresponds well with the details eofimian ascent
northern track in Fig. 4.1a. Subjective analysis of seasonal aoimsatf ascent suggests

many of the features that contribute to the northern track prop&gatethe Gulf of
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Alaska, east across the Canadian Rockies, and then across the mghopl@anada
consistent with the Alberta Clipper morphology. Additional contributionhitoportion
of the storm track from more northern sources, as well as ressigg features related to
deep circulations near the Great Lakes, are also observed.

Rocky Mountain cyclones, which have a strong genesis maximum in the lee of the
Rocky Mountains near the southeastern corner of Colorado (Kleln ¥168; Rietan et
al. 1972; Zishka and Smith 1980; HH; JM) also appear to be presentasddet-based
storm track. Local maximum C, in Fig. 4.1a, is found just downstrefathe cyclone
density maximum which is suggestive of similar dynamics to tlbserved with the
Alberta Clipper. In general, ascent maxima are likely tofdiend downstream of
cyclogenesis maxima due to the timescales required for devetwpas well as the
tendency for ascent to be displaced to the east of the trough axis or cyclone center

Great Basin cyclones have been found to occur most frequently igian re
anchored on the lee side of the highest portions of the Sierrad&lewmauntains and
extending northeast across Nevada towards the Great Salt laslke B Utah (JM).
Examining the fetch of high mean ascent and ascent frequencyaupsifenaximum B,
in Fig. 4.1a, it is apparent that these regions of cyclone occerimecfound beneath
regions of high climatological ascent. Furthermore, JM finds a atranmcrease in
cyclone occurrence for the Great Basin province during the mon#ipioff the same
month for which ascent maximizes across the region (Fig. 4.6)eTheslts are further
supported by Whittaker and Horn (1981), who showed a maximum in greiat bas

cyclogenesis during April.
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Arizona Ascent Maximum

The Arizona maximum in mean synoptic ascent, maximum B in Fig, #nhy
strike some readers as a strange or even erroneous featusestfidy, since it coincides
with a region of limited precipitation and cloud cover. This dispanigs also
documented by Rose and Lin (2003) as a very low temporal correldtiérheur
intervals between precipitation rate and 700 hPa vertical motanthé southwestern
US. However, as the occurrence of precipitation requires moesurell as lift, it seems
reasonable to postulate that moisture is the limiting factor.ofrpgl this relationship, a
composite of all 6-h periods with ascent centered on maximumgB5R2a) shows that
the core of rising motion coincides with relative humidity (Ri)He range of 40%. This
low RH coincident with the rising motion differs markedly fromteyss elsewhere in the
domain, such as the Pacific Northwest (Fig. 5.2b), where RH near i$08pical
throughout regions of ascent. For reference, the mean RH at 600 hPa dweirigeasots
is shown for the entire domain in Fig. 5.3b relative to the climatddgnean RH at that
level during all 19 cool seasons (Fig. 5.3a). More northern and etelatations are
much more likely to possess air near saturation in concert agitent, thus making
precipitation a more likely outcome. Not surprisingly the differemetween the
climatology of RH for all cool season days (Fig. 5.3a) and thahglumly ascent events
(Fig 5.3c) shows that rising motions nearly always bring laset to saturation, though
some spatial variability in strength of this relationship exiBor the southwestern US,
ascent does in fact increase RH; however, the climatologisel diate is sufficiently dry

that saturation is hard to attain.
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Figure 5.2. Composite zonal cross sections for (a) storms contritiating Arizona
maximum (Max. B in Fig. 4.1a) and (b) those contributing to the Radidirthwest
Maximum (Max A in Fig. 4.1a). Shading indicates composite storativel humidity
with cool (warm) colors indicating higher (lower) relative hunyidithe heavy black
contour represents 50 % relative humidity. Blue (Red) labeled contoucatmdiscent
(decent) in Pa’s
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Figure 5.3. Relative humidity analysis.(a) Climatology of winseason relative
humidity. (b) Climatological distribution of relative humidity duriagcent events. (c)
Difference between ascent relative humidity and climatology
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Figure 5.4. Column total water (TW) analysis. (a) Climatolofywmter season
column TW. (b) Climatological distribution of TW during ascentrease (c) Percent
of normal TW associated with ascent events.
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While RH is an important consideration for the initiation of puiation
processes, column integrated total water (TW), which is the suwaiar vapor and
cloud condensate, may modulate the amount of precipitation that is poskige
climatology and storm related anomalies in TW are documented.i Bi. Interestingly,
some regions within the primary storm track experience reductoongeutral anomalies
of TW, in the presence of ascent. To the contrary, southern portitms @ddbmain tend to
see significant increases in TW; however such anomalies are reldyant once

saturation is achieved.

Precipitation Variability

Appreciating that ascent by itself does not lead to precipitatiorstitligitriguing
to explore the links between interannual variations in synoptic-sxsdent and the
variability in regional precipitation. An independent and higher resoluéipresentation
of monthly precipitation is obtained from the Parameter-el@vaRegression on
Independent Slopes Model (PRISM; Daily et al. 1994). This griddedsg#aitprovides an
elevation and slope sensitive estimation of precipitation at autesobf 30-arc-seconds
for the US domain based on point observations and observed climatibutistrs.
Monthly totaled values summed for October-April periods are useHlisnstudy. The

PRISM precipitation grids were processed in a manner idetticabt used for ascent in

order to obtain standardizes anomalies for each of the 19 cool seasons at each grid point.

Regressing the time series of mean ascent (red line in && ith the time
series of PRISM precipitation standardized anomalies at eathpgnt yields a now

familiar north-south dipole pattern of ENSO-related precigitatvariability for the
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western US (Fig. 5.5a). Assuming as few as 7 independent eveatgoitelation
between seasonal anomalies of ascent and precipitation should lexl wigth some
caution. Positive (negative) correlations are found for the arid sosth{#acific
Northwest). Interesting local exceptions to this pattern edishinated by the tendency
for low elevation arid (high elevation moist) regions to be positi@egatively)
correlated with the PC1 time series. For the eastern portiorthieofUS, positive
correlations are found across the southeast, with negative correlatimss the upper
Mississippi and Ohio River basins. A similar pattern of predipitaanomalies arises
independently as the third principal component of PRISM precipitatioratiars
computed from the 19 x 19 correlation matrix between the cool setsotaslized
anomalies (Fig. 5.5b). Taking into consideration the limitations impased the small
sample size, the associated principal component time serissa ha&aker correlation
(r~=-.62) with the MEI than does the related first principal ponent time series of
synoptic ascent (r~= -.76), which may suggest that theremiera direct ENSO control
on storm track than on the amount of precipitation. This disparity gy dave to do

with available moisture modulating the productivity of synoptic-scale ascent.
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Figure 5.5. Variability in precipitation associated with variatiansynoptic-scale
ascent. (a) Linear correlation coefficients between thedirstipal component time
series of ascent and the grid point time series of standardRE2MPprecipitation
anomalies. (b) The third principal component of the PRISM interannual variations.



CHAPTER 6

CONCLUSIONS

This study examines the position and variability of storm trackssa western
North America. A dynamically filtered and physically ned@t method was introduced
wherein the climatological distribution of ascent was shown tepeesentative of storm
tracks. An alternative balance version of the omega equation wdsaisiagnose the
component of ascent associated with synoptic-scale motions whigenéally filtering
poorly-resolved mesoscale contributions, such as terrain forced fldves mBximum
values of ascent among 5 mid-tropospheric levels were retaireatat6-hour interval
over 19 cool seasons. Animations of the maps of ascent were exarabjedtigely
during all seasons and a case study was used to evaluate thigitgeokithe results to
the techniqgue. Summary ascent statistics over months, seasons, andiréh&9-year
period yield a measure of the propensity of a location to experigyrueptic-scale
disturbances. Locations exhibiting high mean ascent and ascent frequenicus said to
be storm tracks.

The climatological mean ascent-based storm track was found tpyoa
sinusoidal belt across western North America. Variations enpibsition of the storm
track were shown to be related to the phase of ENSO, with Bl (& Nina) winters

favoring a more zonal (amplified) and southern (northern) storm tidek relationship
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between variations in ascent and those in precipitation werevebdster be modulated by
available moisture and the saturated state of the atmospherascémlt based storm
tracks were also shown to be consistent with elements of prewwes-] mid-, and
upper-tropospheric storm track studies.

Remaining research questions pertain to the large scale ayntrat contribute
to the observed structure of the storm track. In particular, the stsonthward
displacement of high mean ascent along the US west coagteisuliar feature as is the
ascent minima proximal to Montana. Additionally, the tendency for stdimt are
displaced south from the mean pathway to exhibit stronger risitigmmposes questions
about the structure and dynamics of these systems. The ‘Ta$tDay’ case examined
herein, suggests that idealized modeling studies examining the lplcksey between
upper level PV anomalies and surface thermal waves may yieightsisinto the
evolution of storms in regions of complex topography.

While the sample size of 19 seasons is a limiting factor to reach conclusauts a
recent year-to-year variations, this study has demonstratedhthatnalysis approach
could easily be adapted to examine changes in storm tracksebepxesent-day and
future climate simulations. Since climate models at the prdéseatcannot resolve the
terrain of the western US with sufficient fidelity to simelgbrecipitation processes
accurately, this method may help to provide a linkage between anthropaiamges
and regional climate variations in synoptic-scale ascent and bthderge-scale

precipitation patterns.
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