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ABSTRACT

In wireless sensor networks, knowing the location of the wireless sensors is critical

in many remote sensing and location-based applications, from asset tracking, and

structural monitoring to geographical routing. For a majority of these applications,

received signal strength (RSS)-based localization algorithms are a cost effective and

viable solution. However, RSS measurements vary unpredictably because of fading,

the shadowing caused by presence of walls and obstacles in the path, and non-isotropic

antenna gain patterns, which affect the performance of the RSS-based localization

algorithms. This dissertation aims to provide efficient models for the measured

RSS and use the lessons learned from these models to develop and evaluate efficient

localization algorithms.

The first contribution of this dissertation is to model the correlation in shadowing

across link pairs. We propose a non-site specific statistical joint path loss model

between a set of static nodes. Radio links that are geographically proximate often

experience similar environmental shadowing effects and thus have correlated shad-

owing. Using a large number of multi-hop network measurements in an ensemble of

indoor and outdoor environments, we show statistically significant correlations among

shadowing experienced on different links in the network. Finally, we analyze multi-

hop paths in three and four node networks using both correlated and independent

shadowing models and show that independent shadowing models can underestimate

the probability of route failure by a factor of two or greater.

Second, we study a special class of algorithms, called kernel-based localization

algorithms, that use kernel methods as a tool for learning correlation between the RSS

measurements. Kernel methods simplify RSS-based localization algorithms by pro-

viding a means to learn the complicated relationship between RSS measurements and

position. We present a common mathematical framework for kernel-based localization



algorithms to study and compare the performance of four different kernel-based

localization algorithms from the literature. We show via simulations and an extensive

measurement data set that kernel-based localization algorithms can perform better

than model-based algorithms. Results show that kernel methods can achieve an

RMSE up to 55% lower than a model-based algorithm.

Finally, we propose a novel distance estimator for estimating the distance between

two nodes a and b using indirect link measurements, which are the measurements

made between a and k, for k "= b and b and k, for k "= a. Traditionally, distance

estimators use only direct link measurement, which is the pairwise measurement

between the nodes a and b. The results show that the estimator that uses indirect

link measurements enables better distance estimation than the estimator that uses

direct link measurements.
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CHAPTER 1

INTRODUCTION

Recent technological advances have enabled low-cost, inexpensive sensor devices to

be deployed and interact with the physical environment, operating together in a wire-

less network. The advent of wireless sensor networks has enabled many location-based

and remote sensing applications which include asset tracking [2, 3, 4, 5]; structural

and seismic monitoring for timely response in the case of hazards [6, 7]; and security

applications like radio tomographic imaging [8], among others.

In most wireless sensor networks applications, knowing the location of the sensor

device is crucial. Without the knowledge of the location of a sensing device, the

data sensed or measured by that device cannot be interpreted. When the sensor

data are reported, it is essential to know where in space that data were measured

to determine a meaningful information about the underlying physical world. In

many scenarios, location information is itself the data that need to be “sensed.” For

instance, in asset tracking and work flow applications, determining the location of

devices is the main goal. In addition, sensor location information is the driving need

for many geographical routing algorithms. The process of determining or estimating

the location of a device, whose position is unknown a priori, is called localization.

As such, a reliable and automatic localization scheme is a critical component of the

wireless sensor networks [9, 6].

These applications can be made viable by deploying a vast number of sensors, for

which the device cost has to be low, sensors would need to last for a long time without

the need for constant replacement and the network should be configured automatically

or with very less human moderation. Traditional localization techniques like GPS or

radar are not suitable for these requirements. Including GPS on every device increases

the overall system cost, and also the system energy requirements. In addition, GPS
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is restricted to work in outdoor environments.

This dissertation, instead, considers the problem in which some small number of

sensors, also called reference nodes, are deployed at known locations and the unknown

location devices must determine their own location using pairwise measurements. In

general, these measurements could be any physical reading that indicates distance or

relative position, such as time-of-arrival (TOA), angle-of-arrival (AOA) and received

signal strength (RSS). There has been considerable research in developing localization

algorithms using different measurement types and the author refers to studies in

[10, 11, 12, 6, 13] and the references within. Perhaps the most attractive candidate for

localization is the RSS-based approach, which also forms the focus of this dissertation.

RSS is the average power of the received RF signal over a signal packet and the RSS

measurements are readily available in almost every wireless device, such as laptops

and smart phones, without the need for additional hardware.

Even though the RSS-based localization approaches are cost effective and viable

in indoor environment, the RSS measurements suffer from errors because of multipath

fading, losses due to the presence of walls and obstacles in the path and non-isotropic

antenna gain patterns. These errors cause unpredictability in the measured RSS,

which affects the performance of the RSS-based localization algorithms. Efficient

modeling and understanding of the statistics of these errors is of primary importance

in any RSS-based localization algorithms.

This dissertation is an exploration of efficient models and algorithms to improve

the performance of sensor localization. Motivated by the study of these models,

we investigate and experimentally evaluate existing algorithms for wireless sensor

network localization. In addition, we propose and develop a new algorithm for range

estimation in wireless sensor network, which can improve localization performance.

1.1 Summary of Contributions

The research work presented in this dissertation have resulted in the following

publications:

• Piyush Agrawal and Neal Patwari, “Kernel methods for RSS-based indoor
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localization,” Handbook of Position Location: Theory, Practice and Advances,

Eds. M. Buehrer and S. Zekavat, pp. 457 – 486, John Wiley and Sons, Inc.,

2011.

• Piyush Agrawal and Neal Patwari, “Network distance: Distance estimation via

measurements with neighbors,” IEEE Transactions on Mobile Computing, 2011

(to be submitted).

• Piyush Agrawal and Neal Patwari, “Correlated link shadow fading in multi-hop

wireless networks,” IEEE Transactions on Wireless Communications, vol. 8,

no. 8, 2009.

• Neal Patwari and Piyush Agrawal, “Effects of correlated shadowing: Connectiv-

ity, localization, and RF tomography,” In Proceedings of the 7th International

Conference on Information Processing in Sensor Networks (IPSN ’08).

• Neal Patwari and Piyush Agrawal, “Nesh: A joint shadowing model for links in

a multi-hop network,” In IEEE International Conference on Acoustics, Speech

and Signal Processing (ICASSP ’08), 2008.

• Piyush Agrawal and Neal Patwari, “Correlated link shadow fading in multi-hop

wireless networks,” Tech Report arXiv:0804.2708v2, 18 Apr 2008.

• Neal Patwari and Piyush Agrawal, “Calibration and measurement of signal

strength for sensor localization,” Localization Algorithms and Strategies for

Wireless Sensor Networks, Eds. Guoqiang Mao and Baris Fidan, IGI Global,

Information Science Reference, page 122, May 2009.

In this dissertation I have made several contributions to channel modeling for

multi-hop networks and RSS-based localization. Specifically, I have:

• Proposed, analyzed and validated a joint path loss model for multihop wireless

networks, called network shadowing (NeSh) model [14]. This model provides

an extension to existing channel models by modeling second-order statistics of

the measured RSS on links.
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• Motivated the importance of considering correlation in the shadowing loss be-

tween link pairs in applications such as localization and the design of reliable

multi-hop networks. [14, 15].

• Investigated advantages of kernel methods in RSS-based localization [16]. Ker-

nel methods are explicitly used to learn correlations in RSS measurements from

training data.

• Proposed a novel algorithm for estimating distance between two radios using

indirect link measurements and demonstrated using an extensive measurement

campaign, that the estimator using indirect link measurements alone is better

that estimator that uses direct link measurements alone.

In the rest of this introduction, I briefly motivate the need for better models for

the RSS in multi-hop wireless networks. I, then, motivate the study of kernel methods

in the RSS-based localization algorithms and provide an outline of the proposed range

estimator. I end this introduction with the structure of the dissertation.

1.2 Models for the Received Signal Strength (RSS)

Typically, self-configuring wireless sensor networks are multi-hop networks wherein

every sensor must not only capture and communicate its data, but also act as a

relay for other sensors in the network. Current statistical channel models used for

multi-hop networks consider RSS measurements on the links to be independent. This

is a simplifying assumption, since shadow fading is determined by environmental

obstructions, and geographically proximate links pass through similar obstructions.

It can be hypothesized that links that pass through nearby parts of the environment

will have correlation in their shadowing losses. In this section, we introduce current

models for the measured RSS that are used in the current literature. We start with

the introduction of the radio channel modeling for a single radio link.

1.2.1 Single Link Channel Model

Radio propagation measurement and modeling for a single radio link have been

reported extensively over the past century [17, 18, 19, 20]. In general, when there
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is no site-specific knowledge of the environment, the ensemble mean received power,

P̄ (d) (dBm), at a distance d from the transmitter, is [18, 19],

P̄ (d) = PT −Π0 − 10np log10
d

∆0
, (1.1)

where PT is the transmitted power in dBm, np is the path-loss exponent, and Π0 is

the loss experienced at a short reference distance ∆0 from the transmitter antenna.

This model incorporates the free space path loss model when np = 2, and extends to

practical (obstructed) multipath environments when np > 2.

On a particular link, received power will vary from the ensemble mean because of

fading. The measured received power for the link between transmitter i and receiver

j can be written as,

Pi,j = P̄ (di,j)−Xi,j − Yi,j, (1.2)

where, di,j is the distance between nodes i and j, and Xi,j is the dB shadowing

loss and Yi,j is the dB non-shadowing loss and error. We refer to the total fading

loss Zi,j = Xi,j + Yi,j. In general, shadow fading, narrowband or frequency-selective

fading, and antenna and device losses all contribute to Zi,j.

1.2.2 Extension to Multi-Hop Networks

Current channel models used for multi-hop wireless networks consider two types

of fading models:

1. The circular coverage: Zi,j = 0 for all the links and thus, the coverage is a

perfect circle, as shown in Fig. 1.1(a).

2. The i.i.d. log-normal shadowing model: For all links the random variables Zi,j

(in dB) are independently and identically distributed Gaussian distributed with

zero mean and variance σ2
z . An example of the i.i.d coverage area is shown in

Fig. 1.1(b).

We note that the two models are at opposite extremes, and both problematic.

Note that “realistic coverage” is commonly depicted pictorially as a coverage area with

random range as a function of angle [21, 22], as in Fig. 1.2, and neither fading model



6

(a) (b)

Figure 1.1. Graphical depiction of different fading models.

produces such a random shape. It is easy to recognize that the deterministic, circular

coverage areas are unrealistic for wireless communications links. However, circular

coverage has been a common assumption in ad hoc and sensor network research and

has been used to generate foundational research results. It has been shown that the

majority of papers which require radio propagation models in their simulation use

the circular coverage model [23].

In comparison, the i.i.d shadowing model eliminates the concept of coverage area.

Since the model has no spatial memory, even two nearly overlapping links would be

represented as statistically independent. In reality, if an obstacle in one direction from

a transmitter strongly attenuates its signal, any receiver behind the obstacle is likely

to experience high fading loss. For example, if the environment in Fig. 1.3 causes

severe shadowing, it is likely to cause additional path loss on both links a and b. In

contrast, the i.i.d. log-normal shadowing model assumes that the shadowing across




Figure 1.2. A plot of the actual measured signal level, from [1] (used with permission
from Sage publications).
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link b

link a

1 2 3 4

environment

Figure 1.3. Example of factor in shadowing loss correlation. Because link a and link
b cross the same environment, their shadowing losses tend to be correlated.

links a and b will be independent, which causes disconnect with the RSS measured in

the real-world deployment.

1.3 Motivation for the Study of Kernel-based
Localization Algorithms

Recent results in [15] have demonstrated that shadowing link correlation can be

useful in improving the localization performance. In general, based on the results

in [15], we argue that RSS-based localization algorithms should make use of the

measurements made by the nodes with their in-range nodes in order to reduce the

variance of the location estimation.

A large class of localization algorithms have applied statistical learning techniques

to explicitly learn the correlation in the RSS measurements from training data, and

then, use these correlations to classify or estimate the sensor’s location [24, 25, 26,

27]. Motivated by the results in [15] and the plethora of algorithms present in the

localization literature, we study a special class of algorithms that uses kernel methods

as a tool for learning correlation between the RSS measurements.

Kernel methods encapsulate the complicated relationship between the RSS and

position, along with the correlation in the RSS measurements at proximate locations,

in a kernel. The kernel can be assumed as a parametric “black box” that takes

the measured RSS as inputs and gives a measure of position as output. Kernel

methods are attractive because kernel models are typically linear with respect to the

parameters, allowing good analytical properties, yet are nonlinear with respect to the

RSS measurements. I provide an in-depth analysis of kernel methods in RSS-based
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localization algorithms in [16].

1.4 Range Estimation in Wireless Sensor Networks

In addition to sensor localization, a large number of other applications of wireless

sensor networks depend on the ability to estimate distance between pairs of radio

devices. For instance, many communication and routing protocols use the knowledge

of the distance to neighboring devices for routing of data packets [28, 29, 30]. In

range-based localization, algorithms determine the location of the unknown location

devices using the distance to a selected number anchor nodes [31, 32, 33].

When estimating the distance between two sensor nodes, a and b, most systems use

a direct link measurement between a and b, for example, the received signal strength

(RSS) between a and b [6, 34, 35, 36], or just whether a and b communicate [31, 33,

32, 37, 38]. Motivated by the fact that correlation in link RSS measurements can help

in better localization performance, in this dissertation, we explore the capability to

estimate range between two nodes a and b from indirect link measurements, that is,

the measurement between a and k, for k "= a and b and k, for k "= b.

The proposed range estimator is also motivated by the fact that two nodes that

are near to each other will have similar connectivity measurements to other nodes in

the network. These connectivity measurements with the other nodes in the network

are embedded as a vector of high dimensional space. Such an embedding is commonly

called Lipschitz embedding [39, 40, 41]. Using Lipschitz embedding, information about

the relative distance of two nodes can be captured by the “dissimilarity” measure in

the Lipschitz embedding space.

1.5 Outline

The structure of the dissertation is as follows. Chapter 2 presents an overview of

the related work in wireless sensor localization. We briefly present some key research

contributions in the field of sensor localization from various studies conducted in the

literature.

In Chapter 3 we present a non-site specific statistical joint path loss model between

a set of static nodes. Current statistical channel models used for multi-hop net-
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works consider link path losses to be independent. This is a simplifying assumption,

since shadow fading is determined by environmental obstructions, and geographically

proximate links pass through similar obstructions. We hypothesize that links which

pass through nearby parts of the environment have correlated shadowing losses. We

conduct extensive measurements to verify this hypothesis and present a model which

determines the second order statistics of the link path losses.

Chapter 4 is an exploration of kernel-based algorithms which attempt to deter-

mine the link correlation using a kernel. Kernel-based algorithms encapsulate the

complicated relationship between RSS and position, along with correlation in the

RSS at proximate locations, in a kernel, which can be assumed as a parametrized

“black box” that takes the measured RSS as inputs and gives a measure of position

as output. In this chapter, we describe four different kernel-based RSS localization

algorithms using a common mathematical framework and compare and contrast their

performance (to each other, and to a baseline model-based algorithm, the maximum

likelihood estimator) using a simulation example and using an extensive experimental

study. These algorithms include LANDMARC [42], Gaussian kernel localization [43],

radial basis function localization [44], and linear signal-distance map localization [45].

Chapter 5 proposes a new algorithm to estimate the range between two radios

using the indirect link measurements. When estimating the distance between two

nodes a and b, current ranging algorithms use the direct link measurements between

a and b. This chapter explores the capability to estimate the range between the two

nodes a ans b using only the indirect link measurements, that is, the connectivity

measurements made with the in-range devices of a and the measurements with the

corresponding in-range devices of b.

Chapter 6 forms the conclusion and presents avenues for future research.



CHAPTER 2

RELATED RESEARCH

Development of efficient RSS models and localization algorithms for wireless sen-

sor networks is a broad and active area of research that spans the areas of signal

processing, wireless channel modeling and algorithm design. In this chapter, we place

our work in the context of the large body of literature, outlining key concepts and

pointing out important previous studies. We first explore the work that has been

done in modeling shadowing correlation.

2.1 Correlation in Shadowing

Shadow fading correlations have been measured and shown to be significant in

other wireless networks. For example:

1. In digital broadcasting, links between multiple broadcast antennas to a single

receiver have correlated shadowing which affects the coverage area and interfer-

ence characteristics [46].

2. In indoor WLANs correlated shadowing is significant (with correlation coeffi-

cients as high as 0.95), and strongly impacts system performance [47].

3. In cellular radio, correlation on links between a mobile station (MS) and multiple

base stations (BSs) significantly affects mobile hand-off probabilities and co-

channel interference ratios [48, 49, 50].

4. In multi-antenna systems, fading on the link pairs between the antennas is found

to be correlated and shown to limit diversity gain of the system [51, 52, 53].
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5. In sensor networks, packet reception on different links is found to be correlated

[54] which affects many data dissemination and opportunistic routing protocols

[55].

6. In spectrum sensing, simulation results have shown that the performance of

collaborative methods to “sense” the channel is significantly hampered by cor-

relation in shadow fading [56, 57, 58, 59, 60].

An early study on the significance of spatial correlations between two links in a

multi-hop network was done in [61]. In their work, RSS measurements in a single

network of 44 sensors were used to quantify fading correlations between two links

with a common node. Those results could not be complete because a single measured

network does not provide information about an ensemble of network deployments.

The study in this dissertation uses the data from two campaigns each consisting

of multiple measured networks to examine many pairs of links with the identical

geometry, both with and without a common node.

In cellular radio, the model of Gudmundson [62] is used to predict shadowing cor-

relation for the link between a mobile station MS to a BS over time as the MS moves.

However, this model cannot be directly applied to model the correlations among links

in multi-hop networks. Wang, Tameh, and Nix [63] extended Gudmundson’s model

to the case of simultaneous mobility of both ends of the link, for use in MANETs, and

relate a sun-of-sinusoids method to generate realizations of the shadowing process in

simulation. Both works use “correlated shadowing” to refer to the correlation of path

loss in a single link over time, while the present work studies the correlation of many

disparate links at a single time.

Since we presented the NeSh model in [14],[64], based on our model, a new ellipse

overlap (EO) method is proposed in [65]. In the EO method, the shadowing region

of a link is modeled as an ellipse. The correlation coefficient between two links is

given by the intersection area of the ellipses around the links. The intersection space

between the ellipses is divided into rectangles of a predetermined width. Then the

area of intersection is approximately given by the sum of the area of these rectangles.
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The authors of [65] claim that the computation cost of EO method is low compared to

that of the NeSh model and the model agreement with the measurement, in general,

improves. However, their model needs three parameters to be estimated, in contrast

to two in the NeSh model.

Finally, we note that the performance of other RSS-based applications in wireless

networks depend on the accurate modeling of shadowing correlation. Some of these

applications are as follows:

• Collaborative spectrum sensing in cognitive radio networks using channel gain

(CG) maps. Recent work by Kim et al. extends the NeSh model to model the

temporal variations in the shadow fading [66, 67, 68].

• Evaluation of power control mechanisms in cognitive radio networks. The NeSh

model is used for generating “realistic” spatial shadowing on links in various

simulation-based studies of cognitive radio networks and also in the evaluation

of different power control schemes in cognitive radio networks [69, 70].

• Cooperative localization in sensor and ad hoc networks uses signal strength to

estimate node locations. The error performance of such estimators is dependent

on the statistical model for path losses in the network. All previous analytical

studies of location estimation bounds assume independence of links [71, 72, 73,

6, 74], but new work shows that bounds change when correlated shadowing is

taken into account [15].

• Since multiple links will measure the shadowing caused by an attenuating object,

the location of an attenuating object can be estimated. It was shown in [15]

that tomographic imaging can be used to estimate and track the location of

a moving RF attenuator such as a person. Accurate RF tomographic imaging

requires a non-site-specific statistical model which relates the attenuation field

to the shadowing losses measured on links.
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2.2 RSS-based Localization Algorithms

Localization using RSS has been an active area of research for the past two

decades. In this section, we provide a brief overview of some key research contributions

to this area. Existing RSS-based localization approaches can be classified into two

main categories:

1. RSS fingerprinting algorithms

2. Model-based algorithms

Kernel-based algorithms, which we investigate and experimentally evaluate in this

dissertation, are the “middle ground” between model-based and RSS fingerprinting

algorithms.

2.2.1 Model-based Algorithms

Model-based algorithms work by first estimating the relative distance between

pairs of nodes and then estimating positions [75, 76, 77]. Model-based algorithms can

be further classified into three categories: (a.) range-based algorithms, (b.) range-

ratio algorithms, and (c.) range-free algorithms.

2.2.1.1 Range-based Algorithms

Range-based algorithms use standard statistical channel models to provide a func-

tional relationship between distance and measured RSS (see an extended discussion

about range estimation in Section 2.3). Using this functional relationship, the location

of an unknown location node is estimated from the RSS measured by the in-range

reference devices by first estimating the distance to the reference devices, and then

using methods of lateration [76, 36, 77], multilateration [32, 78] or statistical inference

[73] to determine the coordinates.

Some of the earliest range-based algorithms were proposed in [24, 79]. In these

systems the relationship between measured RSS and distance is modeled by the log-

distance path loss model [19, 80]. There are also approaches that fit into this category,

which use sophisticated site specific ray-tracing models based on detailed floor maps

[75].
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2.2.1.2 Range-ratio Algorithms

In addition to the model parameters, measured RSS is a function of the transmit

power of the device. Transmit power may vary from device to device because of

manufacturing variations and may change as batteries on the sensor deplete. One

could consider the transmit power of the device as an unknown parameter and can

jointly estimate the transmit power, the model parameters and the position.

Alternatively, range-ratio algorithms can be used. Under this class of algorithms,

instead of using the measured RSS, differences between the RSS measured at pairs

of reference nodes for a single transmitting target (unknown location node) are

considered [81, 82].

2.2.1.3 Range-free Algorithms

In contrast to range-based methods, range-free algorithms have also been proposed

in the literature which use only the connectivity graph among the nodes to determine

the location. By connectivity we mean a binary value indicating whether or not two

devices can communicate. Some early work in this class of algorithms are DV-hop

[31], N-hop multilateration by Savvides et al. [32], and MDS-MAP, also known as

Isomap [38]. The principle of approaches in this class of algorithms is that the relative

positions of the neighboring nodes in the network are found according to the proximity

constraints. As a descriptive example, when two devices are not connected, their

connectivity measurement can be seen to indicate to an algorithm to “push” each

other to be outside the radio range. On the other hand, when the two devices are

connected, their connectivity measurement can be seen to indicate to “pull” each

other to be within the radio range, but this effort may be restricted by other devices

in the network which do the same to them.

2.2.2 RSS Fingerprinting Algorithms

In contrast to the model-based approaches, RSS fingerprinting [24, 83] methods

work in two phases - an offline training phase and an online estimation phase. In

the offline training phase, RF signatures are collected at some known locations in

the deployment region, which are then stored in a database. An RF signature is a
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vector of RSS values measured by some predetermined known location devices. In the

online estimation phase, an algorithm searches in the constructed database to find a

location whose RF signature matches closely with the RF signature of the unknown

location device.

Some research [35, 84, 85] also proposes using statistical models to create an entire

radio map as a function of position, in which the location of the unknown location

device is estimated directly from the RSS measured by the in-range reference devices.

One key disadvantage of these methods is the large computation requirements in

determining the estimates of the location. In addition, the model parameters need to

known a priori. Alternatively, the model parameters can be included as additional

variables that are required to be estimated, in addition to the device’s location. This,

however, increases the computational cost because in most cases a closed form solution

is not available and one has to resort to numerical techniques. Recently, the EZ

localization algorithm [86] was proposed which uses genetic search algorithm to reduce

the “search space” for the solution.

The advantage of RSS fingerprinting is that the localization performance is, in

general, better than the model-based algorithms. In fact, in a deployment area of

12600 m2 with calibration data collected at every 3 m, the median error for a model-

based algorithm is about 7 m, while that of RSS fingerprinting algorithm is 4 m,

an improvement of 43% [86]. However, the downside is that intensive training and

calibration are needed.

2.2.3 Discussion

Statistical channel models, in most cases, are unable to capture the complicated

relationship between RSS and location in indoor environments. They also typically

assume that shadow fading on links are mutually independent, even though environ-

mental obstructions cause correlated shadowing as discussed in Section 2.1.

RSS fingerprinting methods, on the other hand, do not assume any prior rela-

tionship between RSS and position, but the training phase consumes a significant

amount of time and effort [24, 44]. To some extent, the training effort can be reduced
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via spatial smoothing [44, 87, 34], but this is possible only to distances at which

the RSS is correlated. Some research has also suggested supplementing some of

the measurements using predicted RSS using channel models [24]. Changes in the

environment over time reduces the accuracy of the database, requiring recalibration.

In summary, model-based algorithms require the least training effort, but they rely

heavily on the prior knowledge of the relationship between RSS and position. RSS

fingerprinting algorithms, on the other hand, are not based on any prior knowledge

of the relationship between RSS and position, but require considerable training effort

and time.

In this dissertation we explore and experimentally evaluate kernel-based algo-

rithms, which provide the ability to mix the features of both model-based and RSS

fingerprinting algorithms. Kernel-based algorithms encapsulate the complicated rela-

tionship between RSS and position, along with correlation in the RSS at proximate

locations, in a kernel, which can be assumed as a parametrized “black box” that

takes the measured RSS as inputs and gives a measure of position as output. In

this dissertation in Chapter 4, we study four different kernel-based RSS localization

algorithms in a common mathematical framework and using extensive measurements

compare and contrast their performance. These algorithms include LANDMARC

[42], Gaussian kernel localization [43], radial basis function localization [44], and

linear signal-distance map localization [45].

2.3 Range Estimation in Wireless Sensor Networks

A number of techniques for range estimation have been proposed in the literature.

When determining the distance between two devices a and b, most range estimation

algorithms use the direct link measurements between a and b, for example, the RSS

between a and b [6, 34, 35, 36], or just whether a and b communicate [31, 33, 32, 37, 38].

Range estimation algorithms based on direct link RSS measurements use statis-

tical channel models which relate measured RSS and distance. The most commonly

used channel model is the log-distance path loss model, which expresses the ensemble

mean of the RSS in dB as linear with the log of distance [19, 80, 14]. Suppose that
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we want to estimate the distance between two devices a and b. Device a measures

the RSS for the signal transmitted by b (similarly b measures the RSS for the signal

transmitted by a), which we call the direct link RSS measurement. A standard

estimator of distance is the maximum likelihood estimator (MLE) which determines

what distance d̂MLE is “most likely” given the direct link RSS measurement between

a and b and the log-distance path loss model [6, 88, 73].

In indoor or cluttered environment, however, RSS measurements deviate from

the model because they suffer from multipath fading, shadowing, and non-isotropic

antenna gain patterns, all of which cannot be known a priori [14, 15, 89]. Conse-

quently, systems relying exclusively on the direct link RSS measurements for distance

estimation remain inaccurate estimators.

In contrast, algorithms based on direct link connectivity measurements use the

hop counts to determine the range between each pair of nodes [31, 90]. The hop

counts are then converted into physical distances by multiplying the hop counts with

the average distance per hop. In [31], the average distance per hop is computed by

the anchors. Every anchor in the network obtains hop count information to all the

other anchors in the network. The average distance per hop is then computed by

every anchor as the ratio of the average distance to the other anchors in the network

and average hop counts to them. The Amorphous Positioning algorithm, proposed

in [90], employs the similar approach and determines the hop counts between two

nodes. However, it uses a different, centralized approach to determine the average

distance per hop. The Amorphous Positioning algorithm assumes that the density of

the network is known a priori and uses the Kleinrock and Sliverster formula [91] to

determine the average distance per hop.

A major advantage of using connectivity measurements for estimating the range is

the inherent simplicity of the algorithm using them. On the other hand, the drawback

is that algorithms using connectivity measurements only work for isotropic networks,

i.e., when the properties of the graph are the same in all directions, so that the

average distance per hop can reasonably be used to estimate the distances between

hops.
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In this dissertation, we propose and evaluate a method to estimate range between

two nodes a and b from measurements on indirect links, which are the measurements

made by the nodes a and b with their neighbors, but not the direct link measure-

ments between a and b. Specifically, indirect link measurements correspond to the

measurements made by the node a with a node k, for k "= b, and between b and k,

for k "= a.

Another possible way to obtain distance between the nodes is to first localize the

nodes, and subsequently, calculate the distance between the estimated coordinates.

To this end, the localization approaches presented in the previous section can be

applied. The method we present in Chapter 5 of this dissertation does not require

localization as an intermediate step and calibration is also minimal.



CHAPTER 3

CORRELATED LINK SHADOW FADING

IN MULTI-HOP WIRELESS

NETWORKS

3.1 Abstract

Accurate representation of the physical layer is required for analysis and simulation

of multi-hop networking in sensor, ad hoc, and mesh networks. Radio links that are

geographically proximate often experience similar environmental shadowing effects

and thus have correlated shadowing. This paper presents and analyzes a non-site-

specific statistical propagation model which accounts for the correlations that exist in

shadow fading between links in multi-hop networks. We describe two measurement

campaigns to measure a large number of multi-hop networks in an ensemble of

environments. The measurements show statistically significant correlations among

shadowing experienced on different links in the network, with correlation coefficients

up to 0.33. Finally, we analyze multi-hop paths in three and four node networks

using both correlated and independent shadowing models and show that independent

shadowing models can underestimate the probability of route failure by a factor of

two or greater.

3.2 Introduction

Both simulation and analysis are critical to the development of multi-hop net-

works, including mesh, ad hoc, and sensor networks.1 However, current physical

layer models do not accurately represent radio channels in multi-hop wireless networks

1This chapter first appeared in Piyush Agrawal and Neal Patwari, “Correlated Link Shadow
Fading in Multi-Hop Wireless Networks,” IEEE Transactions on Wireless Communications, vol. 8,
no. 8, 2009, and is reprinted with permission. c© 2009 IEEE.
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[92, 1]. As a result, there is a significant disconnect between simulation and analysis,

and real world deployment. There is a significant interest in improving statistical

models beyond the current state-of-the-art, in order to decrease the difference between

simulation and analysis results and experimental deployment results.

Path losses between pairs of nodes are critical in any simulation or analysis of

a multi-hop network. Path losses determine the connectivity and performance of

multi-hop wireless networks. Path loss between an interferer and receiver determines

the received interference power, which determines whether communication can exist

during transmission of interference. In power control schemes, path losses between

pairs of nodes determine the energy consumption required for communication between

the nodes. In received signal strength (RSS) based localization, path losses determine

the errors in range and position estimates of nodes.

This paper presents a non-site-specific statistical joint path loss model between a

set of static nodes. Current statistical channel models used for multi-hop networks

consider link path losses to be independent. This is a simplifying assumption, since

shadow fading is determined by environmental obstructions, and geographically prox-

imate links pass through similar obstructions. We hypothesize that links which pass

through nearby parts of the environment have correlated shadowing losses. In this

paper, we conduct extensive measurements to verify this hypothesis.

Non-site-specific path loss models are critical for multi-hop network analysis and

simulation. Site-specific models use building floor plans or maps of the particular

deployment area to predict path losses in the network, and have been critical for

deployment planning for cellular systems and large WLAN deployments [93, 94]. How-

ever, site-specific models are not valuable for determining the statistical performance

of a wireless network across the ensemble of possible deployments. Non-site-specific

path loss models, often referred to simply as statistical path loss models, help system

designers understand how network performance improves or degrades based on design

decisions, in general environments.
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3.2.1 Single-Link Path Loss Model

Radio propagation measurement and modeling for a single radio link has been

reported extensively over the past century [17, 18, 19, 20]. In general, when there

is no site-specific knowledge of the environment, the ensemble mean received power,

P̄ (d) (dBm), at a distance d from the transmitter, is [18, 19],

P̄ (d) = PT −Π0 − 10np log10
d

∆0
, (3.1)

where PT is the transmitted power in dBm, np is the path loss exponent, and Π0 is

the loss experienced at a short reference distance ∆0 from the transmitter antenna.

This model incorporates the free space path loss model when np = 2, and extends to

practical (obstructed) multipath environments when np > 2.

On a particular link, received power will vary from the ensemble mean because of

fading. The measured received power for the link between transmitter i and receiver

j can be written as,

Pi,j = P̄ (di,j)− Zi,j, (3.2)

where, di,j is the distance between nodes i and j, and Zi,j is the fading loss. In

general, shadow fading, narrowband or frequency-selective fading, and antenna and

device losses all contribute to Zi,j. Much research in antennas and propagation, and in

RFIC design, have developed models for losses due to narrowband fading, antenna and

device losses. Two antennas spaced closer than a wavelength do experience correlated

small-scale fading, and a large body of research has explored those correlations [95].

This paper models the correlations among shadow fading on the various links in

a network. Shadow fading, also called medium-scale fading [18], describes the loss

experienced as the signal passes through or diffracts around major obstructions in

its path from the transmitter to the receiver. These obstructions include walls and

furniture indoors, and buildings, terrain, and trees outdoors.

We hypothesize that shadowing losses on different links are correlated when those

links are geographically proximate. Since shadowing is central to the analysis in this

paper, we separate total fading loss Zi,j into two components,

Zi,j = Xi,j + Yi,j, (3.3)
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where Xi,j represents the shadow fading loss, and Yi,j represents all other (non-

shadowing) losses.

3.2.2 Application in Multi-Hop Networking Research

In the multi-hop networking simulation and analysis literature, two path loss

models are used:

1. The circular coverage model: Zi,j = 0 for all links, and thus the coverage area

is a perfect circle, as shown in Figure 3.1(a).

2. The i.i.d. log-normal shadowing model: For all links (i, j), random variables Zi,j

(in dB) are independent and identically distributed Gaussian with zero mean

and variance σ2
Z , as shown in Figure 3.1(c).

We argue that the two models are at opposite extremes, and both problematic.

Note that ‘realistic coverage’ is commonly depicted pictorially as a coverage area with

random range as a function of angle [21, 22], as in Figure 3.1(b), and neither fading

model produces such a random shape. It is easy to recognize that the deterministic,

circular coverage areas are unrealistic for wireless communications links. However,

circular coverage has been a common assumption in ad hoc and sensor network

research and has been used to generate foundational research results. It has been
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Figure 3.1. Graphical depiction of (a) circular coverage model, and (c) coverage
in the i.i.d. log-normal shadowing model, compared to the common depiction of (b)
in which coverage area is a random shape. In (a) and (b), nodes are connected if
and only if they are within the gray area, while in (c), nodes are connected with
probability proportional to the shade (darker is more probable).
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shown that the majority of papers which require radio propagation models in their

simulation use the circular coverage model [23].

In comparison, the i.i.d. shadowing model eliminates the concept of coverage area.

Since the model has no spatial memory, even two nearly overlapping links would be

represented as statistically independent. For example node 2 in Figure 3.1(c) may be

connected while node 1 is not.

Recent research, including Hekmat and Van Mieghem [22] and Bettstetter and

Hartmann [21], has studied connectivity in ad hoc networks using the i.i.d. log-normal

shadowing model. Their analyses indicate that for a constant level of connectivity,

node deployment density can be reduced when the variance of the shadowing is

increased. This increase in connectivity is largely a result of the model’s indepen-

dence assumption. Since losses in links in the same direction from a transmitter are

independent, if one link is disconnected because of high loss, another node in the

same direction is likely to be connected.

In reality, if an obstacle in one direction from a transmitter strongly attenuates

its signal, any receiver behind the obstacle is likely to experience high fading loss.

For example, if the environment in Figure 3.2 causes severe shadowing, it is likely to

cause additional path loss on both links a and b. In contrast, the i.i.d. log-normal

shadowing model assumes that the shadowing across links a and b will be independent

and thus exaggerate the connectivity. We quantify this argument in Section 3.7.

link b

link a

1 2 3 4

environment

Figure 3.2. Example of factor in shadowing loss correlation. Because link a and link
b cross the same environment, their shadowing losses tend to be correlated.
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3.2.3 Correlation Limits Link Diversity

Diversity methods are common means to achieve reliability in unreliable channels.

Multi-hop networking serves as a network-layer diversity scheme by allowing two

nodes to be connected by any one of several multi-hop paths. All diversity schemes

are limited by channel correlations. Correlations have been studied and shown to limit

diversity gains in time, space, frequency and multipath diversity schemes [95, 18, 19].

Yet little research has addressed fading correlations among links in sensor, mesh,

and ad hoc networks. This paper presents an investigation into quantifying the

correlation in the shadow fading experienced on the different links of a multi-hop

network, as well as a statistical joint path loss model which represents correlations in

link shadowing. This investigation is based on extensive experimental measurements,

using full link measurements of an ensemble of deployed networks to estimate and

test for statistical correlations. Further, we quantify the effect that such correlation

has on source-to-destination path statistics. We show for a simple three node network

that the probability of path failure can be double or more what would be predicted

by the i.i.d. log-normal shadowing model.

3.3 Related Research

Shadow fading correlations have been measured and shown to be significant in

other wireless networks. For example:

1. In digital broadcasting, links between multiple broadcast antennas to a single

receiver have correlated shadowing which affects the coverage area and interfer-

ence characteristics [46].

2. In indoor WLANs correlated shadowing is significant (with correlation coeffi-

cients as high as 0.95), and strongly impacts system performance [47].

3. In cellular radio, correlation on links between a mobile station (MS) and multiple

base stations (BSs) significantly affects mobile hand-off probabilities and co-

channel interference ratios [48, 49, 50].
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In cellular radio, the model of Gudmundson [62] is used to predict shadowing

correlation for the link between a mobile station MS to a BS over time as the MS

moves. In Section 3.4, we address the inability of this model to be directly applied to

model the correlations among links in multi-hop networks. Wang, Tameh, and Nix

[63] extended Gudmundson’s model to the case of simultaneous mobility of both ends

of the link, for use in MANETs, and relate a sun-of-sinusoids method to generate

realizations of the shadowing process in simulation. Both works use “correlated

shadowing” to refer to the correlation of path loss in a single link over time, while

the present work studies the correlation of many disparate links at a single time.

In [61], RSS measurements in a single network were used to quantify fading

correlations between two links with a common node. Those results could not be

complete because a single measured network does not provide information about

an ensemble of network deployments. The present study uses the data from two

campaigns each consisting of multiple measured networks to examine many pairs of

links with the identical geometry, both with and without a common node.

Finally, we note that the performance of other RSS-based applications in wireless

networks depends on accurate joint path loss models. Cooperative localization in

sensor and ad hoc networks uses signal strength to estimate node coordinates. The

error performance of such estimators is dependent on the statistical model for path

losses in the network. All previous analytical studies of location estimation bounds

assume independence of links [71, 73, 74, 72, 6], but new work shows that bounds

change when correlated shadowing is taken into account [15]. Further, because

multiple links will measure the shadowing caused by an attenuating object, the

location of an attenuating object can be estimated. We have shown that tomographic

imaging can be used to estimate and track the location of a moving RF attenuator

such as a person [15]. Accurate RF tomographic imaging requires a non-site-specific

statistical model which relates the attenuation field to the shadowing losses measured

on links. This paper presents such a model, and more critically, provides experimental

measurements which justify such a model.
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3.4 Motivation

The present effort to model the shadowing correlation is motivated by the fact that

no existing correlated link shadowing model is valid for arbitrary pairs of links in ad

hoc networks. Yet shadowing correlation plays a very important role in determing the

realistic performance of a network. To date, there have been two relevant statistical

models for shadowing correlations:

1. The model of Gudmundson (1991), which predicts temporal shadowing corre-

lations for the MS-BS path loss as the MS moves in a cellular network [62].

2. The model of Wang, Tameh and Nix (2006), an extension of Gudmundson’s

model, which predicts temporal shadowing correlations on a single link when

there is mobility on both ends of the link [63].

In this section, we show that neither model can be applied to model shadowing

correlation between arbitrary pairs of links in multi-hop networks.

Gudmundson’s model has been widely applied to predict shadowing correlations

in cellular networks where a mobile receiver (with a low antenna) communicates with

a base station (with a high antenna). The model predicts the correlation in shadowing

as the mobile receiver changes position with respect to the base station as shown in

Fig. 3.3. For a mobile receiver going from position xi to xj , the shadowing correlation

RX(xi,xj) is given as,

RX(xi,xj) = σ2
Xe

−dij/d where dij = ‖xi − xj‖, (3.4)

and d is a distance constant, and σ2
X is the variance of shadow fading.

By design, the Gudmundson model does not apply to pairs of links that do not

have a common end point. For example, consider a four node ad hoc network as

shown in Fig. 3.4. The shadow fading on links c and f have no specified covariance

in the model. In typical multi-hop networks with large numbers of nodes, such link

pairs occur very commonly – most pairs of links do not share a common node.
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Figure 3.3. Example of the motion of mobile receiver and base station position in
Gudmundson’s model

3.4.1 Adaptation to Mobile-to-Mobile Link

Wang, Tameh, and Nix adapted the Gudmundson model to a more generalized

setting of one link with two mobile nodes [63]. Let dt and dr be the distance moved

the two mobile nodes between two time instants. According to [63], the correlation

between the shadow fading between the two times is modified from (3.4) to be,

RX(dt, dr) = σ2
Xe

− dt+dr
D .

However, the model is based on the assumption that the distances between the

two nodes is large compared with dt and dr. The model cannot be directly applied

to model the covariance of two arbitrary links. We might consider applying [63] to

Figure 3.4. A simple four-node ad hoc network its six pairwise links.
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two links if those two links share very nearby end points. For example, in Fig. 3.4, if

d23 << d12 and d14 << d12, one might use [63] to model the correlation between the

shadowing on links a and d.

In general, very few link pairs in ad hoc networks would meet the above criteria.

For example, if d23, d24, d13, d14 are of the same order of magnitude as d12 and d34,

then there is an ambiguity for which two distances should be used in the model of

[63]. There seems to be no universally appropriate way to choose the two distances

from the four available.

3.4.2 Adaptation to Multiple Links

In this section, we introduce what would be the direct application of the Gud-

mundson (1991) model to an arbitrary set of links in a multi-hop network and show

that it does not provide a valid statistical joint path loss model. First, we define

a direct, näıve application of (3.4) to a general multi-link network. For two links

a = (i, j) and b = (k, l), the covariance between the shadowing on links a and b would

be given by,

C(a, b) =

{

0, if i "= k, i "= l, j "= k, and j "= l
σ2
Xe

−dik/D, if j = l
(3.5)

where dik is the distance between the non-common end points of the two links a and

b.

Next, we prove by contradiction that such a model does not guarantee a positive

semidefinite covariance matrix and thus is not a valid statistical model. Consider

the four nodes and the six links between them depicted in Fig. 3.4. For simplicity,

consider a subset of the links, the three links a, d, and e. The covariance matrix for

the shadow fading experienced on these three links is given by (3.5) as,

C = σ2
X





1 0 e−d24/D

0 1 e−d13/D

e−d24/D e−d13/D 1



 (3.6)

The determinant of this covariance matrix is,

Det(C) = σ2
X(1− e−2d13/D − e−2d24/D).
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When d13 and d24 are low, Det(C) < 0. A negative determinant shows that C is

not positive semidefinite and thus cannot be a valid covariance matrix. Thus the

Gudmundson covariance model cannot be directly applied to arbitrary sets of links

in a network.

3.4.3 Summary

In this section, we have explored application of the shadowing covariance models

proposed in [62] and [63] to arbitrary sets of links in wireless networks. We have shown

that neither can be applied directly to any general set of links. The Gudmundson

model does not consider link pairs that do not have a common endpoint. The

adaptation proposed in [63] when both the ends of a link are mobile cannot be applied

directly to ad hoc networks as there would be an ambiguity in which two distances to

use in the covariance function. We proved by counterexample that a näıve application

of the Gudmundson model to model joint path losses in a multi-link network does not

guarantee a valid covariance matrix. These arguments necessitate the development of

new statistical path loss model which jointly models multiple links in a mesh, sensor,

or ad hoc network.

3.5 Joint Path Loss Model

In this section, we propose a statistical joint path loss model for arbitrary sets

of links in a wireless network. As described in Section 3.4, existing path loss models

are not adequate to model correlations which exist in shadow fading between pairs of

links in a network. We provide such a model in this section by connecting path losses

in a network to a random shadowing environment of deployment. By connecting path

losses to an environment, we preserve the physical relationships which exist between

links in real-world deployments. By making the environment random, we preserve

the non-site-specific nature of the model and allow it to be used in general-purpose

simulation and analysis.

We start with the assumption that shadowing losses experienced on the links

in a network are a result of an underlying spatial loss field p(x). A spatial loss

field quantifies the shadowing loss experienced by a link which passes through it –
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shadowing on a link increases when its path crosses areas of high loss p(x). First, we

assume and justify a model for the spatial loss field. We then specify the functional

relationship between the random spatial loss field p(x) and path losses below in (3.9).

Finally, we show how this model results in agreement with existing path loss models

when considering a single link, and how it models correlated shadowing losses when

considering multiple network links.

3.5.1 Spatial Loss Field

A statistical model for the spatial loss field p(x) is required for the proposed joint

path loss model. We first introduce such a field model and then justify our choices. We

assume that the underlying spatial loss field p(x) is an isotropic wide-sense stationary

Gaussian random field with zero mean and exponentially-decaying spatial correlation.

The covariance between p(·) at arbitrary positions xi and xj is given by,

E [p(xi)p(xj)] = Rp(xi,xj) = Rp(‖xj − xi‖)

=
σ2
X

δ
exp

(

−‖xj − xi‖
δ

)

. (3.7)

where ‖xj − xi‖ is the Euclidean distance between xi and xj , δ is a space constant

and σX is the standard deviation of the shadow fading. One realization of the random

field p(x) is shown in Fig. 3.5.

link a

spatial field (x)p

link b

Figure 3.5. A link pair in an underlying spatial loss field p(x).
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The use of a zero-mean Gaussian random field is justified as follows.

1. A large-scale path loss equation such as (3.1) removes the mean shadowing loss

when parameters Π0 and np are estimated. Thus Zi,j is zero-mean.

2. Shadowing losses are often modeled as Gaussian when expressed in (dB). Our

assumption of a Gaussian field results in this desired model property, as dis-

cussed below.

Two other assumptions about the statistical properties of p(x) are justified below.

3.5.1.1 Isotropy

The assumption that the covariance between p(x1) and p(x2) is a function of ‖x2−

x1‖ is valid when the field p(x) is homogeneous and isotropic, which is suitable for

many applications [96, 97]. A particular environment realization may have directional

biases, but over an ensemble of environments, we would not expect anisotropy. We

note that isotropic field models are the building blocks for more sophisticated non-

isotropic and non-stationary fields which might be applied to future models for specific

anisotropic environments.

3.5.1.2 Exponential Decaying Covariance

Many mathematically valid spatial covariance functions for isotropic fields are

possible [98, 99]. We justify the use of the covariance function in (3.7) because

of its basis in a Poisson spatial random process. Poisson processes are commonly

used for modeling the distribution of randomly arranged points in space, and we

suppose that attenuating obstructions can be modeled in such a fashion as well.

Certainly, particular environments (e.g., buildings in city blocks) have order which

is not modeled in a Poisson point process, but a general statistical model should

be neither specific to a particular type of environment nor overly complicated for

analysis.

Analysis of Poisson point processes leads to an exponentially decaying covariance

function. Assume that the attenuating field p(x) is defined as the number of obstruc-

tions within a distance R/2 of point x. When the obstructions are modeled as a 2-D
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Poisson process, the covariance, C(r), between two points separated by a distance r

can be written as [99],

C(r) =

{

σ2
[

1− 2
π

[

S(r) + sin−1
(

r
R

)]]

r ≤ R
0 r ≥ R,

(3.8)

where S(r) = r
R

√

(

1− r2

R2

)

and σ2 is the variance of the attenuating field p(x),

when r = 0. The behavior of C(r) in (3.8) is approximately equal to a function

with exponential decay in r for low r [99]. We propose, for simplicity, to use an

exponentially-decaying covariance function of (3.7) to describe the spatial loss field.

3.5.2 Shadowing Losses

We propose to model the shadowing on links Xm,n, for all pairs of nodes (m,n),

as a function of the spatial loss field p(x). The correlation between shadowing losses

on many links derives from the fact that all links’ shadowing values are described as

a function of the one spatial loss field. Specifically, each link’s shadowing loss Xm,n

is a weighted integral of the spatial loss field,

Xm,n "
1

‖xn − xm‖1/2

∫

xn

xm

p(x)dx. (3.9)

In short, (3.9) estimates the shadowing on an arbitrary link as a weighted line integral

of the spatial loss field on which the link impinges. The units of Xm,n are (dB); it is

the shadowing loss caused by the link impinging on the spatial loss field p(x).

A line integral along the path of the spatial loss field is an intuitive approximation

for a path’s loss, and has been used in many previous site-specific path loss models. In

[100], the shadowing on an indoor-outdoor link at 5.85 GHz is modeled in a “partition-

based model” as a sum of the losses caused by objects through which the straight

line between the two nodes crosses. Site maps and floor plans are used to calculate

the number of each kind of object for each link. The partition-based model reduces

the standard deviation of model error to 2.6 dB, compared to a standard deviation

of 8.0 dB using a purely distance-based path loss model. In [101], shadowing losses

are also represented as a line integral for the purpose of extrapolating signal strength

measurements beyond the points at which they have been measured. The model uses



33

a land use and terrain map to derive a piece-wise constant loss field (with units of dB

attenuation per unit distance). The total path loss on a link is equal to the large scale

path loss of (3.1) plus a line integral of the loss field. The difference in our proposed

model is that the loss field is not a piece-wise constant function, and is statistical,

rather than determined by a map.

The normalization in (3.9) is both necessary to explain physical behavior of links

and intuitively acceptable. Consider an example of two different links: a short link

of 5 m; and a long link of 500 m. When an attenuating object (e.g., vehicle) drives

into the line of the short link, it attenuates the signal. In relative terms, when the

same vehicle drives into the line of the long link, it typically attenuates the signal less

strongly. This is because the relative loss of diffracting or scattering over or around

the vehicle is less, typically, for the long link. This is why the loss in a link cannot

simply be a sum of all attenuation caused in the line-of-sight path – it must be a

weighted integral that downweights loss for longer links. The reason the weight must

be proportional to d−1/2 is that this function of d makes the variance of shadowing

constant vs. d, which is required for the model to have Property I, as described and

proven below.

In summary, relevant site-specific models suggest that a line integral is an appro-

priate model for shadowing caused by major obstructions on a link. Weighting is

suggested to agree with the intuition that individual attenuating objects are not as

important for links with longer path lengths. Next, we prove that (3.9) agrees with

known properties of shadowing loss on a single link, and then show that it leads to

positive covariances between shadowing losses on multiple links.

3.5.2.1 Single-Link Properties

The proposed model agrees with two important empirically-observed link shad-

owing properties:

Prop-I The variance of dB shadowing on a link is approximately constant with

the path length [18],[19],[80].

Prop-II Shadow fading losses (in dB) are Gaussian.
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The model in (3.9) can be seen to have Prop-II, since Xm,n is a scaled integral of a

Gaussian field. The proposed model has Prop-I when ‖xj − xi‖ >> δ. We show this

by considering Var [Xa] for link a = (i, j),

Var [Xa] =
1

‖xj − xi‖

∫

xj

α=xi

∫

xj

β=xi

Rp(‖β −α‖)dαTdβ. (3.10)

Using (3.7) as the model for spatial covariance, (3.10) is given by

Var [Xa] = σ2
X

[

1 +
δ

‖xj − xi‖
e−‖xj−xi‖/δ − δ

‖xj − xi‖

]

, (3.11)

and when ‖xj − xi‖ >> δ,

Var [Xa] ≈ σ2
X . (3.12)

3.5.2.2 Joint Link Properties

Consider two links a = (i, j) and b = (k, l), as shown in Fig. 3.5, with shadowing

Xa and Xb, respectively. The covariance of Xa and Xb is,

Cov (Xa, Xb) =
σ2
X

δd1/2i,j d
1/2
k,l

∫

Ci,j

∫

Ck,l

e−
‖β−α‖

δ dαTdβ. (3.13)

where di,j = ‖xi − xj‖ and, Cm,n is the line between points xm and xn.

The solution to (3.13) is tedious to derive analytically. We use numerical inte-

gration to compute the value of ρXa,Xb
. Matlab calculation code for this purpose is

available on the authors’ website [102].

3.5.3 Total Fading Model

Since shadowing loss Xi,j is only one part of the total fading loss Zi,j = Xi,j +Yi,j,

we must also consider the model for non-shadowing losses Yi,j. We note that shadow

fading and non-shadow fading are caused by different physical phenomena, and thus

Xi,j and Yi,j can be considered as independent. The variance of total fading, Var [Zi,j],

is thus,

σ2
dB " Var [Zi,j] = Var [Xi,j + Yi,j] = Var [Xi,j] + Var [Yi,j] . (3.14)

Non-shadow fading is predominantly composed of narrowband or small-scale fading,

which can be well-approximated to have zero correlation over distances greater than a
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few wavelengths. Since multi-hop networks typically have sensors spaced more than

a few wavelengths apart, {Yi,j}(i,j) are considered independent across link pairs in

this paper. If multi-hop networks are designed with antennas spaced closer than a

few wavelengths, this independence assumption could easily be replaced with a valid

correlated small-scale fading model.

3.5.4 Analysis Using Proposed Model

In this section, we show how the model may be applied in simulation or analysis.

In short, the vector of all link path losses {Zi,j}ij in a deployed network can be

modeled as a joint Gaussian random variables with zero mean and a given covariance

matrix. Specifically, define z = [Zi1,j1, . . . , ZiN ,jN ], where (i1, j1), . . . , (iN , jN) is a list

of unique links in the deployed network and N is the total number of links in the

deployed network. According to the model, the covariance matrix of z is given by,

CZ(θ) = CX(θ) + INσ
2
Y , (3.15)

where IN is the N ×N identity matrix, σ2
Y is the variance of non-shadow fading, i.e.,

σ2
Y = σ2

dB − σ2
X , and

CX(θ) = [[Cov (Xik,jk , Xil,jl)]]k,l , (3.16)

where Cov (Xik,jk , Xil,jl) is defined for arbitrary links in (3.13) as a function of the

parameters δ and σ2
X . Note that the total fading values {Zi,j} are zero mean. Since

we have assumed {Zi,j} to be multivariate Gaussian, the mean and covariance matrix

completely determine the distribution as a function of θ.

In simulation, Gaussian random vectors with an arbitrary covariance matrix are

generated by first generating i.i.d. Gaussian vectors and multiplying them by the

square root of the covariance matrix. In analysis, Gaussian models are often conve-

nient compared to more complicated distributional models. Analysis in [15] used the

given joint path loss model to find an analytical lower bound for sensor localization

variance. In this paper, we present a mix of analysis and simulation results in Section

3.7.
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3.6 Experimental Validation

A statistical joint path loss model must be validated by measurements of the

joint path loss across many deployed networks. In this section, we present two

measurement campaigns, in a controlled indoor environment and in an uncontrolled

outdoor environment, at 900 and 2400 MHz. We present the methods which we apply

to the measurements to validate the proposed model, quantify link correlations, and

estimate model parameters. The first part of this section describes the measurement

campaigns, including descriptions of the environment, equipment, and measurement

protocol. In the second part of this section, we present the statistical analysis of

measurement data, including the estimation of the model parameters, the space

constant δ and the variance of shadowing σ2
X .

3.6.1 Measurement Campaign Overview

For validation of the proposed joint path loss model, we have carried out two mea-

surement campaigns. Each measured several realizations of wireless sensor networks,

each network with several nodes and many measured links. In each network, the

received signal strengths of all pair-wise links are measured and the results saved. In

addition, in each deployment, the actual positions of all nodes are carefully determined

and recorded. We believe that the time complexity of carrying out such measurements

has in the past been a barrier to the study of link shadowing correlations in multi-hop

wireless networks.

The two measurement campaigns presented in this section are carried out in

different manners in order to achieve particular purposes. These purposes are:

1. Controlled Measurement Campaign: Study many realizations of networks with

an identical node geometry in a controlled, repeatable experimental setup.

Many identical-geometry measurements allow us to experimentally characterize

correlation for particular geometries of pairs of links.

2. Field Deployment Measurement Campaign: Demonstrate shadowing correla-

tions between links in natural, uncontrolled environments.
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Campaign (1.) measured 15 network realizations, each with 16 nodes; campaign

(2.) measured six network realizations, each with 16-19 nodes. In total, signal

strength measurements on over 2700 different links were made and recorded. Cam-

paigns (1.) and (2.) operated in the 902-928 MHz, and 2400-2483 MHz, U.S. ISM

bands, respectively. For each link, measurements were repeated at 16 different center

frequencies within the band of operation and repeated over time in order to average

out narrow-band fading effects and changes due to motion in the environments. The

large set of data allows us to validate the claim that shadowing losses are correlated

between links, and to determine the parameters of the proposed joint path loss model.

3.6.2 Controlled Measurement Campaign

The first measurement campaign is designed to provide a random environment

but yet provide a repeatable experimental procedure. In this campaign, we leave

16 nodes deployed in a grid geometry in a classroom and then, before each new

measurement experiment, randomly vary the positions of obstructions within the

room. Fifteen different random obstruction arrangements are created, corresponding

to 15 realizations of a random environment.

This controlled experimental setup allows us to test many wireless networks with

the identical node geometry, without the difficulty of finding that many different

places which would allow nodes to be positioned in exactly the same geometry.

Further, the experiment could readily be repeated by other researchers who want

to measure link shadowing correlations, without access to the identical building used

in this campaign.

The controlled measurement campaign begins by deploying nodes in an empty

classroom in the Merrill Engineering Building at the University of Utah, in a 4x4

square grid of node locations with 4 ft (1.22 m) spacing between neighboring nodes.

Nodes are placed on the floor at each grid point. Within this deployment area, we

generate a random environment by randomly placing 10 cardboard boxes wrapped

with aluminum foil. Foil-wrapped cardboard boxes represent metal obstacles which

might be present in office environments. A Matlab script generates the random



38

location of these boxes within the area of deployment.

This first experiment uses Crossbow Mica2 wireless sensor devices [103], which

operate in the 900-928 MHz band. Sensors are programmed with a TinyOS 1.x/NesC

program to collect a large number of pairwise received signal strength (RSS) mea-

surements. Sensors use a TDMA-based MAC protocol in which each wireless sensor

broadcasts during an assigned slot to avoid interference with other sensors. Each

broadcast contains the RSS values the sensor has measured during the most recent

measurement period. One node overhears all broadcasts and logs the pairwise mea-

surements over time. Nodes serially change frequency to 14 different center frequencies

in the frequency band (902-928 MHz). The nodes are synchronized and programmed

to frequency hop and measure RSS at each frequency. NesC code can be downloaded

from the authors’ website [102].

In summary, in this measurement campaign, we randomly change the environment

while keeping a constant grid geometry of the network nodes. We will show that the

large number of networks with an identical geometry allows the study of particular

geometries of pairs of links to show particular cases of how geometries affect link

shadowing correlation.

3.6.3 Field Deployment Measurement Campaign

The field deployment measurement campaign is carried out in two natural areas

near Salt Lake City, Utah. These areas are Red Butte Canyon, an arid canyon area

in the foothills of the Wasatch Mountain range (about 5,200 ft elevation), and Albion

Basin, a high mountain valley at the top of Little Cottonwood Canyon, at an elevation

of 10,000 ft. Measurements were conducted in summer, and at the low elevation, the

vegetation consists of dry grasses, sage brush, and scrub oak. At the high elevations,

the vegetation consists of many trees, including maples, pines, and willows, with a

dense ground cover of flowering plants and shrubs. In both environments, terrain

varies rapidly, with variation in ground height from 5-20 ft within a deployment area.

We measure two network deployments in Red Butte Canyon and four deployments in

Albion Basin.
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In this campaign, measurements are carried out using a network of 19 Crossbow

TelosB wireless sensor devices. These are 802.15.4-compliant radios which operate 2.4-

2.48 GHz ISM band. Wireless sensors are kept at a height of 1 m using stands. After

deployment, the coordinate of each sensor is carefully determined using a measuring

tape and a compass. Such positioning measurements are overdetermined so that we

can verify that sensor positions are determined accurately. The network geometry is

random, depending on where it is possible to position the sensors within the varying

terrain and vegetation. The sizes of network deployments range from 400 m2 to 1800

m2. A map of one such network deployment is shown in Fig. 3.6.

In this campaign, deployments are significantly larger in area than in the indoor

campaign. Due to the range and the varying terrain and vegetation, we do not

have fully connected networks. In particular, one eavesdropping node cannot reliably

overhear all packet traffic from all nodes in the network. In these deployments, we

use a protocol which forwards all measured data (over possibly multiple hops) to a

root node for data collection purposes.

We accomplish data collection using a protocol which builds upon the TinyOS

2.0 “Collection Tree” protocol. Collection Tree creates a tree from the root node

to each sensor based on a link quality indicator (LQI) metric [104]. First, deployed

TelosB nodes perform a number of RSS measurements at a single frequency, and then

average them. Next, all average RSS values are routed to the root node via Collection

Tree and recorded on a laptop. Similar to the first campaign, nodes change center

frequencies within the band of operation, and synchronize such that all nodes are

transmitting and receiving on the same center frequency at the same time.

When one network deployment is finished measuring across all center frequencies

and we have verified that full data have been recorded, we pick up the network, move

up or down the canyon, redeploy in a new area, and redetermine sensor positions. The

geometry of each network is unique because the area in which it is placed introduces

unique limitations on where nodes can be positioned.

In summary, the field deployment measurement campaign allows the deployment

of relatively large networks in random natural environments, each with a different
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(a)

(b)

Figure 3.6. Figure (a) shows one realization of the network deployment at Albion
Basin. The map constructed by such deployment of wireless sensors is shown in (b).
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network geometry, and each in a naturally determined positioning of obstructions.

3.6.4 Statistical Analysis

With the large quantity of measured data, we hope to accomplish two main goals:

1. Estimate the parameters of the model in the two measurement campaigns, and

2. Verify that the shadowing on pairs of link are correlated and that the proposed

model agrees with the measured correlations.

This subsection presents the analysis to accomplish both goals. Model parameter

estimation includes:

1. Large-scale path loss parameters: np and PT −Π0 of (3.2), and

2. Correlated shadowing parameters, δ and σ2
X of (3.7).

Large-scale analysis determines the average path loss vs. distance; shadowing and

other types of fading are what remain after large-scale path loss is removed. Thus

large-scale path loss parameters are estimated first.

3.6.4.1 Estimation of Large-Scale Path Loss
Parameters

For each realization of network, m ∈ {1, . . . ,M}, where M is the total number of

network realizations in each measurement campaign, the frequency-averaged RSS (in

dB) between two nodes i and j, P (m)
i,j , is represented by a distance-dependent path

loss model (3.2), (3.3)

P (m)
i,j = PTj

− Π0 − 10np log
di,j
∆0

−X(m)
i,j − Y (m)

i,j , (3.17)

where X(m)
i,j is the shadow fading, Y (m)

i,j is the non-shadow fading, for the mth realiza-

tion of link (i, j), which has length di,j. Because Yi,j is an average of measurements

across many different frequencies, we argue that it may be approximated as Gaussian

(in dB), regardless of the underlying frequency-selective fading mechanism (e.g.,

Rayleigh or Ricean). Shadow fading is typically modeled as Gaussian (in dB) [80], so

we expect the total fading Z(m)
i,j = X(m)

i,j + Y (m)
i,j (in dB) to be Gaussian.
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The model of (3.17) is a linear model for received power as a function of the log of

the path length. Thus we use linear regression to estimate the “point” and “slope” of

the linear model, which are (PT −Π0) and np. In our analysis, we use ∆0 = 1 m. All

nodes are set to the same transmit power and we monitor for equal battery voltages,

so we expect transmit power PT to be approximately constant across nodes.

3.6.4.2 Estimation of Correlated Shadowing
Parameters

Once the large scale path loss model parameters np and (PT −Π0) are determined,

the next step is to estimate the parameters of correlated shadowing model introduced

in Section 3.5. We define the parameter vector to be estimated as θ, where θ =
[

δ,
σ2
X

σ2
dB

]T

.

From the residues of the large-scale path loss linear regression, the total fading loss

Z(m)
i,j for each link (i, j) and the overall variance of Z(m)

i,j , i.e., σ2
dB, are determined.

Then, we define z(m) =
[

Z(m)
i1,j1, . . . , Z

(m)
iN ,jN

]

, where (i1, j1), . . . , (iN , jN) is a list of

unique measured links in the network and N is the total number of links in the

deployed network. According to the model, z(m) is zero-mean with covariance matrix

given by (3.15).

We use maximum likelihood estimation for estimating parameter θ. In other

words, we find θMLE which maximizes the conditional likelihood function given by

(3.18),

f(z|θ) =
∏

m

f(z(m)|θ)

=
∏

m

1

(2π)N/2|CZ(θ)|1/2
exp

[

−1

2
z(m)TC−1

Z (θ)z(m)

]

,
(3.18)

where | · | denotes the determinant of the matrix and ·T denotes the transpose.

Equivalently, θMLE can be found by finding the maximum of the log likelihood

function l(z|θ) = log f(z|θ),

l(z|θ) =
∑

m

[

−k − 1

2
|CZ(θ)|−

1

2
z(m)TC−1

Z (θ)z(m)

]

. (3.19)

where k = N
2 log(2π) is a constant.
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For lack of an analytical solution to the maximization of (3.19), we use a brute force

approach. The log likelihood l(z|θ) is computed for a wide range of θ, specifically,

δ ∈ [0.1, 0.9] in increments of 0.01, and σ2
X/σ

2
dB ∈ [0.1, . . . , 0.9] in increments of

0.01. The value of θMLE for the controlled measurement campaign is found to be

θMLE = [0.30, 0.41]T , and for the field deployment measurement campaign, θMLE =

[0.57, 0.55]T .

3.6.4.3 Discussion

The two measurement campaigns are summarized in Table 3.1. The first pa-

rameter δ of the proposed model is the distance constant in the correlated random

spatial loss field p(x). It describes the separation at which the correlation between

two points in that spatial loss field have correlation coefficient of e−1. Loosely, we can

describe it as a measure of the ‘size’ of attenuating obstructions in the environment.

Comparing the controlled and field deployment measurement campaigns, the average

sizes of obstructions in the indoor controlled campaign (boxes) are smaller than in

the field deployment campaign (terrain and vegetation). Thus, we would expect the

parameter δ to be greater in field deployment campaign compared to the controlled

campaign, and in fact, the δ parameter in the field deployment campaign is almost

double.

The second parameter σ2
X/σ

2
dB represents the relative contribution of shadowing,

Xi,j, to total fading, Zi,j. It is a function of the type of environment. Indoor envi-

ronments have a higher angular spread of arriving multipath, due to more significant

Table 3.1. Summary of two measurement campaigns

Measurement Campaign Controlled Field Deployment
Environment Indoor classroom Outdoor canyon

# Network Realizations 15 6
# Nodes 16 16-19

Freq. Band 900-928 MHz 2.4-2.48 GHz
Est. δ 0.30 0.57

Est. σ2
X/σ

2
dB 0.41 0.55
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reflections, compared to the outdoor environments, so narrowband fading will be more

significant. The analysis from the measurement campaigns concludes that for the

outdoor field deployment measurement campaign, the contribution of shadowing to

total fading is 55%, compared to 41% in the indoor controlled measurement campaign.

3.6.5 Verification

The repeated geometries in the controlled measurement campaign allow us to

look at specific geometries of links in more detail. First, we use the measurements

to verify that the shadowing on many realizations of specific link pair geometries do

in fact show statistically significant correlations. Second, we show that the proposed

correlated link shadowing model does suggest correlation coefficients similar to those

estimated from measurements.

We refer to a link pair geometry as any pair of links with the same coordinates of

endpoints within a translation and rotation. For example, consider link pair geometry

#1 in Table 3.2. Any two links which have a common endpoint, extend in the same

direction from that endpoint, and have one link of length one unit and the other link

of length two units, have link pair geometry #1. Many such link pair geometries are

shown in Table 3.2. Since we have 15 realizations of identical-geometry networks, and

many pairs of links within each network which have an identical link pair geometry,

we verify from a large set of realizations that shadowing values are correlated. Let

{Zai , Zbi} be a set of measured total fading pairs, where (a1, b1), . . . , (aP , bP ) are the

pairs of measured links which have a particular link pair geometry. Then we compute

the experimental correlation coefficient ρ̂ between {Zai} and {Zbi}.
Using a statistical test for correlation [105, pp. 427-431], we test between the two

hypotheses:

H0 : Za and Zb have ρ = 0,

H1 : Za and Zb have ρ "= 0.

In hypothesis testing, H0 is the null hypothesis. We assume H0 is true, unless

experimental evidence shows beyond a reasonable doubt that H0 is not true. If

ρ = 0, this does not mean that every link pair geometry would measure ρ̂ = 0.
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Table 3.2. Link geometry and correlation coefficients (observed, proposed model)

Geometry Correlation ρ Geometry Correlation ρ
Meas- Prop. Meas- Prop.
ured Model ured Model

1 0.33*** 0.31 14 -0.04 0.09

2 0.21*** 0.25 15 0.12*** 0.18

3 0.23*** 0.35 16 0.08* 0.12

4 0.05 0.06 17 0.12*** 0.18

5 0.17*** 0.29 18 0.03 0.17

6 -0.05 0.01 19 0.21*** 0.22

7 -0.01 0.00 20 -0.02 0.13

8 -0.10** 0.01 21 0.23*** 0.26

9 -0.03 0.09 22 0.00 0.08

10 0.04* 0.15 23 0.08** 0.22

11 0.14*** 0.15 24 0.12 0.23

12 0.17*** 0.15 25 0.08 0.00

13 0.05 0.11 26 0.03 0.04

p-value, i.e., P [getting measured ρ|H0]
*** p < 0.005 ** p < 0.01 * p < 0.05

The measurements are random, and in fact, the event {ρ̂ = 0} has probability zero.

Instead, the hypothesis test says that when the measured |ρ̂| exceeds a particular

threshold (which is a function of the number of measurements and desired probability

of false alarm), it means that H0 is very unlikely to have been true. The threshold

is determined by the desired probability of false alarm, p, so that only in rare cases

would the test decide H1 if H0 was actually true. We report in Table 3.2 the cases for

which the test decides H1 given three different false alarm rates p of 0.05, 0.01, and

0.005. In Table 3.2 tests which are statistically significant at these three false alarm

rates are denoted with a *, **, and ***, respectively. There are 10 link geometries

shown which have a p-value of less than 0.005; it is extremely unlikely that fading

on these pairs of links is uncorrelated. We note that link pair geometries which
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have greater “overlap” or “proximity” have higher correlation in shadow fading. This

is intuitive because a greater overlap means a larger similarity in the environment

through which the two links pass.

The proposed model is shown to have positive shadowing correlations between

link pairs which do show significant shadow fading correlations. Table 3.2 lists the

correlation coefficient computed from the correlated shadowing model (using the

parameters δ = 0.30 and σ2
X/σ

2
dB = 0.41 estimated from the controlled measurement

campaign). The model-based correlation value ρ is not equal to the experimental

correlation estimate ρ̂, but is often very close, and generally is high when the measured

ρ̂ is high. Measurements and model particularly agree well when the number of

measurements for the particular link pair geometry is high; link pair geometry #1 is

repeated many (32) times in each measured network, many more times than link pair

geometry #5 (which is repeated 8 times in each measured network).

Further, we expect that (1.) since each measurement is random, the ρ̂ computed

from measurements is also random, and (2.) that our proposed model does not explain

all facets of the environment which cause correlated shadowing. In particular, we note

that a link pair geometry #8 records a statistically significant negative correlation

coefficient, but that our proposed model only predicts non-negative shadowing corre-

lations. Studying mechanisms which cause negative link shadowing correlations is a

topic of future research.

In summary, the results from the controlled measurement experiment provide

a large set of measurements from pairs of links with identical relative geometries.

These data show that particular geometries of proximate link pairs show statistically

significant correlation, in other words, it is highly unlikely that link pairs of these

geometries have uncorrelated shadow fading. We can quantify these correlations and

the proposed method provides a statistical model to explain these correlations.

3.7 Application of Joint Model

Correlated shadowing is important because it has a major impact in mesh, ad hoc,

and sensor networks. It is something experienced in deployed multi-hop networks
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which is not, in state-of-the-art statistical channel models, represented in simulation

or analysis of such networks. As discussed in Section 3.2.2, existing statistical and

deterministic path loss models have been applied in networking research. We show

in this section that the impact of correlated shadowing on end-to-end performance

statistics in deployed multi-hop networks is significant. In this section, we give

two examples of the differences between performance results when comparing the

output of an i.i.d. shadowing model with the output of a correlated shadowing

model. In general, for arbitrary larger deployments, we expect the effects of correlated

shadowing to be even more significant, but we analyze two simple networks in this

section for clarity of explanation.

To simplify the analysis we assume,

1. Packets are received if and only if the received power is greater than a receiver

threshold γ, and

2. No packets are lost due to interference.

These assumptions do not limit the results in this section. In fact, performance in

interference is also affected by joint path losses between the interfering transmitter

and the two communicating nodes, and thus is also impacted by correlated shadowing.

We denote the normalized received power above the threshold for a link (m,n), as

βm,n,

βm,n =
Pm,n − γ

σdB
(3.20)

where γ is the threshold received power, Pm,n is received power given in (3.2) and σdB

is the standard deviation of total fading in the network. Link (m,n), by assumption,

is connected if and only if βm,n > 0. An important system parameter is the expected

value of βm,n,

β̄m,n " E [βm,n] =
P̄ (dm,n)− γ

σdB
(3.21)

where P̄ (dm,n) is given in (3.1). Intuitively, β̄m,n is the number of standard deviations,

σdB, of link margin we have in link (m,n). If we design the multi-hop network with

higher β̄m,n, we will have a higher robustness to the actual fading in the environment
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of deployment. For example, one could set the internode distance to ensure that

β̄m,n = 2, and then link (m,n) would only be disconnected if total fading loss was

two standard deviations more than its mean.

3.7.1 A Three-Node Multi-Hop Path

Consider the simple multi-hop path shown in Fig. 3.7(a), which represents a part

of a typical multi-hop network. In this example, ||xi − xj|| = ||xj − xk||. For node

i to transmit information to node k, the message packet can take two routes. One

is the direct link (i, k) and the other is a two hop path through a relay node j, i.e.,

through link (i, j) and then through link (j, k). If for our particular deployment, the

link (i, k) fails due to high shadowing, there is a chance that the message can still

arrive via links (i, j) and (j, k). This section shows that this ‘link diversity’ method

is not as robust as would be predicted assuming independent link shadowing.

We define two events relating to the connectedness of links,

A = {Link (i, k) is connected} = {βi,k > 0}

B = {Link (i, j) and link (j, k) are both connected}

= {βi,j > 0} ∩ {βj,k > 0}.

(3.22)

Then A ∪ B is the event that two nodes i and k can communicate, either directly

or through an intermediate node j. The probability that node i and k cannot

communicate is the probability of path failure,

1− P [A ∪ B] = 1− (P [A] + P [B]− P [A ∩ B]). (3.23)

From (3.21) and (3.1), the relationship between β̄i,j, β̄j,k and β̄i,k for the simple

three-node network is,

(a) i j k

(b)
i j k l

Figure 3.7. Example multi-hop networks of (a) three and (b) four nodes.
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β̄i,j = β̄j,k; and β̄i,k = β̄i,j − κ. (3.24)

where κ = 10np log10 2
σdB

. According to the definition (3.22), the probability of event A

is,

P [A] = P [{βi,k > 0}] = Q
(

−β̄i,k

)

= 1−Q
(

β̄i,j − κ
)

(3.25)

where Q (·) is the complementary CDF of a standard Normal random variable.

3.7.1.1 Case of i.i.d. Shadowing

Under the assumption that the shadowing across links in a network is i.i.d., the

probability of event B is

P [B] = P [{βi,j > 0} ∩ {βj,k > 0}] = (1−Q
(

β̄i,j

)

)2. (3.26)

From (3.26) and (3.23), the probability of path failure is

1− P [A ∪ B] = Q
(

β̄i,j − κ
)

Q
(

β̄i,j

)

[2−Q
(

β̄i,j

)

]. (3.27)

3.7.1.2 Case of Correlated Shadowing

From the correlation values reported in Table 3.2, we know that links (i, j) and

(j, k) of Fig. 3.7(a) are nearly uncorrelated. Thus, the probability for event B is

approximately the same as in i.i.d. case. The probability P [A ∩ B] for the case of

correlated shadowing is derived in the appendix. Combining the results from the

appendix, (3.23), (3.24) and (3.26), the probability of path failure when shadowing

on links is correlated is

1− P [A ∪ B] = Q
(

β̄i,j − κ
)

− (1−Q
(

β̄i,j

)

)2 + P [A ∩ B] , (3.28)

where

P [A ∩ B] =
∫

βi,k>0



Q





−µ1
√

1− ρ2Xi,j ,Xi,k









2

e−
(βi,k−β̄i,j+κ)2

2 dβi,k,

and, µ1 = β̄i,j + (βi,k − β̄i,j + κ)ρXi,j ,Xi,k
.
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3.7.2 A Four-Node Multi-Hop Network

Next, consider the four-node link shown in Fig. 3.7(b). For this linear deployment

we assume ||xi−xj || = ||xj−xk|| = ||xk−xl||. For node i to communicate with node

l, the message packet can be routed in four different ways, as shown in Fig. 3.7(b).

An analytical expression for the probability of path failure is tedious, so instead

we simulate the network shown in Fig. 3.7(b) in both the cases of correlated and i.i.d.

link shadowing. We take 105 samples of the normalized received powers under both

correlated shadowing and i.i.d shadowing models. We then determine from the result

the probability of path failure, i.e., that there exists no connected path from node i

to node l.

3.7.3 Discussion

We compare the probability of path failure between node i and node k for both

the cases of i.i.d. and correlated link shadowing in Fig. 3.8. The analysis shows that

when a multi-hop network is designed for β̄i,j = 2, ∀(i, j), then the probability of

path failure is 120% greater in correlated shadowing as compared to i.i.d. shadowing.

Increasing the reliability of the network by designing it for higher β̄i,j only increases

the disconnect between the two models. It is only when we design the network for

very unreliable links (e.g., β̄i,j = 0, for which link (i, j) is connected half of the time)

that the models have a similar result. Path connectivity is much more likely under

the i.i.d. model than under the realistic correlated link shadowing model.

The four-node example shows that as paths become longer, it becomes increasingly

important to consider correlated link shadowing. While the three-node network

had a 120% increase in probability of path failure, the four-node network showed

a 200% increase in the same probability. While Fig. 3.8 show the results up to

β̄i,j = 2.5, higher values correspond to higher reliability links, and reliable networks

will be designed with even higher link margins. When networks are designed for high

reliability, the effects of ignoring link shadowing correlations are dramatic.
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Figure 3.8. The percentage increase in P [link failure] for correlated, vs. i.i.d. shad-
owing, for three-node and four-node multi-hop network examples, as a function of
β̄i,j.

3.8 Conclusion

We presented the need for statistical path loss models for multi-hop (sensor, ad

hoc, and mesh) networks which model the correlation in shadow fading between

proximate links. We discussed why existing correlated shadowing models do not

apply to arbitrary geometries of links like those which exist in multi-hop networks.

We present a new statistical joint path loss model that relates the shadow fading

on different links in a multi-hop network to the random underlying spatial loss field.

Two measurement campaigns are conducted to measure path losses in indoor and

outdoor environments and in two different bands, 900 and 2400 MHz. The data

sets demonstrate statistically significant shadowing correlations among particular

geometries of link pairs and show that correlated shadowing can be measured in

a repeatable experimental setup as well as in natural outdoor environmental sensor

network deployments. Model parameters are given for these two campaigns. Finally,

we analyze path connectivity statistics in simple multi-hop networks to show the

importance of the consideration of shadowing correlation in reliable network design.

Using the i.i.d. shadowing model, the probability of end-to-end path failure is under-
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estimated by a factor of two or more.

Future work will test other ensembles of deployments in a wider variety of en-

vironments. We are working towards implementations of the simulation model for

standard networking simulation environments such as ns-2. The effects of correlated

shadowing will have impact on higher layer networking protocols and algorithms, and

in interference and multiple-access control, and future work will quantify these effects.
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3.10 Appendix

Here we present the derivation of the probability P [A ∩ B] for the case of corre-

lated shadowing given in (3.28). From (3.20), we note that βi,j, βj,k and βi,k are joint

Gaussian random variables. Thus the conditional distributions, f(βi,j|βi,k = b) and

f(βj,k|βi,k = b), are also Gaussian. From the measurement data the link pair (i, j) and

(j, k) of Fig. 3.7 are observed to have very small or no correlation between them (see

link pair geometry #4 in Table 3.2). Thus the joint distribution, f(βi,j, βj,k|βi,k = b),

can be approximated as:

f(βi,j, βj,k|βi,k = b) ≈ f(βi,j|βi,k = b)f(βj,k|βi,k = b). (3.29)

The joint distribution of βi,j , βj,k and βi,k, f(βi,j, βj,k, βi,k), can be simplified using

(3.29) and can be written as:

f(βi,j, βj,k, βi,k) ≈ f(βi,j|βi,k = b)f(βj,k|βi,k = b)f(βi,k). (3.30)

The probability P [A ∩ B] can be written in terms of joint distribution as,

P [A ∩ B] = P [{βi,j > 0} ∩ {βj,k > 0} ∩ {βi,k > 0}] ,

=

∫

{βi,j>0}

∫

{βj,k>0}

∫

{βi,k>0}

f(βi,j|βi,k)f(βj,k|βi,k)f(βi,k)dβi,jdβj,kdβi,k,

=

∫

βi,k>0

[Q (−µ1/ρ1)]
2 e−

(βi,k−β̄i,k)2

2 dβi,k, (3.31)
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where µ1 " E[{βi,j|βi,k}] = β̄i,j + (βi,k − β̄i,j + κ)ρXi,j ,Xi,k
and ρ1 =

√

1− ρ2Xi,j ,Xi,k
.

Note that for the link pairs geometry considered, ρXj,k,Xi,k
= ρXi,j ,Xi,k

which results

in the square of Q (.) in (3.31).



CHAPTER 4

KERNEL METHODS FOR RSS BASED

INDOOR LOCALIZATION

4.1 Abstract

This chapter explores the features and advantages of kernel-based localization.

Kernel methods simplify received signal strength (RSS)-based localization by provid-

ing a means to learn the complicated relationship between RSS measurement vector

and position. We discuss their use in self-calibrating indoor localization systems.

In this chapter, we review four kernel-based localization algorithms and present a

common framework for their comparison. We show results from two simulations and

from an extensive measurement data set which provide a quantitative comparison

and intuition into their differences. Results show that kernel methods can achieve an

RMSE up to 55% lower than a maximum likelihood estimator.

4.2 Introduction

Knowledge of user’s position is becoming increasingly important in applications

that include medicine and health care [3], personalized information delivery [5, 9], and

security.1 Indoor localization algorithms have been proposed using various methods

such as angle of arrival, time of flight and received signal strength (RSS), of which

RSS-based algorithms are the most common.

In general, existing RSS-based indoor localization algorithms can be classified

into three main categories: (1) model-based algorithms; (2) kernel-based algorithms;

and (3) RSS fingerprinting algorithms. Kernel-based algorithms, the subject of

1This chapter first appeared in Piyush Agrawal and Neal Patwari, “Kernel methods for RSS-based
indoor localization,” Handbook of Position Location: Theory, Practice and Advances, Eds. M.
Buehrer and S. Zekavat, pp. 457-486, John Wiley and Sons, Inc., 2011, and is reprinted with
permission.



55

this chapter, are a “middle-ground” between model-based and RSS fingerprinting

algorithms.

Model-based algorithms [76, 36, 77, 75] use standard statistical channel models

to provide a functional relationship between distance and RSS. Using this functional

relationship, the location of a tag (unknown location device) is estimated from the

RSS measured by in-range access points (APs) or anchors (known location devices)

by first estimating the distances to the in-range APs using models, and then using

methods of lateration to determine the coordinates. Some research [35, 84, 85] also

proposes using statistical models to create an entire radio map as a function of

position, in which the location of the tag is estimated directly from the RSS measured

by the in-range APs.

RSS-fingerprinting methods [24, 83], on the other hand, work in two phases - an

offline training phase and an online estimation phase. In the offline training phase,

RF signatures are collected at some known locations in the deployment region, which

are then stored in a database. An RF signature is a vector of RSS values measured by

some predetermined APs. In the online estimation phase, a location is searched from

the constructed database whose RF signature matches closely with the RF signature

of the tag.

Statistical channel models, in most cases, are unable to capture the complicated

relationship between RSS and location in indoor environments. They also typically

assume that shadow fading on links are mutually independent, even though environ-

mental obstructions cause similar shadowing effects to many links that pass through

them, an effect called correlated shadowing [14, 15].

RSS-fingerprinting methods, on the other hand, do not assume any prior rela-

tionship between RSS and position, but the training phase consumes a significant

amount of time and effort [24, 44]. To some extent, the training effort can be reduced

via spatial smoothing [44, 87, 34], but this is possible only to distances at which

the RSS is correlated. Some research has also suggested supplementing some of

the measurements using predicted RSS using channel models [24]. Changes in the

environment over time reduce the accuracy of the database, requiring recalibration.
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In summary, model-based algorithms require the least training effort, but they rely

heavily on the prior knowledge of the relationship between RSS and position. RSS-

fingerprinting algorithms, on the other hand, are not based on any prior knowledge

of the relationship between RSS and position, but require considerable training effort

and time.

This chapter is an exploration of kernel-based algorithms, which provide the ability

to mix the features of both model-based and RSS fingerprinting algorithms. Kernel-

based algorithms encapsulate the complicated relationship between RSS and position,

along with correlation in the RSS at proximate locations, in a kernel, which can be

assumed as a parametrized “black box” that takes the measured RSS as inputs and

gives a measure of position as output. In this chapter, we describe four different

kernel-based RSS localization algorithms using a common mathematical framework

and compare and contrast their performance (to each other, and to a baseline model-

based algorithm, the maximum likelihood estimator) using a simulation example and

using an extensive experimental study. These algorithms include LANDMARC [42],

Gaussian kernel localization [43], radial basis function localization [44], and linear

signal-distance map localization [45].

The experimental study described in this chapter demonstrates that all four of the

kernel-based localization algorithms outperform the MLE in a real-world environment.

In fact, the improvement in average RMSE is as high as 55% compared to the MLE.

In this chapter, we explain this improved performance of the kernel-based algorithms

by using several numerical and simulation examples, in which kernel methods are

shown to enable the tag’s coordinate estimates to be robust to both shadowing and

independent and identically distributed (i.i.d.) fading. The experimental evaluation

also suggests that the complexities of the fading environment and the complicated

nature of the large-scale deployment require more parameters than are available

to typical model-based algorithms. In particular, in this chapter, we attempt to

explain why the kernel-based algorithms perform better than model-based localization

algorithms.

Standard kernel-based algorithms still require a training phase for calibration of
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kernel parameters. In this chapter, we discuss methods to minimize the calibration

requirements of kernel-based algorithms by performing training simultaneously while

the system is online, using pairwise measurements between APs. Specifically, several

APs are deployed at some known locations throughout the building. Each AP is a

transceiver and can measure the RSS of packets from other APs (although we note

that we do not limit ourselves to WiFi APs; we may use any standard which allows

peer-to-peer communication). These pairwise measurements constitute the training

data for calibration purposes.

Prior to discussing the four kernel methods for RSS-based localization algorithms,

we present a common mathematical framework for kernel-based localization algo-

rithms in Section 4.3.2. The remainder of Section 4.3 discusses four kernel-based

algorithms. To provide more intuitive understanding of the advantages of kernel

methods, we present a simple numerical example in Section 4.4. In Section 4.5, we

evaluate the algorithms using kernel methods on a real-world measurement data set

collected in a hospital environment. Finally we conclude this chapter in Section 4.6.

4.3 Kernel Methods

Kernel methods are a class of statistical learning algorithms in which the com-

plicated relationship between the input (e.g., signal strength) and the output (e.g.,

physical coordinates) is encapsulated using kernel functions. A kernel function is a

potentially nonlinear and parameterized function of input variables. The parameters

control the functional dependencies between input and output, in our case, between

signal strength and physical coordinates. A key feature of statistical learning is that

it estimates the parameters based on some known input/output pairs, also called

learning from known data. Models using kernel methods are typically linear with

respect to the parameters, which gives them simple analytical properties, yet are

nonlinear with respect to the input variables, e.g., received signal strength.

In this section, we present an overview of coordinate estimation using statistical

learning with kernel methods. We begin our discussion in this section by defining our

problem statement and then proceed to present a general mathematical framework
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for coordinate estimation using kernel methods.

4.3.1 Problem Statement

In this chapter, we consider signal strength-based tag localization. Specifically, we

wish to find a two-dimensional tag coordinate, x̂t, given the known two-dimensional

reference coordinates of N APs, xi, ∀ i ∈ {1, . . . , N}, their pairwise RSS measure-

ments, si,j, ∀ i "= j, i, j ∈ {1, . . . , N}, and the RSS measured by N reference APs for

a signal transmitted by a tag, si,t, ∀ i ∈ {1, . . . , N}. Also, let notation sj indicate the

RSS vector for AP j, where sj = [s1,j, . . . , sN,j]T . Similarly, let notation st indicate

the RSS vector for a tag t, where st = [s1,t, . . . , sN,t]T .

Note that even though we consider a two-dimensional coordinate estimation here,

the same methodology can readily be extended to a three-dimensional case. Before we

proceed further, we clarify our notation for the signal strength si,j. A measurement,

si,j, represents the dB signal strength measured by a AP i for the signal transmitted

by AP j. Similarly, subscript t indicates that the measurement is for a tag (with an

a priori unknown location).

The measurement si,i, which corresponds to the RSS measured by co-located APs,

is unavailable. In practice, even if two APs are located at the same position, the RSS

measured between them is non-zero, i.e., si,i "= 0, and depends on the transmit power

of the APs [45]. Some localization algorithms require the value of si,i to be known;

thus in this paper, we assume when necessary that si,i = −33 dBm [45].

We do not assume full connectivity between links. Consequently, we define set

H(j) to be the set of APs which are in direct communication range of AP j. Set

H(j) does not include the AP j and H(j) ⊂ {1, . . . , N}. Similarly, H(t) is the set of

APs that are in direct communication range of tag t.

An AP k that is not in the set H(j), is not in the direct communication range

of AP j and would not measure any RSS from AP j. It does not necessarily mean

that AP k does not receive any signal from AP j. Rather, it simply means that

the signal power from AP j was so low that AP k could not demodulate its signal.

This “non-measurement” of RSS by AP k is known as the “censored data” problem

in statistics. We know this RSS value is low, but we do not know the value of
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sk,j. How should an algorithm represent sk,j for k /∈ H(j) in its RSS vector sj? Most

kernel-based approaches have not addressed this censored data issue, and have simply

assumed full connectivity between APs. One algorithm estimates the non-measured

RSS values using expectation-maximization [106]. In this article, we will provide for

each kernel method a means to address non-measured RSS.

4.3.2 General Mathematical Formulation

In the framework of kernel methods, a function of the coordinate estimate of a

tag, f(x̂t), can be expressed as,

f(x̂t) =
∑

i∈H̃(t)

αiφi(st) +α0 (4.1)

where αi, ∀ i ∈ H̃(t) is the coordinate weight of AP i, H̃(t) denotes the set of APs that

contribute to the kernel and φi(·) is known as the kernel function corresponding to AP

i. The parameter α0 is known as the bias parameter which compensates for any fixed

offset in the data [107]. In this section, we will show how the parameters, {αi}i∈H̃(t)

and α0, are optimized and estimated, and how the kernel functions {φi(·)}i∈H̃(t) are

chosen, for different algorithms and techniques in the literature.

The parameters {αi}i∈H̃(t) are sometimes called “weights,” in particular when

predetermined functions are used as kernel functions φi(·), e.g., Gaussian functions.

However, these parameters represent the coordinates of the APs in “location space.”

Typically, these parameters are functions of the AP coordinates and are optimized

to match the information given by the AP pairwise RSS measurements and their

coordinates. The coordinate estimate of the tag, x̂t, is determined by taking the

inverse f−1 of f(x̂t). Figure 4.1 shows the operation of coordinate estimation using

kernel methods.

Algorithms in the class of kernel-based localization differ in the methods of op-

timization of f(x̂t). Some algorithms set the kernel functions with predetermined

functions and optimize the parameters {αi}i∈H̃(t) based on pairwise RSS measure-

ments [45, 44, 108]. In contrast, other algorithms set the parameters {αi}i∈H̃(t) with
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Figure 4.1. Flow chart showing the localization operation using kernel methods.

some functions of the physical coordinates of a set of APs and optimize the kernel

functions using their pairwise RSS measurements [42, 43].

4.3.2.1 Determination of Kernel Parameters

Typically, the kernel functions φi(·) belong to a class of parametric nonlinear

functions. Determination of kernel parameters is not a trivial task and has been

extensively studied in the statistical learning literature [109]. A common technique

used for their estimation is cross-validation [25]. For the purposes of cross-validation

of localization algorithms, we use the data set collected between APs. In this case, the

AP measurement data set is divided into two groups, one group containing (N − 1)

APs and the other group containing one “left out” AP, where N is the total number of

APs. Thus, there are N ways of dividing the data set. In cross-validation, we estimate

the location of the left-out AP as if its coordinate was unknown. The location error

can be determined after coordinate estimation, because every AP coordinate is, in

fact, known. The average location error is computed by averaging over all left-out

APs. The location error is a function of the kernel parameters. By repeating this

procedure across a range of candidate values of the parameters, we can optimize

the kernel parameters for the particular environment. This method is also called

leave-one-out (LOO) cross-validation.

In general, existing RSS-based localization algorithms can be formulated in the

framework of (4.1) by selection of:

• The function of coordinate estimates, f(·),
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• Set of APs that contribute to the kernel, H̃(t),

• Coordinate weights, {αi}i∈H̃t
,

• Kernel functions, φi(·), and,

• Bias parameter, α0.

In the remainder of this section, we show how the mathematical framework of (4.1) can

be applied to different positioning algorithms. In particular, we select four different

algorithms from the RSS-based localization literature and show how the developed

framework is applied for each algorithm.

4.3.2.2 Example Framework

Consider an example wireless network with four APs deployed at known loca-

tions xi, ∀ i ∈ {1, 2, 3, 4} as shown in Fig. 4.2. Also, consider a tag whose ac-

tual location (in m) is xt = [3, 2]T . The coordinates (in m) of the four APs are

x1 = [0.5, 0.5]; x2 = [0.5, 3.5]; x3 = [3.5, 3.5]; x4 = [3.5, 0.5]. Let us assume that

all the APs are in direct communication range of the other APs and the tag, i.e.,

|H(t)| = |H(j)| = 4, ∀ j ∈ {1, 2, 3, 4}. Using the known locations of the APs, their

pairwise RSS measurements are generated using a log-distance path-loss model. A

brief description of log-distance path-loss model is given in Section 4.4. An instance

of these pairwise RSS measurements is tabulated in Table 4.1. Each row of Table 4.1

represents the RSS measured by the four APs for the signal transmitted by the

corresponding device. For example, the RSS values in the first row represents the

RSS measured by the deployed APs when AP-1 was transmitting. Similarly, the

APs’ RSS measurements for the tag are generated, an instance of which is tabulated

in the last row of Table 4.1.

For the purpose of this example, the values of various parameters are tabulated

in Table 4.2.

The goal in this example is to estimate the location of the tag, x̂t, using (1.) the

known location of four APs, {x1,x2,x3,x4}, (2.) their pairwise RSS measurements

si,j, ∀ i "= j, i, j ∈ {1, 2, 3, 4}, tabulated in Table 4.1, and (3.) the RSS measured by
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Figure 4.2. Position of APs and tags.

Table 4.1. Table showing an example RSS values (in dBm) measured by APs.

Rx APs
AP 1 AP 2 AP 3 AP 4

Tx AP 1 n/a -72 -62 -81
Tx AP 2 -70 n/a -59 -85
Tx AP 3 -60 -65 n/a -63
Tx AP 4 -59 -77 -72 n/a

Tag -72 -69 -61 -60

Table 4.2. Log-normal path-loss parameter description and values used in the
running example framework.

parameter Description Value
np Path-loss exponent 4
σdB Fading std. deviation 6.0 dB
Π0 Reference RX Power (at 1 m) -50 dBm
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the four APs for a signal transited by the tag, si,t, ∀ i ∈ {1, 2, 3, 4}, tabulated in the

last row of Table 4.1.

We will revisit this example wireless network throughout this section when we

consider each localization algorithm in detail.

4.3.3 LANDMARC Algorithm

LANDMARC [42] is an RSS-based localization algorithm in which a tag’s coordi-

nate estimate is given by a weighted average of the coordinates of k closest APs that

can hear the tag’s transmission. In this section, we present how the LANDMARC

algorithm can be expressed as a kernel method. Because LANDMARC is intuitive and

can be explained with a single weighted average, it helps to demonstrate the concepts

of kernel algorithms in an intuitive manner, and shows how simple a kernel-based

algorithm can be.

In LANDMARC, a tag’s estimated coordinate is written, using f(x̂t) = x̂t, αi =

xi, α0 = 0, and

φi(st) =
1/||st − si||2

∑

j∈H̃(t) 1/||st − sj ||2
(4.2)

Applying these relations in (4.1), we have,

x̂t =
∑

i∈H̃(t)

xi
1/||st − si||2

∑

j∈H̃(t) 1/||st − sj ||2
(4.3)

Here, H̃(t) is the set of k APs that are closest to the tag. In LANDMARC, “closeness”

is quantified by the Euclidean distance between the RSS vector of AP i, si, and the

RSS vector of the tag, st, i.e., Ei = ||st − si||. We define the vector E as,

E = [E1, . . . , EN ]
T (4.4)

The set of APs H̃(t) in (4.2) - (4.3) is the set of k AP indices with the k smallest

Ei in the vector E. In LANDMARC, k is a variable parameter which determines the

number of APs that contribute in the kernel. Any non-measured RSS in vectors st or

si, as discussed in Section 4.3.1, is replaced by the minimum RSS observed over the

duration of the experiment minus one.
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The only parameter that needs to be estimated in LANDMARC is the set of

APs that contribute in the kernel, H̃(t), which in turn depends on the parameter

k. If k = 1, then we choose the AP which is “closest” (smallest Ei) to the tag

as the coordinate estimate of the tag. Similarly, if k = 2, then the two ‘closest’

APs are considered and parameters are determined using (4.2). Unfortunately, there

is no analytical solution for the optimal value of k, although it can be determined

experimentally for a given environment or by using the cross-validation approach

described in Section 4.3.2.

The above argument implicitly assumes that the optimal value of k is less than

the number of neighbors of a tag, i.e., k < |H(t)|, where H(t) denotes the set of

one-hop neighboring APs which hear the transmission from the tag. A question that

arises is what would be the set H̃(t) when k is greater than the number of one-hop

APs, H(t). A naive approach for this situation would be to place an upper threshold

on the value of k. In other words, k′ = min{k, |H(t)|}, where k′ is the actual number

of neighbors used for a particular tag t.

Example 4.1 (Revisit Example Framework) Consider the wireless network of

Fig 4.2. Estimate the tag’s coordinate, x̂t, using the LANDMARC algorithm.

Solution: Let us assume k = 3. Using (4.4) and the definition of Ei, we can

compute the Euclidean distance vector (in dBm) as,

E = [44.36, 43.86, 30.71, 33.58]T .

The set of APs H̃(t) in (4.2) and (4.3) is the set of three AP indices with the

smallest Ei in vector E. Thus, H̃(t) = {2, 3, 4}. The values kernel function, φi(·),

corresponding to each AP i ∈ H̃(t), is computed using (4.2),

φ2(st) = 0.21, φ3(st) = 0.43, φ4(st) = 0.36

Using these kernel values and the known AP coordinates, {x2, x3, x4}, in (4.3),

the LANDMARC coordinate estimate of the tag, x̂t (in m), is computed as,

x̂t = [2.9, 2.4]T .
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Compared to the actual tag location, the LANDMARC coordinate estimate has

an error of 0.44 m.

4.3.4 Gaussian Kernel Localization Algorithm

The Gaussian kernel localization algorithm is an RSS-based localization algorithm

proposed by Kushki et al. [43]. Similar to LANDMARC, in the Gaussian kernel

localization algorithm, the coordinate estimate of a tag is the weighted average of

coordinates of the closest APs. However, the weights are determined by a Gaussian

kernel, which gives a measure of distance between the RSS vector of the tag and the

RSS vectors of the APs. Any stationary kernel function could be used in place of the

Gaussian kernel to determine the weights. The authors chose to use the Gaussian

kernel because it is widely used and studied in the literature. As presented by the

authors, this algorithm uses the AP measurements over time, for time τ = 1, . . . , T ,

denoted by s(τ)i . In this section, we briefly describe the various aspects of this

algorithm and how it fits into the framework developed in Section 4.3.2.

In the Gaussian kernel positioning algorithm, the coordinate estimate of the tag,

x̂t, is written as in (4.1) with f(x̂t) = x̂t, αi = xi, α0 = 0, H̃(t) = H(t), and,

φi(st) =
1

T (
√
2πσ2)d

T
∑

τ=1

exp

(

−||s̃t − s̃(τ)i ||2

2σ2

)

, (4.5)

where σ is a parameter called ‘width’ of the kernel. The notation s̃t represents

the ‘reduced’ st, the RSS vector of the tag, and is given as, s̃t = [st,i1 , . . . , st,id]
T ,

where i1, . . . , id is a list of the elements in Hd(t), a set of d predetermined APs.

Similarly, s̃(τ)i represents the reduced RSS vector for AP i at a particular time instant

τ, ∀ τ ∈ {1, . . . , T}. The estimation of the AP set Hd(t) will be discussed below in

the “Estimation of Parameters” subsection.

Simplifying, (4.1) reduces to,

x̂t =
∑

i∈H(t)

xiφi(st). (4.6)

The kernel functions, {φi(· · · )}, of (4.5) may be normalized [43]. Normalization avoids

the situation where there are “holes” in the RSS space, regions of s̃t where the sum in
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(4.5) has a low value. This would lead to fewer predictions at those regions of the RSS

space [110]. In other words, normalization makes sure that the resulting kernel covers

the whole range of RSS values measured by APs. The normalized kernel functions,

φi(st) can be represented as,

φi(st) =
1

C

[

1

T (
√
2πσ2)d

T
∑

τ=1

exp

(

−||s̃t − s̃(τ)i ||2

2σ2

)]

, (4.7)

where

C =
∑

i∈H(t)

φi(st)

The Gaussian kernel localization algorithm requires estimation of the following

parameters:

1. Width of the kernel, σ,

2. A predetermined set of d APs, Hd(t).

Neighboring APs would report correlated RSS measurements. It is suggested that

including all neighbors leads to redundancy as well as biased estimates [43]. One can

minimize this effect by selecting a subset of d APs, Hd(t), from the set of neighboring

APs, H(t), which have minimum redundancy. This set Hd(t) is found to be the set

which has minimum divergence. Let, Vi,j denote a vector time series of RSS measured

by AP i for a signal transmited by AP j, i.e., Vi,j = [s(1)i,j , . . . , s
(T )
i,j ]. The set of d APs,

Hd(t), is selected such that,

Hd(t) = argmin
Hp(t)⊂H(t):|Hp(t)|=d

∑

hi,hj∈Hp(t)

|hi − hj |, (4.8)

where

|hi − hj | = min
k

∆(Vi,k − Vj,k),

where ∆(Vi,k − Vj,k) is the divergence between two time series Vi,k and Vj,k and given

by [43],

∆(Vi,k − Vj,k) =
1

8
(µi,k − µj,k)

2

[

σi,k + σj,k

2

]−1

+
1

2
log

0.5(σ2
i,k + σ2

j,k)

σi,kσj,k
(4.9)

where µi,k and µj,k are the means and σi,k and σj,k are the standard deviations for the

time series Vi,k and Vj,k, respectively. Although other divergence measures exist in the
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literature, the divergence represented in (4.9) is commonly used when the distribution

of the time series is Gaussian.

Another parameter to be determined is σ, the kernel width parameter. Note that

the kernel width parameter, σ is a global parameter which depends on the pair-wise

measurements of the APs and is independent of the RSS measurement of the tag.

In our evaluation in Section 4.5, σ is determined using the cross-validation approach

described in Section 4.3.2.

Example 4.2 (Revisit Example Framework) Let’s return to the example wire-

less network of Fig. 4.2. Estimate the tag’s coodinate, x̂t, using the Gaussian kernel

localization algorithm.

Solution: Note that the Gaussian kernel localization algorithm uses the AP mea-

surements over time, which is used to determine the subset of APs that have

minimum redundancy in their measured RSS. Our example framework cannot

provide information about this redundancy because of the pairwise i.i.d. nature

of RSS simulation model used in this example. For the purposes of this example,

let us assume the set Hd(t) = {1, 2, 4}.

The next parameter we need to determine is the width of the kernel, σ, which is

estimated using the cross validation approach described in Section 4.3.2. Based

on the experimental evaluation in Section 4.5, the value of the kernel width is

found to be σ = 30 dB.

Using the RSS values from Table 4.1 along with Hd = {1, 2, 4}, σ = 30 dB, and

T = 1 in (4.7), the values of normalized kernel functions, φi(. . .), corresponding

to AP i, ∀ i ∈ {1, 2, 3, 4}, are determined to be:

φ1(st) = 0.16, φ2(st) = 0.16, φ3(st) = 0.42, φ4(st) = 0.27.

Using these values of the kernel functions and their corresponding coordinates in

(4.6), the estimated tag coordinate, x̂t, (in m) is:

x̂t = [2.6, 2.2]T .
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Compared to the actual tag coordinate, the Gaussian kernel-based coordinate

estimate has an error of 0.5 m.

4.3.5 Radial Basis Function Based Localization Algorithm

In the statistical learning literature, radial basis functions have been widely used

as the kernel functions φi(·). Radial basis functions were introduced for the purpose of

exact function interpolation. Given a set of training inputs and their corresponding

outputs, the purpose of radial basis function interpolation is to create a smooth

function that fits training data exactly [107].

Functions of this class have a property that the basis functions depends only on

the radial distance (typically Euclidean) from a center µi, such that,

φi(st) = h(||st − µi||),

where h(·) is a radial basis function. Typically, the number of basis functions and the

position of their centers, µi, are based on the input data set {si}i=1,...,N . A straight-

forward approach is to create a radial basis function centered at every {si}i=1,...,N .

In the context of tag localization, the use of radial basis functions was proposed by

Krumm et al. [44]. Primarily, the authors of [44] introduced interpolation using radial

basis functions as a way to reduce the calibration effort of RADAR positioning [24]

at the same time maintaining an acceptable location error. Specifically, the authors

construct an interpolation function using radial basis functions that gives the location

of a tag t, x̂t, as a function of its RSS vector st.

Using the same notation as in Section 4.3.1, the coordinate estimate of a tag, x̂t,

using radial basis functions can be written in our common framework using f(x̂t) = x̂t,

H̃(t) = 1, . . .N , along with

α0 =
1

N

N
∑

j=1

xj, (4.10)

and,

φi(st) = exp

(

−||st − si||2

2σ2
RBF

)

, (4.11)
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where N denotes the total number of deployed APs, and σRBF is the width of the

kernel. Applying these relations in (4.1), we have,

x̂t =
N
∑

i=1

αiφi(st) +α0, (4.12)

The parameters {αi}i∈{1,...,N} are estimated. Unlike LANDMARC and the Gaussian

kernel positioning algorithm, in which αi = xi is the actual AP location, in the radial

basis function localization algorithm, the parameters {αi}i∈{1,...,N} are “artificial”

coordinates for each AP set such that x̂t in (4.12) minimizes the location error for all

training measurements.

There are two parameters that need to be estimated in the radial basis function

based localization algorithm:

• Coordinate weights, {αi}i∈{1,...,N}, and,

• Width of the radial basis function kernel, σRBF .

We begin with the estimation and optimization of coordinate weights {αi}i∈{1,...,N}.

Specifically, the coordinate weights {αi}i∈{1,...,N} are the coordinates in “location

space.” There is no need to make them equal to the coordinates of APs. In radial

basis function localization, these parameters are optimized such that the information

given by the AP pairwise RSS measurements best matches the known AP locations.

Substituting the AP pairwise RSS measurements and their corresponding coordinates

in (4.12) and expressing them in matrix, we get,

Z = ΦA, (4.13)

where A is the coordinate weight matrix A = [α1, . . . ,αN ]T , and Z is a matrix whose

ith row, zi, is given as,

zi = [xi −α0]
T ,

and Φ is the kernel design matrix whose i, j element, Φ(i, j), is given as,

Φ(i, j) = φi(sj) = exp

(

−||sj − si||2

2σ2
RBF

)

(4.14)
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An optimal solution can be found by using the method of least-squares [111]. Within

the framework of least squares, the coordinate weight matrix, A = [α1, . . . ,αN ]T ,

can be estimated as,

A = (ΦTΦ)−1ΦTZ, (4.15)

The term

Φ† = (ΦTΦ)−1ΦT

in (4.15) is known as the pseudo-inverse of the matrix Φ. The psuedo-inverse is a

generalized matrix inverse for nonsquare matrices [112].

The other parameter that needs to be estimated is the radial basis function kernel

width, σRBF . Estimation of this parameter, similar to the estimation of kernel width

for Gaussian kernel position algorithm described in Section 4.3.4, is done via cross-

validation.

Example 4.3 (Revisit Example Framework) Consider the wireless network of

Fig. 4.2. In this example, we will estimate the tag’s coordinate, x̂t, using the radial

basis function based localization algorithm.

Solution: The first step is to estimate the value of parameter σRBF , which is estimated

using cross-validation as explained in Section 4.3.2. Based on the experimental

evaluation in Section 4.5, the value (in dB) of kernel width is found to be σRBF =

30 dB.

Using the AP pairwise RSS from Table 4.1, the kernel design matrix, Φ, is

determined using (4.14) as,

Φ =









1 0.20 0.35 0.18
0.20 1 0.27 0.06
0.35 0.27 1 0.24
0.18 0.06 0.24 1









The next step is to determine the coordinate weight matrix, A using (4.15). In

our example, α0 = [2, 2]T , using (4.10). The coordinate weight matrix A is

determined to be
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A =









−2.24 −2.28
−1.81 1.43
2.43 2.32
1.43 −1.74









,

in which row i corresponds to the coordinates of the APs i in “location space”,

αT
i . Using the estimated values of {α1,α2,α3,α4}, the coordinate estimate of the

tag according to radial basis function based localization algorithm is computed

from (4.12) as,

x̂t = [2.8, 2.1]T

Compared to the actual tag location, the radial basis function-based coordinate

estimate has an error of 0.25 m.

4.3.6 Linear Signal-Distance Map Localization Algorithm

The linear signal-distance map localization algorithm differs from the kernel-based

localization algorithms discussed so far in which the physical coordinate of a device

(tag/AP) is ‘directly’ expressed as a weighted nonlinear function of the RSS vector st.

In other words, the function of coordinate estimate, f(x̂t), in (4.1) was the coordinate

estimate itself, i.e., f(x̂t) = x̂t. In the linear signal-distance map algorithm, f(x̂t) is

the log of the distance between x̂t and each AP in H(t), i.e.,

f(x̂t) = [log ||x̂t − xi1 ||, . . . , log ||x̂t − xin ||]
T

where {ii, . . . , in} = H(t) [45]. In this algorithm, we first estimate f(x̂t), and then use

the estimated f(x̂t) and the known coordinates of the APs to position the tag, using

methods like multilateration. Specifically, multilateration can be viewed as inverse

f−1 function. In this section, we present a mathematical formulation of this algorithm

in the framework of kernel methods developed in Section 4.3.2.

A key aspect of this localization algorithm is determing the relationship between

the pair-wise RSS measurements between the APs and their geographical distances.

Let the log-distance estimate between a tag, t, and AP, k, be represented by δk,t,

such that the estimated log-distance vector of the tag to the in-range APs, H(t), be



72

represented by δt = [δ1,t, . . . , δ|H(t)|,t]. Following the same notation of Section 4.3.1

and using (4.1), the estimated log-distance vector of the tag, δ̂t, is given by,

f(x̂t) = δ̂t =
N
∑

i=1

αiφi(st), (4.16)

where αi ∈ R|H(t)|, N denotes the total number of deployed APs, H̃(t) = {1, . . . , N}

and,

α0 = 0, (4.17)

φi(st) = eTi st

where ei is a column vector whose jth element, ei(j), is given as,

ei(j) =

{

1, if i = j
0, otherwise

(4.18)

Note that αi is a column vector of the same length as δt. Once the log-distance to

every known location AP in the set H(t) is estimated, the coordinate of the tag can

be determined using techniques like multilateration.

From (4.16), we can observe that the log-distance estimate of between a tag and

AP is a linear function of the raw RSS. The basis for this linearity comes from

existing radio propagation models such as the log-distance path-loss model [19]. A

typical log-distance path-loss model represents the received power Pr at a distance d

from the transmitter as,

Pr = Π0 − 10n log10 d.

So, one might represent the log-distance as

log10 d =
Π0 − Pr

10n
(4.19)

which shows that the log-distance is linear with respect to the received signal strength

Pr. Technically, (4.19) is affine while (4.16) is linear, however, (4.19) shows some

motivation for the formulation of log-distance as linear with RSS.

In the linear signal-distance map algorithm the only parameters that need to

be estimated are the coordinate weights {αi}, ∀ i ∈ {1, . . . , N}. A least-squares
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approach is used. As in the radial basis function localization algorithm, let the

coordinate weight matrix, A, be represented as,A = [α1, . . . ,αN ]T . The least squares

solution gives the estimate of coordinate weight matrix as,

A = (STS)−1ST log(D), (4.20)

where S denotes the signal strength matrix such that,

S = [si1 , . . . , sin ], where {i1, . . . , in} = H(t)

and, D is the Euclidean AP distance matrix, whose i, j element is the Euclidean

distance between AP i and AP j, ||xi − xj||, and log(D) is element-wise logarithm

on elements of the matrix D.

Example 4.4 (Revisit Example Framework) Consider the wireless network of

Fig. 4.2. The goal of this example is to estimate the coordinate of the tag, x̂t using

the linear signal-distance map localization algorithm.

Solution: As in the previous examples, we start with the estimation of parameters.

Using known coordinates of the APs, the distance matrix D is:

D =









0 3.0 4.2 3.0
3.0 0 3.0 4.2
4.2 3.0 0 3.0
3.0 4.2 3.0 0









.

Note: Typically, before taking the logarithm of matrix D, the diagonal is replaced

by a small positive value ε, in order to avoid taking logarithm of zero. It has been

recommended in [45] to take the value of ε = dmin/e, where dmin is the minimum

value of the off-diagonal elements of the matrix D. In our example, dmin = 3.0 m

and, hence, ε = 1.1 m.

The RSS matrix S in (4.20) is constructed from Table 4.1. Using the matrices S

and D, the coordinate weight matrix A is determined using (4.20) as,

A =









−0.032 0.001 0.015 −0.004
−0.005 −0.025 −0.006 0.002
0.014 0.003 −0.031 0.009
−0.006 0.006 −0.006 −0.021









,
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in which row i corresponds to the optimized coordinates of AP i in the “data

space”, αT
i . Using the estimated values of {α1,α2,α3,α4} in (4.16), the estimated

log-distance of the tag to the four APs, δ̂t is:

δ̂t = [1.48, 1.11, 0.75, 0.84]T .

Using this estimated log-distance to the APs, the coordinate estimate of the tag

is determined using methods of multilateration, which are discussed in the other

chapters of this book. Instead, in this example, we use a simple grid search method

in which distances are computed between each grid point and the four APs. The

grid point which gives the least squared error with the estimated distances to

the four APs, δ̂t, is the desired coordinate of the tag. Using this method, the

coordinate estimate of the tag is computed as,

x̂t = [3.5, 2.1]T

Compared to the actual tag coordinate, the linear signal distance map-based

coordinate estimate has an error of 0.51 m.

4.3.7 Summary

This section first presented a mathematical framework for localization using kernel

methods. Next, we showed through four RSS-based localization algorithms, how the

common framework, represented in (4.1), can be applied to different positioning al-

gorithms. The various parameters and their differences and similarities are presented

in Table 4.3.

4.4 Numerical Examples

For the purposes of obtaining an intuitive understanding of the advantages of

kernel methods in localization algorithms, we show some numerical examples. Specif-

ically, we compare the coordinate estimation of kernel-based localization algorithms,

in an example setting, with that of a maximum likelihood coordinate estimation

(MLE) using the log-normal shadowing model. Before we proceed with the example,

we briefly describe the MLE algorithm.
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Table 4.3. Table summarizing the similarities and dissimilarities of LANDMARC
(LM), Gaussian kernel (GK), radial basis function (RBF) and linear signal-distance
map (SDM) localization algorithms.

LM GK RBF SDM

f(x̂t) x̂t x̂t x̂t δ̂t
αi Actual AP Actual AP Optimized Coords Optimized Coords

coords, xi coords, xi in “Loc. space” in “Data space”
φi(st) Unitless weight Unitless weight Unitless weight RSS (dBm) from

determined by determined by determined by tag to AP i

(4.2) (4.5) (4.11)
α0 0 0 Centroid of 0

all deployed APs

H̃(t) Top k APs All APs All APs All in-range APs
length of N d using length N length N

st (4.8)

4.4.1 Maximum Likelihood Coordinate Estimation

A commonly used statistical model for radio propagation is the log-distance path-

loss model, in which the shadowing is modeled as log-normal (i.e., Gaussian if ex-

pressed in dB). Within this model, the dB RSS between devices i and j is represented

as [19],[18],

si,j = Π0 − 10np log10 ||xi − xj||+Xi,j (4.21)

where Π0 represents the RSS at a reference distance of one meter, np represents

the path-loss exponent, and Xi,j (in dB) is the fading error, modeled as a Gaussian

random variable with a standard deviation (in dB) of σdB.

4.4.1.1 Estimating Coordinate from RSS

Given the path-loss model parameters in (4.21), the coordinate of the tag can be

estimated by maximizing the likelihood of st or minimizing the negative log-likelihood.

The negative log-likelihood of st is given by (4.22),

L(st|xt, np,Π0) = C +
1

2σ2
dB

∑

j∈H(t)

[st,j − (Π0 − 10np log10 ||xt − xj||)]2 (4.22)
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where C is a constant. Note that the negative log-likelihood equation (4.22) assumes

that the shadowing on links are mutually independent. This is a simplifying assump-

tion as it has been observed that geographically proximate links exhibit correlated

shadowing [14].

The maximum likelihood coordinate estimate of the tag, x̂MLE
t , can be determined

by minimizing the negative log-likelihood function of (4.22),

x̂MLE
t = argmin

xt

∑

j∈H(t)

[st,j − [Π0 − 10np log10 ||xt − xj||]]2 (4.23)

In the likelihood equation of (4.22), the path-loss parameters np and Π0 were

assumed to be known. These parameters can be estimated using the pair-wise RSS

measurements between APs and their known locations. Specifically, a linear regression

is performed on the pair-wise RSS measurements and log-distances, computed using

the known locations, to give the path-loss parameters np and Π0 [73].

4.4.1.2 Implementation Details

Due to the lack of an analytical solution to (4.23), the minimum is computed

by using a brute-force grid search over possible coordinates of xt. The deployment

area is divided into a grid of predetermined size, which determines the resolution

of the coordinate estimate. At each grid point the value of negative log-likelihood,

L(st|xt, np,Π0), is determined by using (4.22). The grid point which has the minimum

negative log-likelihood is the MLE coordinate estimate of the tag, x̂MLE
t .

The maximum likelihood coordinate estimation of (4.23) suffers from compu-

tational disadvantage. Compared to the coordinate estimation of (4.1) using ker-

nel methods, there is no closed form solution for minimizing the the negative log-

likelihood of (4.23). Typically, for real-time implementation, one must use numerical

optimization methods [73].

4.4.2 Description of Comparison Example

In this section, we illustrate through example the advantages of kernel-based

position estimation over model-based estimation. Consider a simple network of four

APs placed at the corners of a square with a wall separating them, as shown in



77

Fig. 4.3. We consider two tag positions, one at the center of the network and the

other at the edge. Using this AP placement, we generate RSS values using (4.21)

where Xi,j includes the wall loss if the line between transmitter and receiver crosses

through the wall. Specifically, the RSS, si,j, between devices i and j is computed

using (4.21) with np = 2 and Xi,j given as,

Xi,j =

{

Lw + Yi,j, if link (i, j) passes through the wall
Yi,j, otherwise

(4.24)

where Yi,j is the shadowing loss, modeled as a zero mean i.i.d. Gaussian in dB random

variable, i.e.,

Yi,j[dB] ∼ N (0, σ2
dB)

and Lw is the additional loss incurred when passing through a wall. The channel

parameters used for generating the RSS vectors are tabulated in Table 4.4.

Note that the channel parameters given in Table 4.4 are assumed to be a priori

unknown to the MLE algorithm. The path-loss parameters, np and Π0 in (4.23),

are estimated using the pairwise RSS measurements between the APs and their

        

















 


















 



Figure 4.3. Position of APs and tags. There is a wall separating the network,
represented by a black vertical line.
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Table 4.4. Parameter description and values used in the simulation of network. The
values are assumed to be a priori unknown to the localization algorithm.

parameter Description Value
np Path-loss exponent 2
Lw Loss across wall 5.0 dB
σdB Fading std. deviation 0 dB and 6.0 dB
Π0 Reference RX Power -40 dBm

known locations. Specifically, a linear regression is performned on the pair-wise RSS

measurements and log-distances, determined using the known locations of the APs

[73, 61]. In determining the path-loss, the most recent RSS measurement between

the AP pair is used.

Example 4.5 Consider the scenario when the shadowing standard deviation, σdB =

0. A noise variance of zero dB is practically not possible, but, nevertheless, it helps in

understanding the effects of shadowing on coordinate estimation, with no other fading

losses. Links that pass through the wall suffer an additional loss of Lw dB due to

transmission through the wall.

Solution: The coordinate estimates for different kernel algorithms discussed in the

previous section are shown in Fig. 4.4. In addition to kernel-based algorithms, we

plot the coordinate estimate using MLE, described in Section 4.4.1. For a fair

comparison between algorithms, we keep the set of the APs that contribute to the

kernel, for different algorithms, the same and equal to four, i.e., |H̃(t)| = 4 for all

algorithms.

We also studied the performance of the coordinate estimation algorithms when

different sets of APs contribute to the kernel. We observed that 1.) the Gaussian

kernel and 2.) the radial basis function based algorithms have the best performance

when all the in-range APs contribute to the kernel. However, for the LANDMARC

localization algorithm, the best AP set H̃(t) depends on the relative location of the
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Figure 4.4. Plot showing the coordinate estimates for different localization algo-
rithms along with the position of the tag. In (a) the tag is at the center of the
network and in (b) the tag is at the edge of the network.
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tag in the network. For tags located at the center of the network, (e.g., Fig. 4.4(a)),

taking all in-range APs as the set H̃(t) performs best. On the other hand, for tags

located on the edge of the network, taking the top three APs as the set H̃(t) performs

the best.

We observe that the kernel-based algorithms for coordinate estimation perform

better compared to the MLE. One can also observe that the MLE coordinate estimates

have errors in the direction away from the wall. This is intuitive, because the presence

of a wall between an AP and a tag would lower the RSS of the transmitting tag.

Consequently, the log-normal propagation model would predict that the tag is further

away from the AP, which is behind the wall. For example, in Fig. 4.3, APs 1 and 2

are behind the wall for the two tag locations and these APs would think the tag is

further away from them. Consequently, the coordinate estimate would point in the

direction away from the wall. Statistically, the coordinate estimate of the tag is said

to have a bias, pointing away from the wall. More bias analysis is performed in the

next example.

This example clearly demonstrates the effect of shadowing and how kernel-based

methods can overcome these effects. Specifically, shadowing due to walls or obstacles

causes a reduction in RSS from the mean RSS. General propagation models, like

the one in (4.21), would account this loss to the loss suffered because of distance,

in order to minimize the error Xi,j. Consequently, even in the absence of noise

variance, the estimates are biased in the direction away from the source of obstruction.

Kernel-based algorithms, on the other hand, “learn” to adapt to this loss because they

have more freedom in the parameters than a pure model-based approach and thus,

overcome the limitations of the model. Kernel methods interpolate the RSS and

the physical coordinate using the AP pair-wise RSS measurements and AP known

coordinates.

Example 4.6 In this example, in addition to the wall loss of Example 4.5, the

effect of shadowing variance is added in the path-loss equation (4.24), i.e., σdB > 0.

Independent Monte Carlo trials are run and the coordinate of the tag is estimated in
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each trial. A one standard deviation covariance ellipse and bias performance of the

location estimates is then determined. The one-standard deviation covariance ellipse

is a useful representation of the magnitude and variation of the coordinate estimates

[113].

Solution: The covariance ellipse along with the bias performance is shown in

Fig. 4.5 and Fig. 4.6. In the Fig. 4.5, the tag is located at the center of the

network (at [2, 2]T m) and in the Fig. 4.6, the tag is located at the edge of the

network (at [3, 2]T m).

One of the most important lessons learned from this example is that the kernel-based

localization algorithms perform better than the MLE in terms of average RMSE. This

can be easily observed in Fig. 4.5 and Fig. 4.6, where the MLE coordinate estimates,

Fig. 4.5(e) and Fig. 4.6(e), suffer from both high bias and high variance. The

performance improvement for kernel-based localization algorithms can be explained as

follows. In the kernel-based methods, the estimated coordinate of a tag is a weighted

average of some function of the coordinates of the APs that are in range of the tag.

These weights are distinct for the distinct APs and each AP maintains a table of

its weights for all the other APs in the network. The determination of the weights

is different for different algorithms. Consequently, the APs that are on a particular

side of the wall would have lower weights for the APs that are on the other side. For

example, in Fig. 4.5 and Fig. 4.6, APs 1 and 2 have lower weights assigned to them

by AP 3 as compared to the weight assigned to AP 4.

On the other hand, maximum likelihood coordinate estimation algorithm assumes

a common statistical channel model for all the links in the network. Consequently,

when minimizing the overall error, the path-loss exponent, which signifies the slope of

the decay in RSS with respect to log-distance, is higher, similar to Example - 1. Since

all the links are weighted equally, this causes a high bias in the maximum likelihood

coordinate estimates, pointing away from the wall.

In summary, the advantage of the kernel-based localization algorithms over MLE

is that in the kernel-based algorithms the APs which naturally have significantly
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(a) LANDMARC (b) Gaussian Kernel

    













  














    













  














(c) Radial basis function (d) Linear signal-distance map

    













  














(e) Maximum Likelihood localization

Figure 4.5. Bias plot showing the mean (×) of tag location estimates over 500
trials for different localization algorithms. Actual tag location (!) is connected to
the mean location estimate (——). Plot also shows 1-σ covariance ellipse (−−−)
for the coordinate estimates. The APs (•) are at the corners of the grid. The tag is
located at the center of the network.
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(a) LANDMARC (b) Gaussian Kernel

    













  














    













  














(c) Radial basis function (d) Linear signal-distance map

     













  














(e) Maximum Likelihood localization

Figure 4.6. Bias plot showing the mean (×) of tag location estimates over 500
trials for different localization algorithms. Actual tag location (!) is connected to
the mean location estimate (——). Plot also shows 1-σ covariance ellipse (− − −)
for the coordinate estimates. The APs (•) are at the corners of the grid. The tag is
located at the edge of the network.
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different RSS values compared to the tag are weighted less compared to the other APs.

On the other hand, in maximum likelihood coordinate estimation, all the in-range APs

have equal weights when computing the likelihood ratio and thus, the APs which

have significantly different RSS values compared to the tag dominate the coordinate

estimates pushing the tag further away from its actual location.

4.5 Evaluation Using Measurement Data Set

In this section, we compare the performance of the different kernel-based localiza-

tion algorithms introduced and formulated in the previous sections. Performance is

quantified using two related measures:

• Bias : Bias is the difference between the average coordinate estimate (over many

trials) and the actual coordinate. In this chapter, we show the bias using a bias

plot, in which the actual coordinate and average coordinate estimate are plotted

together for each tag. Bias is a consistent error in the coordinate estimate.

• Root-mean squared error (RMSE): The RMSE is used to summarize both bias

and variance effects. The “squared error” is the difference between the coordi-

nate estimate and the actual location, squared, with units of m2. The RMSE is

then the square root of the average squared error (averaged over all tags in the

deployment). Bias and error variance are two components of RMSE. The two

together, quantified by RMSE, provide a good summary metric for quantifying

localization performance.

In the rest of this section, we describe the environment along with the processing

of the experimental data and the evaluation procedure for each data set.

4.5.1 Measurement Campaign Description

The measurement data consists of the pairwise RSS measured between 224 known-

location wireless APs deployed on a single floor of a hospital with an area of 16,700

square meters. These APs are wireless transceivers which operate in the 2.4 - 2.48

GHz frequency band and transmit at a constant power. The APs have a limited

range, and as such, the network formed by the deployed APs is not fully connected.
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Each AP has a limited set of neighboring APs to which it can hear and make RSS

measurements. The RSS values were collected for a period of 10 minutes during which

40 RSS measurements were collected for each measurable link.

Since there are no “tags” in the measurement data, we simulate an unknown

location tag using leave-one-out (LOO) procedure. In the LOO procedure, whenever

we need to “create” a known-location tag, we “change” an AP into a tag for purposes

of evaluation. We expect the RMSE for the leave-one-out procedure to be higher

than would be seen in deployed systems with tags. APs are deployed purposefully to

be spatially separated from one another, for purposes of achieving coverage with a

small number of APs. So when one AP is converted to a tag, its nearest neighboring

APs are relatively far from it, compared to the nearest neighbors of an actual tag

that would be used in the system when no APs were “left out.”

4.5.2 Evaluation Procedure

It was mentioned in Section 4.5.1 that the measurement data consist of pairwise

RSS between APs only. In order to simulate a tag measurement, we employ the

leave-one-out approach. As mentioned before, an AP is assumed as a tag and its

position is estimated based on the remaining APs in the deployment. When we refer

to a “tag” in this section, we mean the left-out AP which is used as a known-location

tag.

The RMSE for each particular tag is computed based on the RSS collected over a

period of 10 minutes. This procedure is repeated for all the APs in the deployment.

When reporting an average RMSE, we provide two numbers. First, we average over

all the tag (left-out AP) locations. Second, we average over just the APs in what we

consider to be the “sweet spot”, that is, APs in the middle of the largest section of

the floor plan shown by (∗) in Fig. 4.7. These APs should have lower bias because

they are not at the edge of the building and therefore the edge of the network. The

RMSE in the sweet spot provides intuition about location estimation in “good” areas,

while the RMSE for all APs provides the average error result.
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Figure 4.7. Coordinates of APs in the measurement analysis. The APs represented
by (∗) are said to be in “sweet spot” of the deployment.

4.5.3 Results

In this section, we present the results of applying the four kernel-based localization

algorithms, discussed in Section 4.3, on the measurement data set. Specifically, we

quantify the algorithms with the two related measures namely, 1.) bias, and 2.)

root-mean squared error.

4.5.3.1 Bias Results

Figure 4.8 shows the bias plot for the four kernel-based localization algorithms and

maximum-likelihood coordinate estimation. As mentioned before, bias is a consistent

error in the coordinate estimates. In addition, we compute the average bias for each

localization algorithm, which is shown in Table 4.5. We observe that the lowest bias is

observed for the signal-distance map localization algorithm. Specifically, the average

bias is 3.72 m. The coordinate estimates are more biased for the maximum-likelihood

coordinate estimation algorithm, with an overall bias of 5.41 m and 5.01 m for the

sweet spot region. Moreover, as one would expect, the average bias for the APs

located in the sweet spot of the deployment region is lower compared to the overall
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(e) Maximum Likelihood localization

Figure 4.8. Bias plot showing the mean (×) of location estimates of the APs when
it is emulated as a tag. In all the plots, actual AP location (•) is connected to the
mean location estimate (——). The APs in “sweet spot” are marked with (•) and
are inside the box.
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Table 4.5. Table showing the overall (O.A.) and sweet spot (S.S.) performance of
different localization algorithms for the real-world measurement data.

Algorithm Avg. bias (m) Avg. RMSE (m)
O.A. S.S. O.A. S.S.

LANDMARC 5.01 3.28 5.48 4.06
Gaussian Kernel 5.25 3.30 5.87 4.04

Radial basis function 4.16 2.75 4.87 3.53
Linear SDM 3.72 2.49 4.31 3.18

MLE 5.41 5.01 6.87 7.04

average bias.

4.5.3.2 RMSE Results

In most cases, the average RMSE provides a good metric for quantifying the local-

ization performance. The average RMSE results for different localization algorithms

are tabulated in Table 4.5. From the table, we observe that all the kernel-based

localization algorithms perform better than the MLE, which is a pure model based

approach. In fact, the linear signal distance map localization algorithm performs the

best with an overall improvement of 37% over the MLE, while the improvement is

55% for the APs in the sweet spot region.

4.6 Discussion and Conclusion

This chapter explores the advantages and features of a class of statistical learning

algorithms, called kernel methods, as used in RSS-based localization. Kernel methods

provide a simplified framework for localization without any a priori knowledge of

the complicated relationship between the RSS and position. Instead, these relation-

ships are encapsulated in parametrized nonlinear functions. Algorithms based on

kernel methods inherently account for spatial correlation in the RSS, which most

model-based approaches fail to capture. Kernel methods do not rely solely on a

database of training measurements, like RSS fingerprinting algorithms, which must

be measured very densely in space. In this chapter, a calibration scheme is presented
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which attempts to minimize the calibration requirements of kernel-based algorithms.

Specifically, in this scheme, training is performed simultaneously while the system is

online, using the AP pairwise measurements.

A simulation example of a simple four AP network is presented to provide better

understanding of kernel methods. The results show that the kernel-based algorithms

provide better location accuracy compared to the model-based algorithms, in terms of

average RMSE. This is because kernel methods provide an adaptive weighting scheme

for the APs. Within this weighting scheme, the APs that have significantly different

RSS values compared to the tag are weighted less compared to the other APs.

An extensive experimental evaluation is performed for all the kernel-based al-

gorithms and the MLE using a data set collected from a large hospital facility.

These real-world experimental results indicate that all four kernel-based algorithms

perform better than the MLE. In fact, the linear signal-distance map localization

algorithm has the best performance in terms of average RMSE. The linear signal

distance map localization algorithm has an overall RMSE reduction of 37% over the

MLE, while the RMSE reduction is as high as 55% for the “sweet spot” areas of the

deployment region. The complexities of the fading environment and the complicated

nature of the large-scale real-world deployment require more parameters than are

available to a single log-distance path-loss model. In particular, even though the

linear signal-distance map localization algorithm assumes a linear with respect to log

distance relationship for RSS, the parameters of the linear relationship are learned

and adapted locally to the RSS measured at each AP.

Another perspective of this analysis is that spatial correlation in the RSS can be

particularly useful in wireless localization. Typically, geographically proximate links

would encounter similar environmental obstructions and the shadowing loss suffered

on these links would be correlated. Better understanding of the area can be obtained

when considering spatial correlations. Kernel methods are a strong candidate because

the kernel in a kernel-based algorithm provides a spatial similarity measure. Addi-

tionally, kernel models are typically linear with respect to the parameters, allowing

good analytical properties, yet are nonlinear with respect to the RSS measurements.



CHAPTER 5

NETWORK DISTANCE: DISTANCE ESTIMATION

VIA MEASUREMENTS WITH NEIGHBORS

5.1 Abstract

Distance estimation between nodes is an important task for a large number of

applications in wireless ad hoc networks, e.g., localization and geographic routing.

In order to estimate distance between two nodes a and b, most distance estima-

tion algorithms use the direct link measurements made between a and b. In other

words, the distance between a and b was estimated only from the measurements

made between the nodes a and b. In this paper, we explore an alternate means of

estimating distance, using the measurements made by a and b with the neighboring

nodes. We call these measurements indirect link measurements and we call our

estimator a network distance estimator. In this paper, we motivate why indirect

link measurements contain relative information between the nodes and show, using

an extensive measurement campaign, that distance estimates between the nodes are

more accurate using indirect link measurements than using direct link measurements.

In fact, based on our experimental data the improvement in distance estimates can

be as high as 38% compared to the estimator that uses direct link measurements.

5.2 Introduction

A large number of applications of wireless ad hoc networks depend on the ability

to estimate distance between pairs of radio devices. For instance, range-based lo-

calization algorithms determine the location of the sensor devices using the distance

to a selected number anchor nodes [6]; many communication and routing protocols

use the knowledge of the distance to neighboring devices for routing of data packets

[28, 29, 30].
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When estimating the distance between two nodes, a and b, most sensor localization

systems use a direct link measurement between a and b, for example, the received

signal strength (RSS) between a and b [6, 34, 35, 36], or just whether a and b

communicate [31, 33, 32, 37, 38]. In this paper, we explore the capability to estimate

range between two nodes a and b from indirect link measurements, that is, the

measurements between nodes a and k, for k "= b, and between b and k, for k "= a.

We find, surprisingly, that the indirect link measurements alone enable better range

estimation between a and b than the direct measurement alone. The results should,

when indirect link measurements are available, enable improved performance for

range-based localization algorithms.

An advantage of a network distance estimator is that nodes a and b do not

need to be capable of peer-to-peer communication. For example, two cell phones

are not inherently capable of peer-to-peer measurements (without additional wireless

network interfaces) and thus cannot directly measure RSS-based range between them.

Network distance estimators provide an alternate to direct measurements - rather

than measuring signals from the other device, one may instead measure the state of

the RF environment at two locations, and use those to infer the distance between

the two positions. In fact, a single device may use network distance to discover or

estimate how far it has moved, perhaps as a (noisy) complementary measurement for

an inertial measurement system.

Most sensor localization systems are either (1) RSS fingerprinting based methods

[24, 42, 83] or (2) range-based methods which first estimate relative distance between

pairs of nodes and then estimate positions [75, 76, 77]. We note that RSS fingerprint-

ing methods use indirect link measurements to estimate each node’s position, but

cannot work without an extensive database of calibration measurements. The vast

majority of range-based methods use solely direct link measurements to estimate the

distance between pairs of nodes. Note that we include so-called “range-free” methods

which use direct link measurements of connectivity in this latter category.

This paper proposes to estimate the range between two radios using indirect link

measurements, but does not require a database of RSS fingerprints. In this sense, it
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partially bridges the gap between RSS fingerprinting and range-based methods.

This work is motivated by analyses of correlated shadowing which indicated the

usefulness of correlations in indirect link measurements [14, 15]. This work showed

that there are correlations in the shadow fading measured on proximate links, links

that travel through similar parts of space, and that those correlations actually reduce

lower bounds on localization variance. To achieve lower variance in practice, we

believe it is important to explicitly use the correlations in indirect link measurements

to estimate the relative positions of nodes.

In this paper, not only do we show that indirect measurements contain relative

location information, we also show that range estimates between two radios are more

accurate using the indirect link measurements only compared to using the direct link

measurements only. We certainly do not imply that a method should use one or the

other; direct and indirect measurements provide two sources of range estimates which

can be combined – but it is surprising to us that indirect measurements lead to better

range estimates.

The paper is organized as follows. In section 5.3 we present the work related to

range estimation from the literature. Next, in Section 5.4 we present the model for

distance estimation using indirect link measurements. In Section 5.5 we present an

intuition about the relationship between the proposed estimator and the geographic

distance. Next, in Section 5.6 we present a brief overview of the range estimators

that uses the direct link measurements. In Section 5.7, we describe our experimental

set up and in Section 5.8 we present the experimental results. Finally, in Section 5.9

we apply the proposed estimator to localization.

5.3 Related Work

A number of techniques for range estimation have been proposed in the literature.

When determining the distance between two devices a and b, most range estimation

algorithms use the direct link measurements between a and b, for example, the RSS

between a and b [6, 34, 35, 36], or just whether a and b communicate [31, 33, 32, 37, 38].

RSS-based range estimation algorithms use statistical channel models which relate
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measured RSS and distance. The most commonly used channel model is the log-

distance path loss model, which expresses the ensemble mean of the RSS in dB as

linear with the log of distance [19, 80, 14]. Suppose that we want to estimate the

distance between two devices a and b. Device a measures the RSS for the signal

transmitted by b (similarly b measures the RSS for the signal transmitted by a),

which we call the direct link RSS measurement. A standard estimator of distance is

the maximum likelihood estimator (MLE) which calculates what distance is “most

likely” given the direct link RSS measurement and the log-distance path loss model

[6, 88, 73].

In indoor or cluttered environment, however, RSS measurements deviate from

the model because they suffer from multipath fading, shadowing, and non-isotropic

antenna gain patterns, all of which cannot be known a priori [14, 15, 89]. Con-

sequently, systems relying exclusively on the measured RSS for distance estimation

remain inaccurate estimators.

Another possible way to obtain distance between the nodes is to first localize the

nodes, and subsequently, calculate the distance between the estimated coordinates.

To this end, finger printing based methods [24, 42], and multi-hop localization meth-

ods [31, 32] can be applied. However, the downside is that multi-hop localization

methods need a large number of anchor nodes and fingerprinting methods require a

large amount of calibration effort. The method we present in this paper does not

require localization as an intermediate step and calibration is also minimal.

5.4 Distance Estimation Model

In this paper, we consider estimation of distance d between two nodes a and b

with two modalities of the indirect link measurements, packet reception rate (PRR),

and binary connectivity, i.e., whether or not a pair can communicate reliably. We

generally call both measurements “connectivity” measurements, because the PRR

can be seen as a continuous valued measure of the connectivity.

In this paper, we discuss two types of distances - the dissimilarity in measurement

space, and the geographical distance. The “dissimilarity” is a quantification of how
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“far apart” one node’s connectivity measurements are from a second node’s connec-

tivity measurements. The dissimilarity is related to the geographical distance because

two nodes that are near to each other will have similar connectivity measurements

to other nodes in the network. These connectivity measurements are embedded as a

vector of higher dimensional space. Such an embedding is called Lipschitz embedding

[39, 40, 41]. Using the Lipschitz embedding, the important information about the

distance between the two nodes can be captured by the dissimilarity measure in

the embedding space. Our paper shows that using a nondecreasing function of the

dissimilarity provides an estimate of the geographical distance between the nodes.

We call the distance estimate using the nondecreasing function of the dissimilarity

the network distance estimate.

5.4.1 Framework for Network Distance Estimation

Before we describe the framework for the network distance estimation, we define

what we mean when two nodes are neighbors of one another. A node k is said to be a

neighbor of a node a if the link (a, k) between the two nodes is connected reliably, that

is the packet reception rate (PRR) on the link is greater than a threshold. In other

words, we quantify the reliability of the link with the ratio of the number of packets

a receiver node has received to the number of packets the transmitter node has sent

during a given time window. Within an ideal model for a wireless link, two nodes have

a PRR of one if they are within a communication range, and a PRR of zero if they

are outside the communication range (disconnected link). However, in real-world

radio communication, there is a wide range of distances at which 0 < PRR < 1

[114, 115, 116].

Let Ha represent the set of neighbors of device a excluding b and Hb represent

the set of neighbors of device b excluding a. Note that neither a nor b is a member

of either set Ha and Hb, since a device cannot communicate with itself, and the a

and b neighbor relationship is specifically excluded by definition, even if they can

communicate. We refer to the set K = Ha ∩Hb as the set of common neighbors. The

complementary set Kc contains:
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1. non-common neighbors, i.e., Ha⊗Hb, where ⊗ indicates set of XOR neighbors

- nodes which are neighbors of a or b but not both; and

2. non-neighbors, nodes that are neighbors of neither a nor b but are not a and b

themselves.

3. Nodes a and b themselves.

Let ra,k denote the PRR for packets received by node a and transmitted by node

k. Similarly, rb,k denotes the PRR measured by node b for the link (b, k). We define

the “dissimilarity” measure in the embedding space between the nodes a and b, δa,b

as,

δa,b =
∑

k∈Kc

|f(ra,k)− f(rb,k)|−
∑

k∈K

f(ra,k)f(rb,k), (5.1)

where f is a nondecreasing function of the PRR. We hypothesize that the dissimilarity

δa,b between the nodes a and b is useful for network distance estimation.

The function f in (5.1) transforms the packet reception rates to “weights” on the

links between nodes. The weights are assigned based on the reliability of the links.

The choice of the function f is, however, arbitrary. In this paper, we consider two

types of function f :

1. τ -connectivity :

f(r) =

{

1 if r > τ ,
0 Otherwise

(5.2)

2. τ -PRR:

f(r) =

{

r if r > τ ,
0 Otherwise

(5.3)

where 0 ≤ τ ≤ 1 is a threshold PRR.

When τ -connectivity is used, the function f assigns equal weights to all the links

that have PRR greater than τ . Consequently, (5.1) simplifies to:

δa,b =
∑

k∈Ha⊗Hb

1−
∑

k∈K

1, (5.4)

δa,b = |Ha ⊗Hb|− |K|,

which is equivalent to using neighbor counts for determining the dissimilarity δ.
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On the other hand if τ -PRR is used, it weighs the link to each node with the PRR

measured on the particular link. Consequently, neighbors that are closer to the nodes

are weighted more compared to the nodes that are far apart. Any PRR less than the

parameter τ is truncated to zero.

5.4.2 Discussion

We call the first term in (5.1),
∑

k∈Kc |f(ra,k)− f(rb,k)|, the “XOR connectivity”

between the nodes a and b. From the definition of the set K, the set Kc contains

non-common neighbors. If a non-common neighbor node k has a link with node a

with high reliability and does not have a connected link with node b, then one might

infer that nodes a and b are distant. In general, the first term essentially denotes the

“number” of non-common neighbors for the two nodes a and b.

In addition, the set Kc contains nodes k such that the PRR on both the links

(a, k) and (b, k) is less than the τ . In other words, links to these nodes k are highly

unreliable and such nodes k are distant from both the nodes a and b. The definition

of the weighing function f ensures that f(ra,k) = f(rb,k) = 0 and thus non-neighbors

do not contribute to the XOR connectivity term.

We call the second term in (5.1),
∑

k∈K f(ra,k)f(rb,k), the “AND connectivity” of

the nodes a and b. The similarity is caused by the common neighbors. For example,

assuming a uniform deployment of nodes, if two nodes are closer to one another, they

will have more common neighbors compared to the nodes that are distant. As the

distance between the nodes increases, the number of common neighbors decreases,

which makes the neighbor similarity to decrease.

5.4.3 Transforming Dissimilarity to Geographical Distance

As mentioned before δa,b gives an estimate of the dissimilarity between nodes a

and b and does not represent the geographical distance. It gives an estimate of “how

far” node b is from node a in a feature space. The feature space, in our analysis, is

given by the connectivity information of neighbor set for nodes a and b.

In order to transform the dissimilarities to geographical distances, we suppose that

we can define a non-decreasing function g : R+ → R+ which transforms the network
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distances δ into geographical distance d.

d̂ = g(δ) (5.5)

In the next sections we discuss the function g. In Section 5.5, we show that for

distances less than the range of the nodes, the function g can be approximated by a

polynomial of order one (affine function). In Section 5.8 we evaluate our choice for g

using an extensive real-world measurement data set.

5.5 Expected Neighbors with Distance

In this section we show that the estimated dissimilarity δ has an approximate

affine relationship with the geographical distance.

For the purposes of providing intuition about the relationship between dissimilar-

ity and geographic distance, we use some ideal channel assumptions. Let us assume

that sensors a and b have coverage radius R and are separated by distance d and other

sensors are deployed as a Poisson point process. With sensors assumed distributed as

a Poisson field, the expected number of other sensors (besides a and b) in an area is

λA, where λ is the average density of sensors per unit area, and A is the area. (Note

that in a Poisson field the existence of a and b does not affect the distribution of other

sensors.) We consider Fig. 5.1 and find Ao, the area of overlapping coverage, and An,

the area of single coverage either by a or b but not by both.

We can find the area Ao by doubling the area in the segment formed by the vertical

line in Fig. 5.1. For example, consider the area in the left-most circle that is also to

the right of the vertical line. The area in the segment is the the area in the sector

of the circle, minus the area in sector to the left of the vertical line. The area in the

sector is θR2. The area to be subtracted is two identical right triangles, each with

area d
4R sin θ. Note that trig identities give us:

θ = cos−1

(

d

2R

)

sin θ =

√

R2 − d2/4

R
(5.6)
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Figure 5.1. Two sensors (•) and their coverage areas, including the area of coverage
overlap.

Thus,

Ao = 2R2 cos−1

(

d

2R

)

− d
√

R2 − d2/4

Ao

πR2
= 2/π cos−1

(

d

2R

)

− 1

π

d

R

√

1− d2

4R2
(5.7)

Using (5.7), the normalized area An/(πR2) is given as:

An

πR2
= 2

(

1− Ao

πR2

)

. (5.8)

By Taylor’s series expansion, the normalized overlap area, Ao

πR2 , from (5.7) can be

written in a polynomial form as:

Ao

πR2
= 1− 4

π

d

2R
+

1

π

(

1− 1

3

)

d3

(2R)3
+

1

4π

(

1− 3

5

)

d5

(2R)5
. . .

For nonzero area of overlap, the value of d
2R is always less than one. Consequently,

ignoring the higher order terms, we get

Ao

πR2
≈ 1− 2d

πR
, (5.9)

which gives the first order approximation of the area of overlap. Similarly, using (5.8),

the first order approximation of the single coverage of non-overlap area is given as:

An

πR2
≈ 4d

πR
. (5.10)
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In Fig. 5.2, we plot the value of normalized areas of overlap and non-overlap for

a range of values of d
R . Also shown in Fig. 5.2 is the first order approximation of the

overlap and non-overlap area.

One may see from Fig. 5.2 that the area of overlap, Ao in (5.7), decreases nearly

linearly for d < R. Similarly, the area of non-overlap, An in (5.8), increases nearly

linearly for d < R. In addition, it can be seen from Fig. 5.2 that for d < R (5.9) and

(5.10) provides a good approximation to the true overlap area and true non-overlap

area, respectively.

When τ -Connectivity is used, the weighting function f assigns equal weights to all

the links and as such the dissimilarity δa,b is given by (5.4). Based on our assumption

about the nodes being distributed as Poisson field, the expected value of δa,b, E [δa,b]

is given as:

E [δa,b] = λAn − λAo.

Using (5.9) and (5.10) E [δa,b] can be approximated as
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Figure 5.2. The normalized areas of overlap and of non-overlap (one or the other
but not both) of two circles of radius R, when their centers are separated by distance
d. The plot also shows the first order approximation.
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E [δa,b] ≈ λπR2

(

6d

πR
− 1

)

.

We can normalize the E [δa,b] with λπR2, where λπR2 gives the average number of

nodes that are in range of the deployed nodes. We define the normalized E [δa,b] as:

E [δa,b]

λπR2
≈ 6d

πR
− 1 (5.11)

In Fig. 5.3, we plot the value of normalized E [δa,b] /(λπR2) for a range of values of

d
R . We see that for d < R, the E [δa,b] /(λπR2) has an approximate affine relationship

with d
R .

5.6 Prior Range Estimation Algorithms

In this section, we briefly describe distance estimation commonly used in the

literature. We first describe algorithms that use direct link measurements alone

for distance estimation. Next, we present an alternate algorithm, based on the

localization algorithms from the literature, that uses the indirect link measurements

alone for distance estimation.

We begin with the description of direct link distance estimation algorithms.
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Figure 5.3. The normalized values of E [δa,b] /(λπR2) as a function of d/R. The plot
also shows the first order approximation.
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5.6.1 Direct Link Distance Estimation

In this section, we present a brief description of how traditionally distance is

estimated using the direct link measurements between the nodes. There are two well

known direct link measurement distance estimators that are commonly used in the

literature, namely:

1. Constant per-hop (CPH) distance estimator,

2. RSS-based distance estimator.

In this section, we briefly describe how the distance is estimated in both distance

estimators.

5.6.1.1 Constant Per-Hop (CPH) Distance Estimator

Constant per-hop distance estimator is one of the simplest estimators of the

distance between two nodes. In this estimator, distance estimate between two nodes

is determined based on the number of hops in the shortest path between them. For

instance, if two nodes a and b are one-hop away (i.e., directly connected), then the

distance estimate between the two nodes is equal to a constant, ideally the average

distance between all one-hop nodes in the network. If a node c is two hops away from

the node a then the distance estimate between a and c is twice the one-hop distance

constant. This type of distance estimator is commonly used in methods that use hop

count information for distance estimation, e.g., DV-hop [31].

5.6.1.2 RSS-based Distance Estimator

In addition to connectivity, which is used in the CPH distance estimator, the other

common direct link measurement used in distance estimation is RSS [6, 88, 73]. One

such estimator that uses RSS was introduced in Section 5.3 - the maximum likelihood

estimator (MLE) of distance. The expression for the MLE distance estimator, d̂MLE
a,b ,

for the link (a, b) is given as [73]:

d̂MLE
a,b = ∆010

Π0−ψa,b
10np , (5.12)

where ψa,b is the RSS (in dB) measured on the link (a, b), Π0 is the RSS measured

at a unit distance of ∆0 and np is the path loss exponent. The RSS ψa,b is the direct
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link measurement between the nodes a and b and the MLE distance estimate d̂MLE
a,b

depends only on the direct link measurement ψa,b.

It is known that the estimator given by (5.12) is a biased estimator with a

multiplicative bias factor [88]. A bias-corrected estimator of the distance is [88, 73]:

d̂BC
a,b =

1

C
d̂MLE
a,b , (5.13)

where

C = exp

(

0.5

(

σdB ln 10

10np

)2
)

,

is the bias correction and σdB is the standard deviation of RSS model error.

5.6.2 Neighbor Connectivity-based Distance Estimator

In this section, we describe an alternate estimator which uses indirect link mea-

surements to estimate the distance between two nodes. We call this estimator neighbor

connectivity (NC)-based distance estimator.

For every pair of node a and b, we define a connectivity matrix Ca,b, which

represents the connectivity information of the nodes in a “neighborhood” set Sa,b =

Ha ∪Hb ∪ {a, b}. Specifically, Ca,b is a |Sa,b| × |Sa,b| matrix whose the (i, j) element

Ca,b(i, j) = 1, if the ith element of Sa,b is connected to the jth element of Sa,b; and

∞, otherwise. In addition, since the emphasis is on an alternate estimator using the

indirect link measurements, we do not consider nodes a and b to be connected in Ca,b.

The matrix Ca,b can be viewed as connectivity information between the nodes a

and b in a higher dimensional space, R|Sa,b|. The distance between the nodes a and b

is then determined by computing the Euclidean distance between the representation

of the nodes in a lower dimensional space (e.g., 2D or 3D). We use Isomap [117] to

determine the 2D representation of the nodes a and b, xa and xb respectively, from

the connectivity matrix Ca,b. Figure 5.4 shows the block diagram of the distance

estimation in the neighbor connectivity-based distance estimator. The last block of

normalization is needed because the coordinates xa and xb are the coordinates in an

arbitrary embedding space.
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Figure 5.4. Block diagram showing the distance estimation in neighbor connectivi-
ty-based distance estimator.

5.7 Experimental Setup

In this section, we describe our measurement environment and the experimental

setup.

5.7.1 Measurement Campaign Description

An extensive measurement campaign is performed in which 224 wireless nodes are

deployed at known locations on a single floor of a hospital, spanning over an area of

16,700 square meters, as shown in Fig. 5.5. These nodes are IEEE 802.15.4 wireless

transceivers which operate in the 2.4 - 2.48 GHz frequency band and transmit at

a constant power. The nodes have a limited transmission range, and as such, the

network formed by the deployed nodes is not a fully connected network. Each node

has a limited set of neighbors. Measurements are made for a period of 10 minutes at

9:15 am on a weekday. During the experimental time each node transmits 40 times.

Each time a node correctly demodulates a packet, it records its RSS and counts it has

successfully received packets from that transmitting node. The packet reception rate

(PRR) is calculated as the total number of received packets from that transmitter

divided by 40. We also compute the average RSS over all successfully received packets

from that transmitting node. The measurements are collected at a central server for

analysis. In this measurement campaign, we know the actual locations of the nodes

and, thus, we can determine the actual geographical distance d between every pair of

nodes.

Note that for the purpose of determining network distance, the deployed nodes

need not have the capability of measuring RSS. All we need is the connectivity

information for the network distance. However, in this measurement campaign we

have collected RSS measurements to compare the performance of connectivity-based
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Figure 5.5. Coordinates of the sensors (•) in the measurement campaign.

distance estimation to RSS-based distance estimation.

5.7.2 Experimental Procedure

The experimental procedure involves estimating the geographic distance between

the pairs of nodes. For every link (a, b), we compute the dissimilarity δa,b using (5.1)

and the network distance estimate d̂a,b using (5.5). We evaluate the performance of

the distance estimation in terms of the mean square error (MSE) defined as:

MSE =
1

L

∑

a,b

(

da,b − d̂a,b
)2

, (5.14)

where L represents the total number of links for which we are estimating the distance

and da,b and d̂a,b represent the actual and estimated geographical distance between

the nodes a and b, respectively. The MSE is an average error in m2 and, conse-

quently, represents the average “area error.” For applications like target tracking and

localization, area error is often very indicative of the cost of the distance error – it
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is proportional to the area which must be searched when looking for the object or

person being located.

We do not propose that the network distance estimator will have the same ac-

curacy for all links. As two nodes are further apart, as shown in Section 5.5, the

dissimilarity δ changes slowly with distance, and thus we expect that the distance

estimates based on δ will be less accurate. To study this effect, we introduce a

parameter γ which we call the PRR limit. In other words, we will be estimating

distance only for links with PRR > γ.

Intuitively, as the value of the PRR limit γ increases the number of links that

have PRR > γ would decrease. In Fig. 5.6, we plot the percentage of connected

links that have a PRR > γ for different values of γ. We observe from Fig. 5.6 that

as γ increases, the percentage of connected links that have PRR > γ, in general,

decreases. From Fig. 5.6 we observe that about 89% of the connected links have a

PRR > 0.1 and 71% of the links have a PRR > 0.6, which also goes to suggest that,

in our measurement data set, there are not many links with 0.1 < PRR < 0.6.

In Fig. 5.7, we plot the average number of non-common and common neighbors

         






















 






















Figure 5.6. Percentage of connected links that have PRR > γ for different values of
γ.
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Figure 5.7. Average number of (a) non-common and (b) common neighbors of the
pairs of nodes, such that the link between the nodes have PRR > γ, for different
values of γ and τ .
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of node pairs, which have PRR > γ for different values of γ and τ . We observe

from Fig. 5.7 that, in general, as the value of γ increases, the average number of

non-common neighbors between the pair of nodes decreases. In addition, the average

number of common neighbors between the pair of nodes increases. This signifies that

as the value of PRR limit γ increases, the links for which we are estimating network

distances, on average, becomes smaller.

We have already used τ in (5.2) and (5.3) as a threshold for connectivity and for

the weight function f . In essence, τ is a parameter of our distance estimator which

determines the set of neighbors for the nodes, which in turn affects the performance of

the distance estimator. Increasing the number of links for which we estimate distance

by increasing γ will also affect average performance, since the additional links may

perform better or worse in our algorithm. By using γ as a separate parameter from

τ , we may separately study the performance both as a function of parameter values

and the number of links.

An advantage of studying network distance as a function of PRR limit γ is

that it allows us to study and evaluate the performance of the network distance

estimator for all one-hop links. In addition, it allows us to compare the performance

of the network distance estimator with the direct link measurements-based estimators

which estimates distances primarily for links that are one hop separated. However,

as mentioned in Section 5.2, the network distance estimators can also be used in

estimating distance in systems not capable of peer-to-peer communication. In order

to study the performance of network distance estimator in such systems, we need a

parameter different from γ.

To study network distance for systems, where peer-to-peer communication is not

possible, we introduce a parameter ρa,b for every link (a, b) which we call the neighbor

ratio and defined as,

ρa,b =
|Ha ∩Hb|
|Ha ∪Hb|

, (5.15)

where 0 ≤ ρa,b ≤ 1. In other words, we will be estimating distance between nodes

a and b that have ρa,b greater than a threshold ρ. The motivation of using common

neighbors in (5.15) is based on the observation of Section 5.5 that as two nodes are
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further apart, the number of common neighbors decreases and at sufficiently large

distance becomes zero.

5.8 Results

In this section, we investigate and evaluate the performance of the network dis-

tance estimator. In addition, in this section, we compare the performance of the

network distance estimator with estimators that use only the direct link measurements

and the network connectivity-based estimator described in Section 5.6.

The organization of this section is as follows. We first validate the affine ap-

proximation for the function g(·) in (5.5) using the one-hop link measurement data.

Next, we analyze the performance of the network distance estimator as a function

of the parameter τ and number of links. Then, we compare the performance of

network distance estimator with the existing estimators described in Section 5.6 by

estimating the distance for one-hop links. Next, we compare the performance of the

network distance estimator for estimating the distances of nodes that are separated by

two hops. Finally, we investigate the performance of the network distance estimator

for systems in which peer-to-peer communication is not available.

5.8.1 Experimental Validation of Affine Approximation

We have proposed in Section 5.5 that the dissimilarity δ can be converted into

network distance estimate d̂ using a polynomial function transformation. In addition,

we have proposed that for one-hop distances (or distances less than or equal to the

communication range of the nodes) the polynomial function can be approximated as

an affine function, i.e., a polynomial of order one.

In this subsection, we will evaluate the affine approximation of the relationship

between the dissimilarity δ and geographic distance using the measurement data

set. Specifically, using the measurement data set, we will demonstrate that the

dissimilarity between the nodes that are one-hop away has an affine relationship

with the actual geographic distance between the deployed nodes. For the purposes

of analysis in this subsection, we will evaluate the distance of the one-hop links that

have PRR limit γ = 0.5. In addition, the value of the parameter τ in (5.2) and (5.3)
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is τ = 0.5.

In Fig. 5.8, we plot the dissimilarity δ with respect to the actual geographical

distance d. Figure 5.8(a) shows the plot when τ -connectivity is used as the weighting

function, while Fig. 5.8(b) shows the plot of τ -PRR as weighting function. Also shown

in both the figures is the least-squares linear regression line between δ and d.

To investigate further we determine the network distance estimate d̂ from δ for

different polynomial orders. Particularly, for every order of the polynomial, we

determine the polynomial coefficient values using the polynomial regression between
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Figure 5.8. Scatter plot of δ computed with (a) τ -connectivity and (b) τ -PRR vs.
actual geographical distance d (◦). Also shown is the least-squares linear regression
line (a) d = 0.48δ + 10.05 and (b) d = 0.60δ + 9.67.
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the actual geographical distance d and the computed dissimilarity δ. Using these

coefficient values, we transform the dissimilarity δ into network distance estimate d̂.

To measure the performance of each polynomial order, we compute the MSE between

the actual geographical distance d and estimated network distance d̂ using (5.14) for

different orders of the polynomial. In Fig. 5.9, we plot the relative MSE for different

orders of the polynomial.

From Fig. 5.9 we see that the MSE for higher orders of the polynomial is almost

the same as the MSE for the first order polynomial. In other words, Fig. 5.9 indicates

that the relationship between the geographical distance and the dissimilarity can be

well captured by a polynomial function of order one (an affine function). Increasing

the order of the polynomial does not significantly reduce the MSE compared to the

affine approximation. In addition, higher order polynomials increase the number of

parameters, which may result in overfitting [107]. Thus, based on this experiment, we

believe it best to model the relationship between the dissimilarity δ and geographical

distance d as affine.
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Figure 5.9. MSE vs. model order.
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5.8.2 Analysis of Network Distance

In this section, we present an analysis of the network distance as a function of

the parameter τ . In addition, in this section, we will investigate the performance

of the network distance for different “kind” of links. We classify the links based on

their PRR and choose the links using the tuning parameter γ. For instance, if γ = 0,

then we are considering links between the node pairs that received a packet even once

between them. On the other hand, links with PRR > γ = 0.5 corresponds to those

links for which the receiver nodes received packets at least 50% of the time.

We divide the analysis of this section into two parts, namely

1. Analysis as a function of τ for a specific PRR limit, γ. This analysis would

signify the dependence of the network distance on τ for the same set of links.

2. Next, we assume a fixed value of τ , and study the performance of the network

distance for different kinds of links, i.e., study how the performance varies when

the link reliability changes.

5.8.2.1 Analysis as a Function of τ

We begin the analysis by first determining the links between the pairs of nodes

that have PRR > γ. For these pairs of nodes, we determine the dissimilarity δ

using (5.1) and then determine the network distance d̂ using (5.5) with g(·) an affine

function. We determine the network distance d̂ for different values of τ . In Fig. 5.10

we plot the performance of the network distance estimates as a function of τ for

γ = 0.1, γ = 0.3, γ = 0.5, γ = 0.7 and γ = 0.9. Figure 5.10(a) shows the plot with

τ -Connectivity weighing function while Fig. 5.10(b) shows the plot when τ -PRR

weighing function is used.

The performance curves in Fig. 5.10 shows that for high τ , the MSE increases,

indicating the reduction in the performance. This is expected because when the value

of τ increases, we essentially are reducing the number of contributing common and

non-common neighbors in (5.1) while estimating the dissimilarity δ. In fact, Fig. 5.10

indicates that using the indirect link information from the so called “unreliable”

neighbors can help in improving the network distance estimation.
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Figure 5.10. MSE of network distance estimate vs. τ for different values of the PRR
limit γ. In (a) τ -Connectivity weighing function is used while in (b) τ -PRR weighing
function is used.



113

Another observation that one can make is that when τ > 0.6, the increase in

the MSE is more steep compared to that when τ < 0.6. To investigate this issue,

we divide the PRR range into 10 equally spaced bins and determine the number of

links in each bin. In Fig. 5.11, we plot the normalized number of links in each PRR

bin, where the normalization is done such that the number of links in all the 10 bins

sum to one. From Fig. 5.11, we observe that in the PRR range of 0 < PRR < 0.6,

there are not many links compared to the links with PRR > 0.6. Consequently, for

0 < τ < 0.6, ignoring links while computing the network distance does not seem to

have a drastic effect on the MSE performance.

5.8.2.2 Analysis for Different Link Reliability

From Fig. 5.10 we also see that, for a particular value of τ , as the value of γ

decreases the MSE increases. A decrease in γ signifies that we are estimating path

lengths of the links that have low reliability (lower PRR) as well. For instance, when

γ falls from 0.5 to 0.2, it means that in addition to the links that have a PRR > 0.5,

we are estimating path lengths of the links that have a 0.2 < PRR < 0.5. A lower
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Figure 5.11. Normalized number of links in each PRR bin. The normalization is
done such that the sum of the links in all the bins is one.
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value of γ signifies that on average we are considering links that have a poor reception,

which could be because of either increase in the fading or interference on the links or

increase in the distance between the node pairs [114], [115]. This section is a study

of the PRR limit γ on the performance of network distance estimator.

In Fig. 5.12 we plot the MSE of the network distance estimates for the links with

PRR > γ for a range of values of γ. While computing the network distance, we have

assigned the value of τ = 0.2.

From Fig. 5.12 we confirm that the MSE is a monotonically varying function of γ.

In addition, we observe that there is a sharp decrease in the MSE when γ increases

from γ = 0 to γ = 0.1. In fact, compared to γ = 0, when γ = 0.1, the MSE decreases

by almost 30%. On the other hand, the decrease in MSE from γ = 0.1 to γ = 0.9 is

about 18%, an average decrease of about 2.3% per step size of γ.

The results in Fig. 5.12 show that the performance of the network distance estima-

tor is, in general, high for links that have high PRR. In our measurement campaign,

we see that when we do not consider links with 0 < PRR < 0.1, the MSE improves

by 30%. On the other hand, when we remove the links with 0.6 < PRR < 0.7, the

        



























 






Figure 5.12. MSE vs. PRR limit γ.
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MSE does not have a significant change.

5.8.2.3 Discussion

The analysis of this subsection shows that τ and γ have opposite effects on the

network distance performance. The performance of network distance benefits when

we consider the PRR on the “indirect” links for estimating the distance. On the other

hand, the network distance estimates are not so accurate for nodes which have low

“direct” link PRR.

The analysis of the performance of network distance estimator with respect to

PRR limit γ shows that higher values of γ is desirable. However, setting a higher

PRR limit would also mean that we are estimating distance for fewer links in the

network, which is not desirable in applications like localization. However, from the

analysis we find that a severe degradation in the performance occurs for links whose

0 < PRR < 0.1. Consequently, for the rest of this section, we set γ = 0.1, i.e.,

we consider links which have PRR > 0.1. Increasing γ does not offer a significant

improvement in the performance, but decreases the number of links for which we

estimate distances.

5.8.3 Comparison of Network Distance with Other
Distance Estimators

In this subsection, we compare the performance of the network distance estimator

with the prior distance estimators from the literature, briefly outlined in Section 5.6.

Specifically, we compare the performance of the network distance estimator with

1. Neighbor connectivity (NC)-based distance estimator,

2. Constant per-hop (CPH) distance estimator,

3. RSS-based distance estimator.

5.8.3.1 Comparison with Neighbor Connectivity
(NC)-based Distance Estimator

In Fig. 5.13, we compare the CDF curves of the squared error for network distance

estimators with respect to the NC-based distance estimator. Following the curve for
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Figure 5.13. CDF plots of the squared errors for network distance estimators
(τ -connectivity and τ -PRR), Neighbor connectivity (NC)-based distance estimator,
constant per-hop (CPH) distance estimator and RSS-based distance estimator.

NC-based distance estimator, we observe that in NC-based distance estimator 90% of

the squared errors lie below 64.23 m2. In comparison, the network distance estimators

have 90% of the squared errors lying below 54.76 m2 for τ -connectivity and 54.28

m2 for τ -PRR, an improvement of about 15% compared to the NC-based distance

estimator. The MSE results are tabulated in Table 5.1. In general, the τ -connectivity

decreases the MSE by 20.5% compared to that of NC-based distance estimator. In

addition, the τ -PRR decreases the MSE by 23% compared to the NC-based distance

estimator.

5.8.3.2 Comparison with Constant Per-Hop
(CPH) Distance Estimator

In Fig. 5.13, we show the performance comparison of the network distance esti-

mators with respect to the CPH distance estimator. Figure 5.13 shows that in the

CPH distance estimator, 90% of the squared errors in the distance estimates lie below

65.76 m2, an increase of about 17% compared to the network distance estimators. The
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Table 5.1. Table showing the MSE of the distance estimates between nodes that are
one hop separated for different algorithms.

Estimator MSE (m2) % decrease % decrease % decrease
from NC-based from CPH from RSS-based

τ -connectivity 26.01 20.5% 24.5% 36.5%
τ -PRR 25.30 22.7% 26.6% 38.2%

NC-based 32.71 - - -
CPH 34.46 - - -

RSS-based 40.96 - - -

MSE results are shown in Table 5.1. In general, in comparison with the CPH distance

estimator, the network distance estimator using τ -connectivity decreases the MSE by

24.5%, while the decrease in MSE using the network distance with τ -PRR is 27%.

The constant average distance estimator is in a way linked to the network distance

estimator. Specifically, the constant average distance estimator is equivalent to using

a zero-order polynomial, i.e., a constant, to transform the dissimilarity to network

distance estimate d̂. In other words, when using a zero-order polynomial for g(·),

every distance estimate is the same. Since, in this subsection, we are estimating the

distance of only the one-hop links, the distance estimate is constant for all links.

5.8.3.3 Comparison with RSS-based Distance
Estimator

In Fig. 5.13 we compare the RSS-based distance estimator given by (5.13) with the

network distance estimators. It can be seen that the network distance estimators, both

τ -connectivity and τ -PRR, outperform the RSS-based direct link distance estimator.

In fact, in the RSS-based distance estimator, 90% of the squared errors are less than

90.14 m2, which is about 40% increase from the network distance estimators. In

Table 5.1, we also show the MSE of the RSS-based distance estimator. In general,

our network distance estimators reduce the MSE by as much as 38%.
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5.8.4 Distance Estimation Between Two-Hop Nodes

In many applications one needs to determine the distance between the nodes that

are not connected. One such application is multi-hop localization, where we need to

estimate distances to other nodes or anchors which are not in direct communication

range.

A commonly used way of determining the distance between two nodes a and

b, which are not in the communication range of each other, is to approximate the

geographical distance between the nodes with the distance along the shortest path

between the nodes a and b [31, 38, 33, 118]. However, the shortest-path distance

approximation does not work well for nodes that are far away, i.e., spanning over

multiple hops. Also, the errors in the distance estimation accumulate over multiple

hops. In general, it has been found that the shortest-path approximation works well

for nodes that are separated by two hops [37]. In this section, we will evaluate the

performance of the network distance for estimating the distance between the nodes

that are two hops away.

An important feature for the network distance estimators is that if we need to

estimate the distance between nodes that are two hops separated, we need not use the

shortest-path approximation. This is because while estimating the network distance

we do not use direct link measurements. Network distance estimators use the indirect

link measurements i.e., measurements with the neighbors of the nodes a and b. So

even for nodes a and b that are separated by two hops, there are nodes that are

common, and non-common, neighbors to a and b.

5.8.4.1 Validation of Affine Approximation
for Two-Hop Links

We first begin with demonstrating that even for estimating the distances between

the nodes that are separated by two hops, the affine relationship between dissimilarity

and geographical distance holds. This can be seen in Fig. 5.14 which shows the scatter

plot of the dissimilarity δ with the actual geographical distance between the nodes

that are two hops apart. Also shown in Fig. 5.14 is the polynomial regression line

for both the τ -Connectivity and τ -PRR weighing functions. Similar to the analysis



119

(a)
0 5 10 15 20 250

10

20

30

40

50

60

70

80

Network Distance, δ

D
is

ta
nc

e 
(m

)

 

 

Measured
Model

(b)
0 5 10 15 20 250

10

20

30

40

50

60

70

80

Network Distance, δ

D
is

ta
nc

e 
(m

)

 

 

Measured
Model

Figure 5.14. Scatter plot of δ computed with (a) τ -Connectivity and (b) τ -PRR vs.
actual geographical distance d (◦). Also shown is the least-squares linear regression
line (a) d = 0.72δ + 14.90 and (b) d = 0.91δ + 14.02.
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Figure 5.15. MSE vs. model order for computing distance between nodes that are
two hops away.

of Section 5.8.1, we assume τ = 0.5 and γ = 0.5 for the plots in Fig. 5.14.

In addition, in Fig. 5.15 we plot the MSE between the network distance estimate

using δ for different polynomial orders. We can see from Fig. 5.15 that for higher

order polynomial (i.e., orders greater than one), the MSE does not change signifi-

cantly. Thus, we can say that the first order approximation (affine approximation)

between dissimilarity and geographical distance holds true even for two-hop distance

estimation.

5.8.4.2 Comparison with Other Distance Estimators

In this section, we compare the performance of the network distance estimators

for the two-hop links with the direct-link estimators, presented in Section 5.6. Before

we begin the comparison with direct-link estimators, we plot the performance of the

network distance estimators as a function of τ . As in Section 5.8.2, we assume the

links which have a PRR > 0.1 as connected. In Fig. 5.16, we plot the MSE of the

network distance estimators for estimating distance between nodes that are two hops

separated as a function of τ .

As with the one-hop links, the network distance estimators benefit from low values
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Figure 5.16. MSE of network distance estimates vs. τ for links that have PRR > 0.1.

of τ . Compared to the one-hop links (Fig. 5.10), where the minimum MSE occurs

at τ = 0.2, for the two-hop links the minimum MSE occurs at τ = 0. The reason

for the decrease in the value of optimum τ is that the nodes that are separated by

two hops would, in general, have fewer common neighbors. Consequently, with the

increase in the value of τ , there would be fewer common neighbors, compared to

the non-common neighbors. Consequently, the dissimilarity δ for such nodes would

be predominantly given by the non-common neighbors, , which would be in the

saturation region (Fig. 5.2 for Distance/R > 1).

In Fig. 5.17 we compare the network distance estimators with the prior estimators

outlined in Section 5.6. In the constant per-hop distance estimator and RSS-based

distance estimator, the distance between the two-hop nodes is approximated by the

sum of the distance along the shortest-path between the two nodes.

We can see from Fig. 5.17 that the network distance estimators perform consis-

tently better than all the prior distance estimators including the constant per-hop

distance estimator, the RSS-based distance estimator and the neighbor connectivity

(NC)-based distance estimator. Specifically, we observe that in constant per-hop
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Figure 5.17. CDF plot of the squared errors for network distance estima-
tors (τ -connectivity and τ -PRR) and direct-link measurement estimators (constant
per-hop and RSS-based). The error is computed for distance estimation between
nodes that are two hops separated.

distance estimator, 90% of the squared error is less than 202.07 m2, while for the

RSS-based distance estimator, 90% of the squared error is less than 386.98 m2. In

addition, in the case of NC-based distance estimator, 90% of the squared errors lie

below 191 m2. Compared to these prior distance estimators, the network distance

estimator using τ -connectivity has 90% of the squared errors less than 148.23 m2.

Similarly, the network distance estimator using τ -PRR has 90% of the squared errors

less than 139.33 m2.

The average performance in terms of the MSE is shown in Table 5.2. In general,

we observe that the network distance estimator reduces the MSE by much as 27%

compared to the constant per-hop (CPH) distance estimator, while the decrease in

the MSE compared to the neighbor connectivity-based distance estimator is as high

as 25%. In addition, the reduction in the MSE compared to the RSS-based distance

estimator is as high as 59%.
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Table 5.2. Table showing the MSE of the distance estimates between nodes that are
two hops separated for different algorithms.

Estimator MSE (m2) % decrease % decrease % decrease
from NC-based from CPH from RSS-based

τ -connectivity 64.74 23% 25% 58%
τ -PRR 63.15 25% 27% 59%

NC-based 83.70 - - -
CPH 86.29 - - -

RSS-based 153.75 - - -

5.8.4.3 Comparison with Shortest-Path of One-Hop
Network Distance

Another way of determining the distance between the nodes that are two hops

separated is to use the sum of one-hop network distance along the shortest path

between the node pairs. In this subsection, we determine if using the two-hop network

distance estimates is better than finding the shortest path from one-hop network

distance estimate graph.

In Table 5.3, we tabulate the MSE for both ways of estimating network distance

between the nodes that are two hops separated, namely, (a.) two-hop network distance

and (b.) shortest-path from one-hop network distance graph. We observe that two-

hop network distance performs almost the same as the shortest-path from one-hop

network distance graph. In fact, the two-hop network distance is just about 2% better

than the shortest-path from one-hop network distance graph.

This is a motivating result and can be desirable in applications like localization

Table 5.3. Table showing the MSE of the distance estimates between nodes that are
separated by two hops for two possible network distance estimates.

Network Distance τ -connectivity τ -PRR
two-hop 64.74 m2 63.15 m2

shortest-path from 66.05 m2 65.15 m2

one-hop graph
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because we need not perform a separate calibration for one-hop and two-hop links.

Note that the affine function parameter values for transforming dissimilarity δ to

network distance d̂ are different for the one-hop links and the two-hop links. One

can estimate distance for only one-hop links and use a shortest path algorithm to

estimate the distances for two-hop links without a significant affect on the network

distance estimator performance.

On the other hand, in applications like mapping of mobile devices where the

information that the nodes a and b are one hop away or two hops away is not available,

we can still get a reliable network distance estimate by considering the dissimilarity

between a and b and as long as there are some common neighbors between a and b.

We, however, leave this analysis for future work.

5.8.5 Distance Estimation for Non-Peer-to-Peer Systems

In this subsection, we present an analysis of the performance of the network

distance in a system not capable of peer-to-peer communication. Specifically, this

subsection is a study of the conditions required on the neighbor ratio ρa,b for a reliable

estimate of network distance.

In order to evaluate the performance of the network distance as a function of ρa,b,

we divide the range of ρa,b into ten equally spaced bins and for each bin determine

the links (a, b) whose ρa,b lie the bin. In Fig. 5.18 we plot the MSE of the network

distance estimates for each bin of ρa,b.

From Fig. 5.18, we observe that as ρa,b increases, the MSE of the distance es-

timators decreases. An increase in the value of ρa,b means that relative to the

number of total neighbors, the number of common neighbors between two nodes

a and b increases, which in turn means that the node pairs are closer to one another.

Consequently, the distance can be better estimated, which explains why the MSE

decrease when ρa,b increases.

In addition, we observe that dramatic improvement in the MSE occurs when

0 < ρa,b < 0.1 increases to 0.1 < ρa,b < 0.2. Increasing the neighbor ratio beyond

ρa,b = 0.2 does not have a dramatic improvement in the network distance estimates.

As such, we observe that there is a knee of the curve at ρa,b = 0.1. We propose that
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Figure 5.18. MSE of the distance estimators for each ρ bin.

the threshold value ρ required for a reliable network distance estimate is ρ = 0.1. In

other words, the number of common neighbors that are required for reliable network

distance estimates should be at least 0.1 times the number of total neighbors of the

two nodes.

Finally, we compare the performance of the network distance estimator with other

distance estimators outlined in Section 5.6. In Table 5.4 we tabulate the MSE of the

distance estimates for the links that have ρa,b > ρ = 0.1. We see that for links (a, b)

with ρa,b > 0.1, the network distance estimators, which have no knowledge about the

direct link measurements between a and b, perform better than the estimators which

have the direct link measurements between the nodes a and b. Specifically, compared

to CPH distance estimator, the network distance estimators reduce the MSE by as

much as 34%, while compared to RSS-based distance estimator, the reduction in the

MSE is as high as 55%. In addition, even compared to a prior distance estimator

that uses the indirect link connectivity measurements between a and b, the network

distance estimator reduces the MSE by as much as 25%.
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Table 5.4. Table showing the MSE of the different distance estimators for the links
that have ρa,b > 0.1.

Estimator MSE (m2) % decrease % decrease % decrease
from NC-based from CPH from RSS-based

τ -connectivity 32.47 19% 29% 52%
τ -PRR 30.12 25% 34% 55%

NC-based 39.94 - - -
CPH 45.47 - - -

RSS-based 67.21 - - -

5.9 Localization Using Dissimilarities

The results we have presented in the previous section show that the network

distance estimate d̂ performs better than the existing methods in the literature.

Specifically, the proposed network distance estimator performs 27% better than the

constant per-hop distance estimator for estimating one-hop distance. Constant per-

hop distance estimator is commonly used in connectivity based algorithms, e.g.,

DV-hop [31]. In addition, the proposed network distance estimator outperforms the

RSS-based distance estimation by reducing the MSE by 38% compared to the MSE

of the RSS-based estimator.

Once dissimilarity is transformed into network distance, one could use it in dif-

ferent applications, e.g., localization. However, the transformation of dissimilarity

δ to network distance estimate d̂ requires estimation of the polynomial coefficients,

which, if unknown for the environment of deployment, requires a priori environmental

knowledge or calibration effort. In this section, we investigate if we can directly use

the dissimilarity estimates δ, bypassing the intermediate step of transforming the

dissimilarity to network distance estimates.

For our purposes of evaluation, we choose one of the most commonly used local-

ization algorithms in the literature, namely MDS-MAP (a.k.a Isomap) [38, 37, 117,

119, 120]. One of the motivating features of using Isomap for our evaluation is that in

Isomap, the distance estimates between nodes need to be proportional to geographical

distance estimates, but may have an arbitrary unknown proportionality constant. It
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produces a relative map but not an absolute map of the nodes. A postprocessing step

is usually needed wherein all coordinate estimates are transformed (rotated, scaled

and translated) by the transformation that makes the coordinate estimates of the

known location nodes best match their a priori known coordinates in a least-squares

sense. Because of the scaling in this postprocessing step, the distance estimates

between nodes need only be proportional to the geographical distance.

5.9.1 Procedure

In Isomap [38], the distances between the non-neighboring nodes are replaced by

the distance along the shortest path between the node pair. Isomap does not work

well on non-isotropic or nonconvex networks because for these networks the shortest

path between all the node pairs will not correlate well with the geographical distance

[37]. The purpose of this section is not to propose a new localization algorithm, but

to use an existing algorithm to showcase that indirect link measurements can actually

be more useful than the direct link measurements.

We divide the deployment area into fourteen small clusters, using a k-means

clustering algorithm on the deployment area as shown in Fig. 5.19. The nodes in

each cluster in Fig. 5.19 are represented by the same marker shape. In addition, for

each cluster, we choose three reference nodes (nodes which have known their location)

for the postprocessing step. The reference nodes for each cluster are shown in Fig. 5.19

with a solid black line around the marker shape.

5.9.2 Preprocessing for Dissimilarity

Before we can use dissimilarity δ in Isomap, we need to perform a preprocessing

step. This is needed because some dissimilarities (especially for smaller geographic

distances) are negative, which are not physically meaningful. Consequently a positive

constant is added, which is large enough to make all values of δ positive. Specifically,

we transform δa,b for all links (a, b) to δ̂a,b as

δ̂a,b = δa,b −min
(a,b)

{δa,b}, (5.16)



128

0 50 100 150
0

50

100

150

X−Coordinate (m)

Y−
C

oo
rd

in
at

e 
(m

)

Figure 5.19. Figure showing the nodes in different clusters. Nodes in the same
clusters are shown by the same marker type. Also shown are the reference nodes for
each clusters, with black solid lines on the boundary of each marker type.

where the minimum is taken over all one-hop and two-hop links. Once transformed,

δ̂a,b can then be used as distance estimates in the Isomap. In this paper, we evaluate

two possible ways of using δ̂a,b as distance estimates, sa,b, in the Isomap:

• Method a:

sa,b = δ̂a,b, (5.17)

for all one-hop and two-hop links (a, b).

• Method b:

sa,b =

{

δ̂a,b, if (a, b) is one-hop link,
mink(δ̂a,k + δ̂k,b), O.W.

(5.18)

The main difference between Method a and Method b is that in Method a we

use δ̂a,b as distance estimates for all the one-hop and two-hop nodes. On the other

hand, Method b uses δ̂a,b as distance estimates for only one-hop nodes and uses the

shortest-path algorithm on the graph, with δ̂a,b as the distance between the one-hop
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nodes, in order to determine distances between the nodes that are separated by more

than one hop.

5.9.3 Results

In this section, we compare localization performance of the two methods de-

scribed in Section 5.9.2 with the prior distance estimators, which are (a.) Neighbor

connectivity-based distance estimator, (b.) Constant per-hop distance estimator, and

(c.) RSS-based distance estimator.

We quantify the performance in terms of MSE, defined as

MSE =
1

N

∑

i

||xi − x̂i||2, (5.19)

where xi is the actual coordinate of the node i, x̂i is the estimated coordinate of the

node i and N represents the total number of deployed nodes.

We present the localization performance results under the two settings of deter-

mining the links for which we estimate distance using the distance estimator, as

described in Sections 5.7 and 5.8. They are,

• Using the PRR on the direct link between the nodes a and b, where we estimate

distance only for links whose PRR > γ = 0.1.

• Using the neighbor ratio, ρ, between a and b, where we estimate distance

between the node pairs (a, b) which have ρa,b > ρ = 0.1.

5.9.3.1 Using PRR on Direct Link

In Fig. 5.20 we plot the MSE of the location estimates using the dissimilarities on

links with PRR > 0.1, as a function of τ . From Fig. 5.20(a) we observe that the MSE

when using Method a for distance estimates is lowest when τ = 0.2. Similar results

were seen for the distance estimation using network distance, in Fig. 5.10, where the

lowest MSE was obtained when τ = 0.2. This would explain why the MSE is lowest

for τ = 0.2 when using Method a. In contrast, when using Method b for the distance

estimates, the lowest MSE is obtained when τ = 0.5.
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Figure 5.20. MSE of the location estimates using transformed dissimilarity as a
function of τ . In (a), method a is used to determine the distance estimates sa,b in
Isomap and in (b), method b is used to determine the distance estimates sa,b in Isomap
.
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In Table 5.5, we tabulate the MSE of the dissimilarities along with the MSE

using neighbor connectivity (NC)-based distance estimator, constant per-hop distance

estimator and RSS-based distance estimator.

In general, from Table 5.5 we observe that localization using dissimilarities have

lower MSE compared to the prior distance estimators. We also observe that us-

ing Method b for distance estimates in Isomap has better localization performance

compared to the Method a. Specifically, using Method b with τ -connectivity, the

localization MSE reduces by 27% compared to the CPH distance estimator, while the

τ -PRR reduces the MSE by 29% compared to the CPH distance estimator. Compared

to the RSS-based distance estimator, the localization MSE decreases by as high as

37%, while the MSE reduces by 14% compared to the NC-based distance estimator.

The reason for better performance for method b compared to method a is that the

dissimilarity is not linear but affine with respect to geographical distance.

5.9.3.2 Using Neighbor Ratio

In this subsection, we only present results for the transformation by Method b. In

Fig. 5.21 we plot the MSE of the location estimates using dissimilarities on the node

pairs, which have neighbor ratio ρ > 0.1, as a function of τ . We observe that, similar

to the PRR case, the minimum MSE is obtained when τ = 0.5.

In Table 5.6, we tabulate the MSE of different estimators. We observe that,

overall, the proposed dissimilarities as distance estimates perform better than the

prior distance estimators. Specifically, the improvement over NC-based distance

Table 5.5. Table showing the MSE of the location estimates for different distance
estimators.

Distance estimator Method a Method b
τ -connectivity 67.90 m2 52.85 m2

τ -PRR 68.89 m2 51.27 m2

NC-based distance 59.60 m2 59.60 m2

Const. per-hop distance 71.91 m2 71.91 m2

RSS-based distance 80.82 m2 80.82 m2
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Figure 5.21. MSE of the location estimates using transformed dissimilarity with
Method b on node pairs with neighbor ratio ρ > 0.1 as a function of τ .
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Table 5.6. Table showing the MSE of the location estimates for different distance
estimators using neighbor ratio as a parameter to determine the links.

Distance estimator MSE (m2)
τ -connectivity 54.90 m2

τ -PRR 54.46 m2

NC-based distance 75.16 m2

Const. per-hop distance 78.50 m2

RSS-based distance 85.22 m2

estimator is as high as 28%, while compared to the CPH distance estimator the

improvement is 31%. In addition, the improvement over the RSS-based distance

estimator is 36%.

5.10 Conclusion

Traditionally, most systems use the direct link measurements for estimating the

distance between two nodes a and b. Direct link measurements correspond to the

pair-wise measurements made between the nodes a and b. In this paper, we explore

the capability to estimate range between the nodes a and b using the indirect link

measurements, which are the measurements made by nodes a and b with a node k

such that a "= k and b "= k. We consider range estimation with two modalities of

the indirect link measurements, namely binary connectivity and packet reception rate

(PRR). We call the proposed estimator the network distance estimator.

The study of indirect link measurements for range estimation was motivated by

the analyses of correlated shadowing, which indicated that correlations in the indirect

measurements can help in reducing the lower bound on localization. In this paper,

we propose a framework which quantifies the correlation between the nodes a and

b with the connectivity information of a and b with their neighbors, which gives

a “dissimilarity” measure between a and b. The dissimilarity does not represent

the geographic distance, but gives an estimate of “how far” node b is from node a

in a feature space. The network distance estimate is then determined by using a

nondecreasing function of the dissimilarity measure.
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In this paper we show that for estimating the range between nodes that are one-hop

and two-hop separated, the nondecreasing function can be approximated as an affine

function. We also show that for the purposes of localization, we can directly use the

dissimilarity measure, bypassing the need for estimating the coefficients of the affine

function.

Using an extensive measurement campaign in an area of 16,700 square meters, we

show that distance estimation using the indirect link measurements alone performs

better than distance estimation using the direct link measurements alone. In fact, we

find that the proposed estimator, which uses indirect link measurements alone, can

improve the range estimation by as much as 38% compared to estimators that use

the direct link measurements.

In real world system, we do not intend to ignore the direct link measurements.

Instead from this work we intend to emphasize the importance of using indirect link

measurements in range estimation. In a real system, when possible, one may combine

the direct link and indirect link distance estimates in order to provide a distance

estimate better than either alone. However, we leave this estimate fusion for future

work.



CHAPTER 6

CONCLUSION

This chapter summarizes key findings before suggesting areas for future work.

6.1 Key Findings

The rising need to locate and track assets necessitates the development of efficient

localization algorithms. RSS based localization algorithms are strong candidates

because deploying devices that measure RSS is inexpensive. In indoor environment,

the RSS measurements are unpredictable because of fading, losses because of walls

and obstacles in the path and non-isotropic antenna gain patterns. Efficient modeling

and understanding of the statistics of the errors is key in improving any RSS-based

localization algorithm. This research aims to provide efficient models for the measured

RSS and use the lessons learned from these models to develop and evaluate efficient

algorithms that improve localization.

Radio propagation measurement and modeling for a single radio link has been

extensively reported in the literature over the past century. Current channel models

for multi-hop networks consider shadowing on links to be independent. This is a

simplifying assumption because shadowing fading is determined by the environmental

obstructions, and geographically proximate links pass through similar obstructions.

To this end, there is a need for statistical channel models for multi-hop networks

which can model the correlation in shadow fading between proximate links.

The effort to model the shadowing correlation is also motivated by the fact that no

existing correlated link shadowing model is valid for arbitrary pairs of links in ad hoc

networks. One of the commonly used shadowing models, the Gudmundson model,

does not consider link pairs that do not have a common endpoint. An adaptation was

proposed by Wang, Tameh and Nix, when both the ends of a link are mobile cannot
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be applied directly to ad hoc networks as there would be an ambiguity in which two

distances to use in the covariance function. In addition, we prove by counterexample

that a naëve application of the Gudmundson model to model joint shadowing losses

in a multi-link network does not guarantee a valid covariance matrix.

A new statistical joint path loss model, called NeSh, was presented that relates the

shadowing fading on different links in a multi-hop network to the random underlying

spatial loss field. We show that the NeSh model agrees with the existing path

loss models when considering a single link, and in that essence, NeSh models the

second-order statistics of the measured RSS on links. NeSh model was validated using

an extensive measurement campaign, involving indoor and outdoor environments

and in two different frequency bands, 900 MHz and 2400 MHz. These data sets

also demonstrate statistically significant shadowing correlations among particular

geometries of link pairs and show that correlated shadowing can be measured in

a repeatable experimental setup as well as in natural outdoor environmental sensor

network deployments.

A quantitative analysis of effects of the real-world phenomenon of correlated

shadowing on link is studied for path connectivity statistics in simple multi-hop

networks. The analysis showed the importance of the consideration of shadowing

correlation in reliable network design. Using the traditional model the probability of

end-to-end path failure is underestimated by a factor of two or more. In addition,

when the network is designed for high reliability, the effects of ignoring link shadowing

correlations are dramatic.

In a separate study in which this research contributed, it was demonstrated that

correlation in link shadowing can actually reduce the lower bound on the localization

variance [15]. These results indicate that estimators which consider correlations

between link measurements when estimating node’s location will aid the effort to

achieve the lowest possible variance. Motivated by these results, we study, investigate

and experimentally evaluate a class of algorithm called kernel-based localization

algorithms.

Kernel-based localization algorithms use kernel methods, a class of statistical
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learning algorithms, to explicitly learn correlations in RSS measurements using train-

ing data and then use these correlations to classify or estimate a node’s location.

Kernel methods provide a simplified framework for localization without any a priori

knowledge of the complicated relationship between the measured RSS and position.

Instead these relationships are captured by parametrized nonlinear functions. The

complexities of the fading environment and the complicated nature of the large-scale

real-world deployment require more parameters than are available to a single log-

distance path-loss model. In fact, in our experimental campaign, we observe an

improvement as high as 55% over the estimator that uses the log-distance path-loss

model.

In this research, a general mathematical framework is provided for kernel-based

localization algorithms. This enables us to study different kernel-based algorithms

in the literature under a unified framework and also facilitates the comparison of

different kernel-based localization algorithms. We study four different kernel-based

localization algorithms under this framework and compare and contrast their per-

formance using simulations and extensive real-world measurements. The developed

framework would also assist future research in the field of kernel-based localization

algorithms by providing an understanding of how kernel-based algorithms are different

from model-based algorithms and why kernel-based algorithms perform better.

A simulation example of a simple four AP network is presented to provide better

understanding of kernel methods. The results show that the kernel-based algorithms

provide better location accuracy compared to the model-based algorithms, in terms of

average RMSE. This is because kernel methods provide an adaptive weighting scheme

for the APs. Within this weighting scheme, the APs that have significantly different

RSS values compared to the tag are weighted less compared to the other APs.

Kernel methods are a strong candidate because the kernel in a kernel-based

algorithm provides a spatial similarity measure. Additionally, kernel models are

typically linear with respect to the parameters, allowing good analytical properties,

yet are nonlinear with respect to the RSS measurements.

Traditionally most range-based localization algorithms use direct link measure-
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ment, which is the pairwise measurement between the two nodes, for estimating the

distance between the nodes and subsequently their locations. In other words, the

range between two nodes a and b is estimated purely based on the measurement

made between a and b. In this work, we propose an alternate range estimator for

estimating range between the nodes a and b which uses the indirect link measurements,

that is the measurements made between nodes a and k, for k "= b and between b and

k, for k "= a. We consider range estimation with two modalities of the indirect link

measurements, namely binary connectivity and packet reception rate (PRR). We call

the proposed estimator as network distance estimator.

The study of indirect link measurements for range estimation was motivated by

the analyses of correlated shadowing, which indicated that correlations in the indirect

measurements can help in reducing the lower bound on localization. In this paper,

we propose a framework which quantifies the correlation between the nodes a and

b with the connectivity information of a and b with their neighbors, which gives

a “dissimilarity” measure between a and b. The dissimilarity does not represent

the geographic distance, but gives an estimate of “how far” node b is from node a

in a feature space. The network distance estimate is then determined by using a

nondecreasing function of the dissimilarity measure.

In this research, we show that for estimating the range between nodes that are

one-hop and two-hop separated, the nondecreasing function can be approximated as

an affine function. We also show that for the purposes of localization, we can directly

use the dissimilarity measure, bypassing the need for estimating the coefficients of

the affine function.

Using an extensive measurement campaign in an area of 16,700 square meters, we

show that the range estimation using the indirect link measurements alone enables

better range estimation than the direct link measurements alone. In fact, we find that

the proposed estimator, which uses indirect link measurements alone, can improve the

range estimation by as much as 38% compared to estimators that use the direct link

measurements.

A considerable part of this research is focused on developing efficient models for a
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specific application of RSS-based localization. The developed models, however, find

their use in other applications of wireless sensor networks as well. For instance, the

NeSh model forms the basis of developing applications like radio tomography imaging,

distance estimation using indirect link measurements can be used for the purposes of

efficient routing of data packets.

6.2 Future Work

The work of this dissertation has many possible avenues of future research. Some

of these avenues are discussed in this section.

In this dissertation, we considered one aspect of improving the channel modeling

for multi-hop networks by considering shadowing correlation between links. However,

there are some device effects which are not yet modeled. A radio device a that is

not in the direct communication range of device b does not mean that the device a

does not receive any signal from device b. Rather, it simply means that the signal

power from deice b was so low that a could not demodulate the signal. We know

the RSS measured between a and b is low, but we cannot quantify the value because

the RSS value was not measured. This non-measurement of RSS is known as the

“censored data” problem in statistics and current channel models do not consider

this censoring of measured data. They simply use the measured RSS to model the

relationship between RSS and distance. One avenue of future investigation is to model

the relationship between RSS and distance using censored regression models. These

models add a penalty to links that are supposedly not connected.

So far most RSS-based localization algorithms consider that the gain pattern of

the antennas on the sensors are isotropic. In other words, the gain of the antenna is

the same at all angles. In large enterprise wide deployment, the sensors are typically

attached to walls, close to the power outlets to reduce the cost for replacing batteries

and increase their lifetime. The antenna gain of such sensors would not be the same as

would be measured in a free space, because of the electromagnetic interaction between

the antenna and nearby environment within a few wavelengths of the antenna, e.g.,

walls. The presence of walls or obstructions in close proximity of the sensors would
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have considerable effect on their radiation pattern, which affects the localization

accuracy. Future research in the RSS-based localization algorithms should account

for this directionality in the antenna gain patter caused by the environment.

In addition, the gain pattern estimation should be self-calibrating and should

have minimum calibration effort. In other words, the models should account for a

change in the antenna gain pattern when the environment changes without the need

of recalibration. A possible way is to use the measurements made by a sensor with its

neighbors. Particularly, efficient modes should be developed which can estimate the

antenna gain pattern (and its directionality) of each sensor from the RSS measured

by the neighboring sensors.

In this work, we have emphasized the importance of only the spatial correlation

between the link pairs for the purposes of localization. A possible extension is to

consider the temporal correlations on the link as well. In general, measurements made

on a wireless link would exhibit some correlation over time, which would be inversely

proportional to the small-scale fading experienced on the link. If the small scale

fading is low, then the measurements made on a single link over time would be highly

correlated. On the other hand, if the fading is high, then the measurements over time

would deviate more from their mean value, thereby decreasing the overall correlation

over time. By modeling these spatio-temporal characteristics of the wireless link, one

can design better localization algorithms with improved performances.

In general, it has been found in many experimental evaluations that the coordinate

estimates vary considerably over time even for a stationary device. Typically, the

variance of the coordinate estimates over time is represented by a 1-σ covariance

ellipse as shown in Chapter 4. The variance of the coordinate estimates over time,

especially for a stationary tag, degrades the performances of the localization algorithm

and, more generally, degrades the performance of tracking algorithms. A major cause

of these variabilities in the coordinate estimates is fading, which causes the RSS

measured on a stationary link to vary considerably over time. A possible avenue

of future research is to determine what statistics of the measured RSS characterizes

the change in the environment, which in turn causes the temporal variations in the
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coordinate estimates.

Once the statistic of the measured RSS is determined, we can use it to correct

the measured RSS or more generally correct the coordinate estimates. In addition,

the determined statistic should be self-configuring and should change with the envi-

ronment without human intervention. One possible idea is to use the RSS measured

between the anchor nodes (or APs) to continuously estimate and track this statistic.

The goal of the localization algorithms considered in this dissertation is that the

calibration effort should be minimum and the system should be self-configuring. In

particular, we discussed a method in which training is done simultaneously while

the system is online, using the pairwise measurements between the anchor nodes

(or APs). Specifically, several anchor nodes are deployed at some known locations

throughout the deployment area. Each anchor node is a transceiver and can measure

the RSS of the packets from other anchor nodes, which constitute the training data for

calibration purposes. However, these anchor nodes (or APs) are not deployed densely

but are deployed such that maximum spatial coverage is possible with a minimum

number of nodes. Because the anchor nodes are placed far apart from one another,

there is a “spatial smoothening” by the kernel function which can cause a severe

degradation in the system performance. Future research should focus of developing

better kernel algorithms, which can overcome the spatial smoothening caused by the

kernel functions.

Another possible avenue for future research is to use multiple localization algo-

rithms, with a tunable parameter. The tunable parameter would allow us to change

from one localization algorithm to another localization algorithm, or, more generally,

use a weighted average of the coordinate estimates from different algorithms.

Future mobile devices will increasingly have multiple wireless technologies. For

instance, GPS, bluetooth, 802.11 wireless LAN and near field communication (NFC)

are all bundled on a single mobile chip. These different technologies offer multiple

sources of location information for a wireless node. A possible avenue for future

research is to fuse the measurements from these multiple technologies to infer the

location of a wireless node. Efficient data fusion algorithms and techniques should
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be developed which can efficiently extract location information from each technology.

For instance, location estimates based on 802.15.4 technology can be improved by

using the measurements from NFC. An early study of using multiple technologies for

localization was done by Pandya et al. in [121].

In this research, we have focused on a particular type of RSS-based localization

algorithms which uses kernel methods as a tool to learn the correlation in the RSS

measurements. However, many model-based algorithms can also be readily adapted

to consider link correlations, for example the belief propagation network approaches

such as in [122]. A possible direction of future research is to improve the model-based

algorithms using methods that consider link correlations. In addition, model-based

localization algorithms can be developed that use the spatio-temporal correlations in

the RSS measurements.

In many applications, the 2-dimensional (2-d) or 3-dimensional (3-d) coordinate

estimate of a sensor node may not be of much importance. For instance, in the

scenario of asset tracking in hospitals the 2-d coordinate estimate of the asset is not

intuitive information about the location of the asset. In fact, if instead of the 2-d

coordinate estimate, the room or area of the asset is reported, the location information

is more intuitive. One possible way is to translate the 2-d coordinate estimate to room

estimate by determining the room in which the 2-d coordinate lies. However, this may

not always give the best performance. Most localization algorithms are designed to

reduce the RMSE of the 2-d coordinate estimates. Consider a scenario where a user

wants to search for an asset, and the localization algorithm shows that the object is

in a room A. In reality, the asset is in the room close to a wall of the room A, but on

the wrong side of the room. In this scenario, even though the RMSE of the estimate

is low, the room indicated is incorrect. Future research, in these applications, should

focus on developing room-based localization algorithms. For instance, kernel-based

localization algorithms could be extended into kernel-based classification algorithms,

which uses a linear model for classification (instead of regression) [107]. Another

extension is to use support vector machines (SVM) to determine a hyperplane that

separates the measured RSS into multiple classes.
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Location estimates can be used as a foundation in enabling efficient workflow

for many applications. For example, in food processing chain automatic location

estimates can determine if a particular food product has passed through prescribed

steps before it can be launched into the market. For instance, one can determine

if all the processing steps are followed by observing the series of location estimates.

If the location corresponding to a particular processing step is missing, then one

can determine which step has been missed and the processing can repeat from that

step onwards. Future research in this direction, algorithms should be developed that

filters out spurious location information over time and also apply approaches of “data

mining” to extract relevant information from the series of location estimates.

In many applications, tracking and localization go hand in hand. It is possible

that tracking of mobile sensors could be done simply by reinitializing the measurement

and location process. However, this would not take advantage of mobility to improve

localization performance or to reduce bandwidth over time. There have been many

tracking algorithms used in the literature, e.g., Kalman filtering, extended Kalman

filtering, and more generally particle filtering. In indoor enterprise wide sensor de-

ployment, human motion is constrained by the presence of walls and floors. Accuracy

of the tracking algorithms can be improved by using various constraints imposed by

the internal structure of the building, e.g., walls and path constraints. In addition,

most tracking algorithms track the 2-d coordinate estimates of sensors. Little effort

has been made to track the room estimates. Algorithms, based on Markov chains,

should be developed and investigated that track the room estimates.

We have proposed a distance estimator that estimates distance between two nodes

a and b from the indirect link measurements. We have considered two modalities of

indirect link measurements, packet reception rate (PRR) and binary connectivity,

i.e., whether two nodes are connected or not. Another modality of indirect link

measurements that needs to be explored is the RSS measured on the indirect links.

In this work, we have only explored the capability of indirect link measurements

alone and have found that indirect link measurements alone enable better distance

estimation than the direct link measurements alone. Another possible avenue of future
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research could be to determine an estimator of distance that uses both the direct link

measurements and the indirect link measurements.

An advantage of network distance estimator is that the nodes a and b do not need

to be capable of peer-to-peer communication. Network distance estimators provide

an alternate way of estimating the distance by measuring the RF environment at

two locations. This is particularly used in applications where one has to determine

how far a single node has moved between time t1 and t2 - there is no peer-to-peer

measurements between the nodes at the two time instances. A possible avenue of

future research could be to map the network distance estimates to how far a node

has moved. This could help in improving the performance of inertial measurement

system (IMS) which are prone to errors and the errors tend to increase with time in

an unbounded manner because of the integration.

In this research, we have shown that the network distance estimators do not have

the same accuracy for all links. The accuracy depends on the PRR of the links for

which we are estimating the distance. Another direction of future research in network

distance is to determine a sufficient statistic based on the indirect link information

alone. This could enable us to determine a criterion of when to use network distance

especially in the system where peer-to-peer communication is not possible. Further-

more, localization algorithms should be developed which can efficiently tap on the

performance of the network distance estimator.

As another research direction, network distance can be used in geographic or

geological routing. There are often paths in multi-hop networks that consume less

power than the shortest straight line path between two nodes, and network distance

(specifically dissimilarity) may be a better representation of the network connectivity.

In a recent research [123] the authors have proposed a routing scheme which uses a

vector of hop-count to a fixed set of anchor nodes (determined for the entire network)

as a node’s “virtual coordinate.” Our approach of determining the dissimilarity,

presented in Chapter 5, is similar in the context that we determine dissimilarity,

which is a measure of distance in a virtual embedding space. However, a difference

between the approaches is that in our approach we do not consider a predetermined
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set of anchor nodes for the entire network. Instead, we consider the hop-count

information to the nodes that are “local” to the pair of nodes. Using the proposed

dissimilarity measure, future research could enable more energy efficient and scalable

routing protocols for large sensor networks with less human moderation and efforts.
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