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ABSTRACT

QUIC EnvSim (QES) is a complete building-resolving urban microclimate modeling

system developed to rapidly compute mass, momentum, and heat transport for the design

of sustainable cities. One of the more computationally intensive components of this type

of modeling system is the transport and dispersion of scalars. In this paper, we describe

and evaluate QESTransport, a Reynolds-averaged Navier-Stokes (RANS) scalar transport

model. QESTransport makes use of light-weight methods and modeling techniques. It is

parallelized for Graphics Processing Units (GPUs), utilizing NVIDIA’s OptiX application

programming interfaces (APIs). QESTransport is coupled with the well-validated QUIC

Dispersion Modeling system. To couple the models, a new methodology was implemented to

efficiently prescribe surface flux boundary conditions on both vertical walls and flat surfaces.

In addition, a new internal boundary layer parameterization was introduced into QUIC

to enable the representation of momentum advection across changing surface conditions.

QESTransport is validated against the following three experimental test cases designed to

evaluate the model’s performance under idealized conditions: (i) flow over a step change

in moisture, roughness, and temperature, (ii) flow over an isolated heated building, and

(iii) flow through an array of heated buildings. For all three cases, the model is compared

against published simulation results. QESTransport produces velocity, temperature, and

moisture fields that are comparable to much more complex numerical models for each case.

The code execution time performance is evaluated and demonstrates linear scaling on a

single GPU for problem sizes up to 4.5 x 4.5 km at 5 m grid resolution, and is found to

produce results at much better than real time for a 1.2 x 1.2 km section of downtown Salt

Lake City, Utah.
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CHAPTER 1

INTRODUCTION

1.1 Background

A large body of work has been produced in recent decades in an effort to better

understand the physics of the urban boundary layer (UBL) and to model its various

complexities (For an excellent review see Barlow (2014)). As the field’s knowledge base

and understanding has grown, it has become possible to develop tools that are capable

of explaining complex urban processes as well as providing predictive capabilities. The

predictive capabilities are particularly exciting, as they have the potential to help provide

engineering and planning solutions to many of the most pressing environmental challenges

that humans are currently facing (Council, 2001). These include: land-use dynamics, water

and air quality, water scarcity, climate change, and energy use. We wish to be able to

make place-based predictions for engineering type optimizations, and to potentially perform

operational prediction. The simulation tool must be capable of simulating the most critical

place-based physics, at relevant scales, in a reasonable amount of time (much faster than

real time), so that scenarios can be explored for novel solutions as well as hidden unintended

consequences.

Our approach toward addressing these challenges is to develop a robust, fast-running,

complete numerical modeling system. Its aim is to produce physically realistic results much

faster than real time. The issue of high computational expense is partially addressed by

utilizing Graphics Processing Units (GPUs), which provide an inexpensive, highly-parallel

computing architecture. Our modeling system, called QUIC EnvSim (QES), builds on and

couples to the QUIC (Quick Urban and Industrial Complex) Dispersion modeling system

(Brown et al., 2013). QES accounts for the transfer of mass, momentum, and heat in urban

areas, and represents a complex system of modules, where each is devoted to modeling

a specific component of the urban system. These include an explicit radiative energy

exchange model that explicitly includes vegetation (Bailey, 2014; Bailey et al., 2014), a

land surface model (LSM) (Shingleton, 2010), a mean wind and turbulence model (Brown,
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2004; Pardyjak and Brown, 2001; Singh, 2012; Singh et al., 2008), and a Reynolds-averaged

Navier-Stokes (RANS)-based turbulent scalar transport model, QESTransport. Unlike

traditional RANS models, however, the velocity field is assumed to be quasi-steady while

the scalar field evolves, essentially decoupling momentum and buoyancy effects. This is an

approximation that may be reasonable for well mixed urban canopy flow (Roth, 2000), and

a major component of this paper involves quantification of this assumption.

This paper focuses on the development and evaluation of QESTransport. We hypothesize

that by using the QES techniques mentioned above, we can simulate physically realistic

results much faster than real time. Section 1.2 describes current similar efforts in the

literature. Section 2.1 describes the details of the scalar transport methodology. A de-

scription of the relevant components of the QUIC Dispersion System and improvements

needed to couple the system with QESTransport are presented in Section 2.2. Section 2.3

describes the validation of QESTransport using three experimental studies, and more com-

plex computational fluid dynamics (CFD) methods. Finally, the parallel implementation of

QESTransport is discussed, and the code’s execution time and scalability are investigated

in Section 2.4.

1.2 Microscale Modeling Efforts

While many mesoscale urban models exist in the literature (Barlow, 2014; Grimmond

et al., 2010, 2011; Martilli et al., 2002; Masson, 2000), far fewer models exist that include

full urban microclimate physics and resolve urban features such as buildings and vegetation.

Most CFD models (Coirier et al., 2006; Kim and Baik, 2010; Park et al., 2012) explicitly

resolve buildings, making them well equipped to capture the effects of spatial heterogeneity

within the roughness sublayer (RSL). CFD models are classified, among other features,

by their turbulence modeling approach. The most common CFD codes used for urban

studies consist of RANS and large eddy simulation (LES) turbulence models. Urban LES

approaches generally have higher numerical complexity and have been shown to replicate

turbulent and mean flow characteristics with better accuracy than RANS models (Ikegaya

et al., 2010; Letzel et al., 2008; Park et al., 2012; Raasch and Schröter, 2001). Lundquist

et al. (2012) is one of the few examples that directly couple an LES model to a mesoscale

code. Due to their high computational demands, CFD studies have primarily been limited

to wind engineering and dispersion applications at single building (∼100 m) to neighborhood

(∼1 km) scales with grid spacing ∼5 m (Barlow, 2014).

There are currently very few fine-scale CFD urban modeling systems that include full
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microclimate physics, likely due to their complexity and expense. The only one to the

authors’ knowledge is ENVI-met (Bruse, 1995; Bruse and Fleer, 1998), which uses a RANS

model with standard k − ε turbulence closure to simulate the velocity and scalar transport

(Conry et al., 2014). Although this approach provides results much faster than a comparable

LES model, it is still considerably computationally demanding.

For wind fields, fast-response empirical-diagnostic models (Kaplan and Dinard, 1996;

Tinarelli et al., 2007) which produce realistic three-dimensional wind fields at a fraction of

typical CFD computational expense, have received considerable attention. Neophytou et al.

(2011) conducted a study comparing the mean wind fields generated by one such model,

QUIC-URB (Brown, 2004; Pardyjak and Brown, 2001) with both RANS (Q-CFD(RANS))

and LES (Q-LES) models, in replicating measurements from the Joint Urban 2003 field

campaign held in downtown Oklahoma City (Allwine and Flaherty, 2006). All three models

are part of the QUIC modeling system (Nelson and Brown, 2006). It was shown that Q-

CFD(RANS) and Q-LES outperformed QUIC-URB, but only slightly. This is an especially

noteworthy finding when computation times are compared– QUIC-URB took ∼1 minute, Q-

CFD(RANS) ∼30 minutes, and Q-LES ∼30 hours, where QUIC-URB and Q-CFD(RANS)

were both run on the same standard PC, and Q-LES on a 8 node parallel cluster (Neophytou

et al., 2011).



CHAPTER 2

QESTRANSPORT DESCRIPTION AND

EVALUATION

2.1 Turbulent Transport Model

2.1.1 Numerical Method

The primary objective of QESTransport is to model the mean and turbulent transport

of heat and water vapor through a complex urban canopy. The Reynolds-averaged form of

the advection-diffusion equation is solved using a finite volume method on a Cartesian grid

∂ξ

∂t
+ ui

∂ξ

∂xi
= α

∂2ξ

∂xi∂xi
− ∂

∂xi
(u′iξ

′) + Sξ. (2.1)

Here, t represent the time, xi the ith Cartesian coordinate, ui the mean velocity component

in the ith direction, and ξ the mean scalar of interest. u′iξ
′ is the turbulent scalar flux, α is

the molecular diffusivity of ξ, and Sξ represents a volumetric source term.

The turbulent flux term in (2.1) is parameterized by u′iξ
′ = Kξ(∂ξ/∂xi), where Kξ is the

turbulent scalar diffusivity. This is computed in the 3D GLE code (Singh, 2012) using the

first-order K-theory approach to get the eddy viscosity, Km, as outlined in (Singh, 2012;

Stull, 1988). Substitution into (2.1) results in

∂ξ

∂t
+ ui

∂ξ

∂xi
=

∂

∂xi

[
(α+Kξ)

∂ξ

∂xi

]
+ Sξ. (2.2)

Kξ is obtained using the turbulent Prandtl number (Prt) relation given as Kξ = Km/Prt

(Kundu and Cohen, 2008). Here, Prt is prescribed as 0.9 everywhere, following Kim and

Baik (Jae-Jin Kim, personal communication, July 9, 2014).

In line with the objective of building a light-weight, rapid-response solver, a hybrid

differencing scheme (HDS) was selected for spatial discretization, which switches between a

first-order upwind differencing scheme (UDS) and second-order central differencing scheme

(CDS) depending on the local Peclet number (Pe) (see Versteeg and Malalasekera (2007)

and Section B.1.1 for details).
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The unsteady scalar term on the left-hand side of (2.2) was discretized using a three time

level Leapfrog method with a DuFort Frankel approximation, as outlined in Ferziger and

Peric (2002) and Section B.1.2. Despite the scheme’s unconditional stability, the time step

is restricted by the minimum of that allowed by both the CFL condition and the diffusion

condition to ensure physically correct behavior is maintained.

Wall boundary conditions enter into (2.2) through the source term Sξ as a sum of the

scalar fluxes through each face of a control volume adjacent to a wall. While it is common

practice to apply Monin-Obukhov Similarity Theory (MOST) to urban surface flux models,

we decided against it due to its questionable applicability in urban regions (Grimmond

et al., 2011; Martilli et al., 2002; Roth, 2000). Instead, we follow the same technique used

by Kim and Baik (2010) by applying the thermal wall function outlined in Versteeg and

Malalasekera (2007) as

u′iξ
′ =
−C1/4

µ k
1/2
P (ξP − ξwall)
T+

, (2.3)

where Cµ is an empirical constant (= 0.0845) and kP is the turbulent kinetic energy at the

near-wall node. The near-wall scalar distribution is modeled by universal function T+ for

high Reynolds number flow , defined as

T+ = Prt

(
u+ + P

[
Pr

Prt

])
. (2.4)

Here Pr is the molecular Prandtl number and u+ is the nondimensional velocity

u+ =
1

κ
ln(9.8z+), (2.5)

where κ is the von Karman constant (= 0.4) and z+ is the nondimensional distance from

the wall

z+ =
yPC

1/4
µ k

1/2
P

ν
. (2.6)

Here, ν is the kinematic viscosity of air. P in (2.4) is given as

P = 9.24

[(
Pr

Prt

)0.75

− 1

]{
1 + 0.28 exp

[
−0.007

(
Pr

Prt

)]}
. (2.7)

The scalar flux model of (2.3) is applicable in the log-law region of the boundary layer where

both u+ and T+ assume a log-linear shape in z+. Since kP is not computed directly, it is

approximated by Prandtl’s mixing length hypothesis (Pope, 2000; Singh, 2012)

kP =

(
Km

clm

)2

, (2.8)

where c is a constant (≈ 0.55) (Pope, 2000), and lm is the mixing length, based on the

distance to the nearest surface Lmin. It is taken here as lm = κLmin.
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QESTransport provides the user with several domain boundary condition options. For

the inlet, a uniform, logarithmic, power law, or data defined scalar profile may be prescribed.

All other lateral and longitudinal domain faces may either be prescribed as outlet faces

(using a standard outflow condition) or as periodic boundaries. Either a zero-flux condition

or a floating gradient condition may be set at the domain top, depending on whether the

domain extends into the inertial sub-layer or not. The latter condition assigns the top air

cell’s ξ by linear extrapolation from the two cells below (see Section B.1.3.1 for details).

2.2 QUIC-URB Improvements

QUIC-URB is a fast-response 3D mass consistent diagnostic wind model used to generate

time-averaged wind fields around buildings, and is based on the methodology developed

originally by Röckle (1990). Empirical parameterizations representing various physical

features (i.e., building wakes, rooftop recirculations, street canyon vortices, etc.) are applied

to generate an initial wind field uoi . A mass conservation solver is then run to ensure the

field is divergence free (Singh et al., 2008), producing the final mass consistent velocity field

ui.

Expanding the QUIC system beyond traditional contaminant dispersion modeling ap-

plications to include moisture and temperature transport processes required new parame-

terizations to more accurately account for near-wall effects on the flow field. This section

presents these improvements, including an internal boundary layer (IBL) model and an

explicit wall stress model.

2.2.1 Internal Boundary Layer Model

Urban form is characterized by discontinuities in surface properties such as aerodynamic

roughness, land cover/land-use, temperature, humidity, and surface flux of heat and mois-

ture. Horizontal advection across such discontinuities leads to the formation of an IBL,

which has a significant effect on the transport of momentum and scalars (Garratt, 1990,

1992; Rao et al., 1974; Rider et al., 1963). Since the QUIC Dispersion Modeling System

lacks the functionality to handle variations in aerodynamic roughness length z0, an IBL

model was added to QUIC-URB to include such effects, called QU-IBL.

An in-depth review of IBL growth rate models for near-surface atmospheric boundary

conditions is provided by Savelyev and Taylor (2005). Numerous analytical and empirically

derived formulae describing widely varying growth rates of the local IBL height (hb) are

presented for both smooth-to-rough and rough-to-smooth transitions (see Table 1 and Fig.

3 of Savelyev and Taylor (2005)). The diffusion analogy class of IBL growth models (Miyake,
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1965; Panofsky and Townsend, 1964; Townsend, 1965) define hb implicitly, requiring com-

putationally costly numerical methods to solve. Instead, an explicit empirically derived

model developed by Pendergrass and Aria (1984) was selected for QU-IBL, given as

hb
z0D

= 0.32

(
x′

z0D

)0.8

, (2.9)

where x′ is the wind-aligned distance from the z0 discontinuity, and the subscript D refers to

the downstream surface (subscript U will hereafter refer to the upstream surface) (Fig. 2.1).

IBL ‘envelopes’ are defined using (2.9), beginning at each z0 discontinuity and extending

along the local mean wind direction to the domain boundary.

The initial velocity field within the IBL, uoD(z), is prescribed using the rough-wall log-law

model
uoD(z)

u∗D
=

ln(z/z0D)

κ
, (2.10)

taking uoD [hb(x
′)] = uoU [hb(x

′)]. Following the work of Elliott (1958), u∗D(z) is assumed to

be constant for z < hb, and u∗D is obtained by rearranging and solving (2.10) at z = hb for

all x′

u∗D(x′) =
uoU [hb(x

′)]κ

ln [hb(x′)/z0D]
. (2.11)

Where multiple IBLs exist, uoD(z) is assigned beginning with the z0 transition nearest the

inlet, and progressing downstream so that uoU (z) is known in (2.11).

Many models include an explicit blending function to transition from the local equilib-

rium layer to the upwind profile (Chamorro and Porté-Agel, 2008; Panofsky and Townsend,

1964; Townsend, 1965). In QU-IBL, however, blending is achieved by running QUIC-URB’s

mass conservation solver.

Due to the more dominant recirculation and wake features present in densely built

urban areas at neighborhood scales, QU-IBL has limited application in dense urban ar-

eas. Regardless, it is used in QUIC-URB’s more coarse ‘outer’ mesh to capture effects of

mesoscale surface features in bulk (i.e., coastal regions, rural-urban transitions, etc.), and

on the microscale when the length-scale of discontinuous z0 areas far exceed characteristic

building dimensions in close proximity.

This model was validated against the field work of Bradley (1968) for both smooth-

to-rough and rough-to-smooth transitions under neutral stability conditions. A roughness

transition was created by placing a spiked wire mesh on a smooth tarmac surface, and

simultaneous measurements were taken of the mean velocity at several measurement sites

downwind (see Bradley’s Figs. 2 and 3 for experimental setup).
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z

x
x′

uoU (z)

uoD(z < hb)

hb(x
′)

z0U z0D

uoU (z ≥ hb)

Figure 2.1. Illustration of velocity field assignment in QU-IBL. The dotted line marks
hb(x

′). The velocity profile at a given x′ is prescribed by uD(z < hb) (dashed blue curve)
and uU (z ≥ hb) (solid black line). uD(z < hb) defines the log-law profile based on the
local u∗D and uU [hb(x

′)], and uU (z ≥ hb) defines the profile representing upstream surface
conditions.

Profiles of u/uref at four downstream locations give a comparison of the QU-IBL model

with Bradley’s observations for both the smooth-to-rough (Fig. 2.2) and rough-to-smooth

(Fig. 2.3) cases. Key features to note here are 1) the slope of the profile when plotted on

a log-linear scale is represented by κ/u∗, and 2) the sudden change in slope seen in Figs.

2.2 and 2.3 is indicative of the IBL height, rising with increased fetch. The lower segment

is representative of the local conditions (slope of κ/u∗D) and the upper segment of the

upwind surface conditions (slope of κ/u∗U ). QU-IBL captures these features very well in

the smooth-to-rough case (Fig. 2.2), indicating good agreement between local and upwind

wall stresses, and an appropriate IBL growth model.

For the rough-to-smooth case (Fig. 2.3), the slopes generally agree well, with a slight

under prediction of the IBL height. Worth noting is a secondary slope change in the

experimental data, which is not replicated by the model. Upon examination of Bradley’s

Fig. 2 showing the experimental configuration for this case, we see a considerable leading

length of smooth tarmac upstream of the wire mesh. This secondary IBL height is likely

the result of the initial transition from tarmac to spikes.
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Figure 2.2. Evaluation of the QU-IBL model (u/u2.2) profiles at four downstream locations
over a transition from tarmac to spikes, comparing QU-URB with the experimental data of
Bradley (1968). u2.2 is the velocity measured at (x, z) = (0.0, 2.2) m.

2.2.2 Wall Stress Model

As discussed in Section 2.1.1, the scalar wall flux model from (2.3) operates under the

assumption of a log-law velocity profile (Versteeg and Malalasekera, 2007). Previous versions

of QUIC-URB did not explicitly require the computation of wall stresses (Brown et al., 2013;

Singh et al., 2008), and while QUIC’s computed velocity fields are generally reasonable for

dispersion purposes, the near-wall velocity profiles often have unrealistically large gradients.

To improve the wall stress estimates, a new approach was implemented which enforces a

logarithmic profile at the cells nearest to walls through an iterative procedure. QUIC-URB

is run once to rapidly obtain a mass consistent velocity field. A new velocity at the first

grid cell above the wall Mo
1 is then computed as follows:

First, we define the vector mi, the projection of the velocity vector ui onto a plane

parallel to the wall of interest.

mi,2 = Rijuj,2, (2.12)
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Figure 2.3. Evaluation of the QU-IBL model (u/u1.125) profiles at four downstream
locations over a transition from spikes to tarmac, comparing QU-URB with the experimental
data of Bradley (1968). u1.125 is the velocity measured at (x, z) = (0.0, 1.125) m.

where Ri,j is a matrix of unit vectors defining the planes to be projected onto. Note

that subscripts 1 and 2 refer to the cell nearest the wall, and the next cell outward,

respectively, and the o superscript refers to the new (non-mass-consistent) velocities. Next,

the magnitude of mi at level 2 is computed by

M2 = (mi,2mi,2)1/2.

The velocity magnitude nearest the wall, Mo
1 , is computed using the log-law approxi-

mation and initial guess for u∗:

Mo
1 = M2 −

u∗
κ

ln

(
n2

n1

)
. (2.13)

Finally, Mo
1 is partitioned into wall-parallel components

uoi =

(
mi,2

M2

)
Mo

1 . (2.14)
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QUIC’s mass-consistency solver is run again using uoi , and the process is repeated until

convergence is reached.

2.3 QESTransport Validation Study

This section presents three validation cases from experimental work, beginning with the

simplest case and progressively increasing in geometric complexity. The first considers a step

change in surface conditions on flat terrain. The next looks at a single heated cube in a wind

tunnel study. The final case involves an array of heated building models in a wind tunnel.

The purpose of the validation study was to isolate the QESTransport module of QES as

much as possible, and therefore includes only relatively idealized cases with constant surface

conditions. More realistic cases with highly spatially and temporally varying conditions will

be considered in future works.

2.3.1 Case 1: Advection Across Surface Inhomogeneity

To examine the ability of QESTransport to model the advection of scalars across a

discontinuity in surface properties (i.e., aerodynamic roughness and surface temperature

and specific humidity), QESTransport was compared to the field data of Rider et al. (1963)

and the RANS simulations of Rao et al. (1974). The field experiment of Rider et al.

(1963) examined the transition from an extensive tarmac to an adjacent irrigated grassy

patch. Measurements of the air temperature (T ) and vapor density (ρv) were taken at

the tarmac-grassy patch interface (x′ = 0 m) and three additional downstream locations

(x′ > 0) at five heights above the ground. The velocity (u) was measured at x′ = 0 m and

x′ = 16 m at six heights (Fig. 2 and Table 1 of Rider et al. (1963)). Due to the long fetch

over the tarmac, the T and ρv profiles were assumed to be in equilibrium at x′ = 0 m (Rider

et al., 1963).

In the analytical model presented by Rider et al. (1963), the assumption of constant,

uniform surface conditions for x′ > 0 was shown to be appropriate over a relatively short

fetch. Ts was measured near x′ = 16 m and reported for each 10-minute observation period

(see Table 2 in Rider et al. (1963)). Due to frequent irrigation and maintenance of the grassy

surface, it was treated as freely transpiring vegetation with negligible internal resistance.

The humidity boundary condition was then es = esat(Ts), where esat is the saturation

specific humidity at the recorded surface temperature.

The QESTransport simulation domain consisted of a 27 x 5 x 2.25 m volume, with the

inlet coincident with the tarmac-grassy patch interface. The grid resolution (∆x,∆y,∆z) =

(0.1 m, 0.25 m, 0.02 m), with higher resolution in z to better capture the vertical gradients.
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The inlet conditions were fit to the measured profiles for T , ρv, and u at x′ = 0 m for

Rider’s observation period 6. Uniform, constant surface conditions were assigned based on

Ts and z0 reported by Rider et al. (1963) (Table 2.1). Due to the step discontinuity in z0,

the QU-IBL model was applied as described in section 2.2.1; however, no u measurements

were reported at x′ > 0 for comparison here.

The results produced by QESTransport were compared against a higher-order two-

dimensional RANS model developed by Rao et al. (1974). Unlike the analytical approach

described by Rider et al. (1963), spatial variation of the surface conditions in the streamwise

direction is modeled using equilibrium flux-profile relations.

Modeled vertical profiles of T and ρv are compared with observation in Fig. 2.4. The

normalized mean error (NME) and normalized mean bias (NMB) are used to quantify

model performance following Dimitrova et al. (2009) (see Appendix for T and ρv).

The maximum NME computed for QESTransport of the mean temperature (vapor

density) profile comparison was 0.0214 (0.0384) and largest magnitude of the NMB was

0.0194 (-0.0362). Excluding measured values at x′ = 0, the error for T continuously

increases and the NMB becomes increasingly positive with fetch. This suggests an under

prediction of downward sensible heat flux for the entire fetch after the transition that leads

to increasingly over predicted temperatures near the ground with increasing downstream

distance (Fig. 2.4, plots a - d). Rider et al. (1963) noted a sharp decrease in Ts at x′ = 0

m, with a more gradual decrease to ∼ x′ = 8 m, followed by an increase. Our assumption

of a uniform Ts distribution is likely a contributing factor to the increasing error with fetch.

Assigning the entire grass surface to the relatively warmer Ts at x′ = 16 m likely resulted

in the downward sensible heat flux underestimation.

QESTransport produces results with similar NME and NMB values as Rao et al.

(1974) for both T and ρv. Both models capture the advective inversion and growth of a

vapor boundary layer of observed by Rider et al. (1963) with good agreement. It should be

Table 2.1. Surface properties/states for tarmac and grass surfaces reported by Rider et al.
(1963), where Ts and es represent the surface temperature and surface specific humidity,
resepectively.

Tarmac Grass Surface

z0 (cm) 0.002 0.14
Ts (◦C) 39 28
es (g/kg) 6.33∗ 25.4

∗Not specifically reported as a surface value, but extrapolated from measured profile.
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Figure 2.4. Vertical profiles of T (plots a - d) and ρv (plots e - h), comparing QESTransport
(solid black curves) and Rao et al. (1974) (dashed blue curves) models against Rider et al.
(1963) experimental data (open circles).

pointed out that the inlet velocity profile used by Rao et al. (1974) shows poor agreement

with experimental measurements, with over predictions near the ground by as much as ∼24

percent (0.65 m/s).

2.3.2 Case 2: Isolated Heated Cube in a Wind Tunnel

The experimental case of Richards et al. (2006) was used to validate QESTransport’s

ability to simulate turbulent transport around a simple three-dimensional geometry. This

involved a wind tunnel study of an isolated cubical building model, scaled to 1:100 of typical

building dimensions, with model dimension H = 0.19 m. The leeward wall was heated to

simulate the effects of solar heating on a wall face. Sharp edged roughness elements and

vortex generators were placed upstream to produce a turbulent boundary layer similar to

that found in an urban environment. The three-minute averaged inflow wind profile fit a

power law with exponent α = 0.52 and a roughness length z0 = 2.9 m at full scale (Richards
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et al., 2006).

Inertial and buoyant forces were identified as the most dominant effects, represented by

the Reynolds number, Re = U refH/ν, and the Grashof number, Gr = βgH3
(
Tw − T ref

)
/ν2,

where Gr ∼ 109 signifies transition from laminar to turbulent free convection flow over a

vertical flat plate (Bejan and Lage, 1990), U ref (≈ 0.5 m/s) is the mean reference velocity

at z = H, β is the coefficient of thermal expansion for air, and g is the acceleration due

to gravity. Tw and T ref are the mean temperature of the heated wall and reference air

temperature, respectively .

Due to the model scale, challenges were faced by Richards et al. (2006) in achieving

dynamic similarity for both parameters. Rather than matching full-scale values, Re inde-

pendence was assumed with Re = 6291 (Richards et al., 2006). For a building with H = 20

m and a temperature difference ∆T (= Tw−T ref ) of 10◦ C, Gr ∼ 1013 would be expected.

Gr similarity could only be achieved at model scales by using an extreme ∆T , leading to

exaggerated buoyancy effects. To avoid this, a limitation of Tw < 200◦ C was applied. For

T ref ∼ 24◦ C, Gr ∼ 108 was achieved, implying a laminar free-convection boundary layer

along the vertical heated wall.

The bulk Richardson number, Rib, taken here as the ratio of the Grashof number to the

square of the Reynolds number, was used in the study to model the thermal influences on

the momentum field near the building, and is given as

Rib =
Gr

Re2
=
βgH

(
Tw − T ref

)
U

2
ref

. (2.15)

Two cases from Richards et al. (2006), Rib ≈ 0.9 and ≈ 1.6, were selected for model

validation to investigate QESTransport’s abilities at different thermal stability regimes. The

simulation domain included a 1.52 x 0.95 x 0.57 m section of the wind tunnel, with a uniform

grid resolution ∆ = 0.019 m, maintaining 10 nodes along each building dimension. The

building model was placed at 2H downstream of the inlet, centered in the lateral direction.

A log-law wind profile matching the parameters above was set at the domain inlet, along

with an isothermal temperature profile of T ref = 24◦C. The faces adjacent to the leeward

wall were heated to values reported in Table 2.2.

QUIC-URB’s vertical profiles of the normalized streamwise velocity (u/Uref ) at four

locations along the centerline (y/H = 0) are compared against isothermal experimental

data (Fig. 2.5, plots a - d), and values of NME and NMB are presented in the Appendix.

Similarly, a comparison of NME and NMB for spanwise mean wind profiles for z/H = 0.5

at three near-building locations is given in the Appendix.
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Table 2.2. Building model surface temperatures for both Rib ≈ 0.9 and ≈ 1.6, where
T floor is the floor temperature very near the heated wall, T roof is the building model rooftop
temperature, and TLS and TRS are the left and right faces, respectively. All temperatures
reported in ◦C

Rib ≈ 0.9 Rib ≈ 1.6

Tw 79 176

T floor 28 38

T roof 34 50

TLS 29 39

TRS 30 40
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Figure 2.5. Centerline vertical profiles of u/Uref at x/H =-0.625, 0.0, 0.625, and 1.5 (plots
a - d), and T/Tref at x/H =0.55, 0.625, 1.0, and 1.5 (plots e - h), with the origin at the
building’s center. CHENSI (magenta dashed curves), VADIS (blue dash-dotted curves), and
QUIC-URB / QESTransport (black solid curves) models are compared against Richards et
al. (2006) data (red circles)
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The QUIC-URB vertical velocity profiles showed a maximum NME of 0.2878 (at x/H =

0.625) with values typically near or below 0.2. These values compared well with NME values

from traditional CFD RANS models, CHENSI and VADIS (Dimitrova et al., 2009), that use

higher-order turbulence closure models. The largest magnitude of NMB for QUIC-URB

was -0.1645 (at x/H = 0.0), typically showing less of a bias than these other models

(Appendix). In general, we see excessive velocity gradients (∂u/∂z) near z/H = 1. As

discussed by Singh (2005), this was attributed to the absence of turbulent diffusion in

QUIC-URB, and was addressed in Singh et al. (2008).

The vertical profiles of T/Tref are compared to the experimental data in Fig. 2.5 (plots

e - h) for the Rib ≈ 1.6 case at four locations in the wake of the building. One noteworthy

feature of the experimental data is the temperature peak seen near the rooftop height

(z/H = 1) close to the heated wall (x/H = 0.55 and = 0.625). See Richards et al. (2006)

for a physical explanation. The CHENSI (VADIS) model mimics this behavior, but with

severe under prediction (over prediction) of T/Tref for z/H < 1.

QESTransport misses this near-wall peak altogether due to decoupling of the momentum

field from buoyancy effects. It fails to produce a laminar free convection boundary layer

along the heated wall, leading to less vertical advection of heat to the rooftop height.

Farther downstream, QESTransport slightly over predicts the temperature near z/H = 0,

potentially due to the over prediction in velocity magnitude near the ground at these loca-

tions (Fig. 2.5) causing an over prediction in sensible heat flux. Despite these discrepancies,

QESTransport produces results with comparable NME and NMB to the other two models

(Appendix), having a maximum NME of 0.1003 (at x/H = 0.55) and a maximum NMB

of 0.0675 (at x/H = −0.0675).

Under moderate thermal forcing (Rib ≈ 0.9), we see much less of a peak observed in

the T/Tref profiles (Fig. 2.6). The NME and NMB are substantially better under these

conditions (Appendix), due to the lower buoyancy effects near the wall.

At this point we return to the discussion on the failure to achieve dynamic similarity

with full-scale conditions. With both Re and Gr multiple orders of magnitude larger at

full-scale, we would expect to see significantly different transport mechanisms at work. The

larger Re is representative of a more turbulent boundary layer throughout the domain.

Likewise, Gr at full-scale would suggest a highly turbulent thermal boundary layer near

the heated wall. Both of these effects should enhance turbulent mixing and transport away

from the wall, thus mitigating the accumulation of heat near the rooftop. Therefore, while

QESTransport fails to reproduce the peak observed at wind tunnel scales, it is presumed
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Figure 2.6. Vertical profiles of T/Tref comparing QESTransport model (solid black curves)
with Richards et al. (2006) data (red circles) for Rib ≈ 0.9

to provide more suitable results at urban scales.

2.3.3 Case 3: Transport in an Array of Heated Buildings

The final case validates QESTransport’s ability to represent scalar transport around a

more complex morphology. It involves a wind tunnel study conducted by Uehara et al.

(2000) examining thermally stratified flow in an urban model, consisting of an array of

building models with a heated floor. The experiment was conducted in the atmospheric dif-

fusion wind tunnel at the (Japanese) National Institute for Environmental Studies (Ogawa

et al., 1981). Roughness elements were placed along a 10 m fetch upstream of the building

array to generate an urban-like turbulent boundary layer at the inlet. The urban model

section consisted of Styrofoam cubes with a height H = 100 mm, spaced 100 mm apart

in the streamwise (x) direction, and 50 mm in the spanwise (y) direction, forming street

canyons perpendicularly aligned to the flow direction (Uehara et al., 2000).

Temperature and wind speed measurements were taken at the center of the street canyon

(SC) between the fifth and sixth rows of buildings. For validation, the highly convective

case (Rib = −0.21) was selected where the floor panel temperature, Tf = 79◦ C, the inlet

air temperature, Ta = 20◦ C, and the building model temperature Tm was set to 39.3◦ C

(Uehara et al., 1997).

For reduced computational expense, the QESTransport domain was limited to a 2 x

0.46 x 0.90 m volume, consisting of a 7x3 array of the building models. A uniform grid

with grid spacing ∆ = 10 mm was selected, ensuring 10 computational nodes along the
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building dimensions. To avoid domain boundary effects, a leading length of 2H and trailing

length of 5H were included, and a symmetric boundary condition was applied on the lateral

boundaries. Since QUIC-URB does not allow symmetric boundaries, the velocity domain

was expanded to include an extra row of buildings on either side in the spanwise direction

(7x5 array of buildings) to reduce edge effects (Singh et al., 2008).

The inlet velocity was specified to match the profile that was provided in Fig. 3 of

Uehara et al. (2000), with a reported z0 = 3.3 mm and zero-plane displacement height

d = 35 mm, using QUIC-URB’s urban canopy model (Pardyjak et al., 2008). A reference

velocity Uref = 1.52 m/s was applied at reference height zref = 700 mm, with an attenuation

coefficient A = 1.75.

Since only a single T profile was reported at the SC test location, the inlet profile was

prescribed assuming the profile for z/H > 1 was representative of a logarithmic upstream

profile, given by Arya (2001)

T (z) = Tf +
θ∗
κ

[
ln

(
z

zT0

)
−ΨH

( z
L

)]
, (2.16)

where θ∗ is the friction temperature, zT0 is the thermal roughness length, and ΨH is the

thermal stability correction function. θ∗ at the urban model transition was obtained by

rearranging (2.16), and assuming T = Ta at the thermal boundary layer height δθ. δθ

was approximated using a self-preserving scalar IBL height model developed by Townsend

(1965) which, when integrated, takes the form (Stoll and Porté-Agel, 2006)

δθ

[
ln

(
δθ
z0

)
− 1

]
= 2κ2x. (2.17)

An acceptable fit was obtained using (2.16), with Tf = 79◦ C, L = −1.43 m and zT0 = 0.2

mm.

The QESTransport results are compared against both a RANS CFD model and a LES

model. The RANS model, developed by Kim and Baik (2010) (hereafter referred to as

KB10), is a three-dimensional solver which uses the renormalization group (RNG) k − ε
turbulence model. The LES model, known as the parallelized LES model (PALM) (Letzel

et al., 2008; Raasch and Schröter, 2001), uses the 1.5-order Deardorff (1980) SGS eddy

viscosity scheme. The LES results are taken from Park et al. (2012). Vertical profiles of

the normalized streamwise velocity u/U2H and normalized temperature (T − T2H)/(Tf −
T2H) at the SC test site are presented in Fig. 2.7, and a quantification of each model’s

accuracy (NME and NMB) is provided in the Appendix for wind speed and temperature,

respectively.
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Figure 2.7. Comparison of u/U2H (a) and (T − T2H)/(Tf − T2H) (b) for QUIC-URB
/ QESTransport (solid black curves), KB10 (blue dashed curves), and PALM (magenta
dash-dotted curves) against the experimental measurements of Uehara et al. (2000) (red
circles), at SC test location.

QUIC-URB appears to under predict the recirculation strength in the SC, especially

near z/H = 0. As noted in (Uehara et al., 2000), the reverse flow was much stronger in the

unstable case versus the neutral case. QUIC-URB’s under prediction may be attributed to

neglecting buoyancy forces. Additionally, the vertical gradient of u/U2H near z/H = 1 is

rather extreme, consistent with the discussion in Section 2.3.2.

QESTransport slightly under predicts T for z/H < 1, and slightly over predicts for

1 < z/H < 2, but otherwise shows good agreement with experimental observations overall

(Fig. 2.7). There is an inflection point in the experimental data near z/H = 1, which

is captured by both the KB10 and PALM models, but not as notably by QESTransport.

This is likely the result of enhanced mixing caused by the steep velocity gradients at this

height. Quantitatively, QESTransport compares well with the other two models against the

experimental measurements, with NME = 0.0569 and NMB = −0.0291 , slightly better

than KB10 (NME = 0.0653 and NMB = −0.0646), and somewhat worse than PALM



20

(NME = 0.0310 and NMB = −0.0221) (Appendix).

2.4 Parallel Implementation

As discussed above, the two overarching objectives of QESTransort are to provide

physically accurate results, and do so very rapidly at full-city scales. The approach taken

to achieve the latter is to make use of GPUs. This section describes an initial high-level

approach to accelerate the computations utilizing NVIDIA’s OptiX and CUDA APIs,

including numerical and computational considerations.

OptiX, NVIDIA’s GPU accelerated ray-tracing engine, is used heavily by the radiation

module of QES (QESRadiant) (Bailey et al., 2014; Overby et al.). OptiX kernels are CUDA

kernels with additional macros that define their behavior within the OptiX framework, and

provide additional functionality and optimizations for ray-tracing algorithms. In early

versions of OptiX, it was difficult to share GPU memory between OptiX and CUDA

contexts. Thus, while QESTransport does not use ray-tracing algorithms and therefore

makes very little use of OptiX, it was originally developed within the OptiX framework

to support interoperation with QESRadiant. Because of this, many of the ray-tracing

optimizations provided by OptiX are not applied to the kernels of QESTransport and do

not cause errors in execution. However, GPU-based parallelization is still in affect, providing

substantial speedup over serial-based computation.

2.4.1 Implementation Details

2.4.1.1 Computational Considerations

Serial CPU-based computing relies on a sophisticated cache hierarchy to accelerate the

retrieval of memory. However, as a form of stream processing, GPU computing does not

depend on such hardware. A GPU contains multiple types of memory with varying behavior

and intended usage. Such types include a thread’s individual program stack, shared memory

between threads on a multiprocessor, and global memory that is accessible to all threads

on the device. Global memory is stored on the GPU’s DRAM, and several considerations

must be made with respect to its capacity and read/write efficiency. In particular, copying

memory from the host (CPU) to the device (GPU) is a notably expensive procedure, and

can often be the bottleneck of GPU accelerated software (Yang et al., 2008). In addition,

GPUs contain relatively small on-board memory with respect to CPUs. For instance, as of

December 2014, a noncustom MacBook Pro might come with 16GB of main memory, but

the GPU (NVIDIA 750M) only has 2GB of dedicated memory.
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In typical CUDA applications and our implementation, data used in every thread must

be resident on the device. In QESTransport, this means physical properties for all air cells

and discrete surface “patches” (such as temperature or moisture content) must be copied

to the device from the host prior to kernel launch, and the output of each thread must be

copied back. To mitigate the cost of this transfer and deal with limited available memory,

most simulation input and output is stored as single-precision floating point numbers.

The parallel execution model on NVIDIA’s GPUs is similar to the single instruction, mul-

tiple data (SIMD) model utilized by early vector supercomputers, in which large numbers

of processing elements simultaneously perform the same instructions on many data points.

Much higher throughput than serial CPU execution is seen as thousands of execution threads

are actively utilized (Kirk and Hwu, 2010). One potential pitfall of this execution model

arises with disagreement of thread execution paths, in which each path executes in serial,

significantly degrading performance. This creates a condition called branch divergence.

In QESTransport, each thread operates on a specific computation cell. Cells that are on

domain boundaries require a separate set of instructions from those on the domain interior.

Likewise, cells at the domain inlet require different instructions than those at the outlet

or domain top. To avoid branch divergence, the domain is divided such that specialized

kernels are launched separately for inlet, outlet, and domain top boundaries, as well as

interior cells. We also limit the host-device memory transfer to only the cells needed for

each kernel, reducing the communication overhead and overall memory use.

2.4.1.2 Numerical Considerations

The primary numerical consideration for GPU implementation was concerning the time

integration scheme. Both implicit and explicit methods were considered. While implicit

methods generally have the benefit of remaining computationally stable over large time

steps, they typically require an iterative solver and have higher computer memory demands

per time step (Ferziger and Peric, 2002). Explicit methods, on the other hand, tend to

require less computation time per time step and are much less memory intensive, but have

stringent time step requirements to ensure stability (Ferziger and Peric, 2002). Due to

the memory restrictions inherent with GPU computing (Kirk and Hwu, 2010), the explicit

Leapfrog with DuFort-Frankel point method was determined to be most reasonable for

QESTransport, given its relatively low memory demands and unconditional stability.
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2.4.2 Computational Performance

2.4.2.1 Execution Benchmark

The Uehara et al. (2000) case (Section 2.3.3) was selected as a benchmark case to evaluate

QESTransport’s parallel performance against a comparable traditional 3D RANS model.

The KB10 model (Kim and Baik, 2010) was chosen for the comparison. As discussed by

Lee et al. (2010), comparing GPU vs. CPU times is often misleading. We are cautious to

note this study does not serve as a simple comparison of speed increase factor over a serial

implementation of the code, as the two models take very different approaches. Rather,

the purpose is to evaluate the overall computational cost savings achieved by using the

numerical methods described in Section 2.1.1 and the parallel implementation described

here.

The QESTransport simulation domain was 200 x 46 x 91 cells (819,000 total) with

∆t = 5.2 × 10−4 s, as dictated by the CFL condition. The graphics hardware used was a

single NVIDIA GeForce GTX Titan on “machine A” (see Table 2.3). The KB10 simulation

domain was 152 x 62 x 46 cells (433,504 total), and used a much larger ∆t of 0.05 s. This

was run in serial on a 2.66 GHz Intel Xeon 5550 CPU. Both models were integrated for

tf = 180 s of simulation time. Noting the large differences in domain size and ∆t, we define

a normalized execution time τ for comparison

τ =
texe

(N ∗ P )
, (2.18)

where texe is the total execution time, N is the total number of cells, and P the number of

time steps. For QESTransport, texe encompasses the entire simulation time, including cre-

ating the geometry, initialization of data structures, and calculation of boundary conditions

at every time step, time integration of the scalar transport on the GPU, and CPU-GPU

communication. A cost-saving factor S is then defined as

S =
τKim
τQES

, (2.19)

Given texe ≈ 1.44×104 s for the KB10 model and texe ≈ 5.26×103 s for QESTransport,

we achieved S ≈ 500X.

2.4.2.2 Scaling Study

A scaling study was performed to investigate QESTransport’s performance on very large

problem sizes. An idealized city was generated consisting of a square array of buildings with

dimensions L = W = 30 m and H = 50 m and uniform spacing in both x and y directions of

30 m. Scaling was evaluated by progressively expanding the dimensions of a square domain
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Table 2.3. Hardware specifications for “machine A” used in computations.
OS: Ubuntu 12.04 LTS

RAM: 64 GB RAM

CPU: 10-core Intel Xeon E5-2690, 3.00GHz

GPU: NVIDIA GeForce GTX Titan,
2688 CUDA Cores, 6GB GDDR5

Software: NVIDIA OptiX 3.0.1, CUDA 5.0

ranging from ∼ 0.5 to ∼ 4.5 km. (Table 2.4), with a constant uniform grid resolution

∆ = 5 m. Building faces were heated uniformly to 60 ◦C above ambient temperature, and

the simulation was integrated for tf = 12 s simulation time. The study was performed on

“machine A” (2.3).

texe vs. N is reported in Table 2.4 and Fig. 2.8, where texe here represents everything

but the setup stage (definition of geometry and initialization of data structures). Scaling

is nearly linear, with the largest case taking approximately 74 s to run. Assuming linear

scaling, the simulation matches real time for a domain dimension of approximately 1.8 km

(∼ 6.5 million cells) (red dashed line in Fig. 2.8). With the current implementation and

hardware, the problem size is limited to approximately 41 million cells due to GPU memory

constraints. This will be addressed in the future through either processing individual

“chunks” of the domain on the GPU at a given time, or decomposing the problem across

multiple GPUs in parallel.

The uniform, idealized building array was used in the scaling study for convenience and

consistency as the problem size was increased. As a more realistic, geometrically complex

case, a 1.2 x 1.2 km section of downtown Salt Lake City, Utah, USA was simulated. The

geometry was generated with a 5 m grid resolution using Geographic Information System

(GIS) data. The tallest building was ∼150 m, and the domain height was 250 m. Building

faces were uniformly heated to 60 ◦C above ambient, the ground was heated to 38 ◦C above

Table 2.4. Setup and results for idealized city scaling study.
Dimension [km] N [million] Buildings texe [sec]

0.5 0.5 25 2.3
1.6 5.2 529 9.8
3.0 18.4 2116 31.2
3.9 31.0 3721 52.7
4.5 41.3 5041 74.4
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Figure 2.8. Execution time over a range of domain sizes. Red dashed lines correspond to
the estimated problem size at real time. Study was run on “machine A” (Table 2.3).

ambient, and the wind direction was set to 135◦ from north.

The simulation was integrated for tf = 600 s with ∆t = 0.205 s, and required texe = 171

s to run on “computer A” (∼29% of tf ). A contour plot of the temperature field at z = 5

m is given in Fig. 2.9.

The parallel optimization approach taken here was relatively näıve in nature, as a

more in-depth optimization was beyond the scope of this work. Substantial performance

improvements should be attainable as QESTransport is ported to CUDA where more

control is afforded over computing resources. Latency will be heavily reduced as memory

hierarchy optimizations are leveraged (i.e., utilizing different memory types and caches

on the GPU), and larger problems may be considered as computing resources are more

judiciously managed. Additionally, host-device communication overhead will be reduced

with more control over data transfers between CPU and GPU. Finally, with CUDA it is

possible to have multiple kernels (i.e., boundary conditions) simultaneously active on the

device allowing for higher throughput, where the current implementation in OptiX does not

have this capability.
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Figure 2.9. Temperature contour plot for 1.2 x 1.2 km section of downtown Salt Lake
City, Utah, USA at z = 5 m, with a wind angle of 135◦ from north. All building walls
and rooftops were heated to 60 ◦C above ambient temperature, and the ground surface was
heated to 38 ◦C above ambient



CHAPTER 3

SUMMARY

In order to address place-based urban design questions, a new rapid-response RANS

turbulent scalar transport model, QESTransport, has been developed as a component of

a complete urban microclimate modeling system, QES. QESTransport is used to compute

the mean and turbulent transport of heat and water vapor in a building-resolving complex

urban domain, with grid resolutions ∼1-10 m. The key objectives were to produce physically

accurate results on an inexpensive computing platform with very low computation times.

This was achieved by 1) decoupling momentum and buoyancy effects by assuming a quasi-

steady wind field, 2) employing low-cost models and numerical methods, such as a light-

weight turbulence closure model and a hybrid differencing spatial discretization scheme,

and 3) using GPUs for acceleration of the computations.

A unique feature of QESTransport is that its wind field comes from a fast-response

empirical-diagnostic model, QUIC-URB. Previous versions of QUIC-URB do not allow for

spatially varying z0 and therefore do not account for the formation of IBLs. A new model

was added to QUIC-URB called QU-IBL which uses an IBL growth rate model at each

z0 transition, and computes the velocity field within the IBL using the rough wall log-law

model. QU-IBL was shown to agree well with the experimental measurements of Bradley

(1968) for both rough-to-smooth and smooth-to-rough surface transitions. To make QUIC-

URB more appropriate for scalar wall flux calculations, a new wall stress model was added

to enforce a log-law velocity profile at air cells nearest solid boundaries.

A validation study designed to isolate QESTransport’s performance on idealized cases

with constant surface conditions was performed. This study consisted of three experimental

cases, where QESTransport was shown to replicate physical results with accuracy compara-

ble to much more complex traditional RANS and LES models. A similar validation study

involving full-scale observations will be presented in the near future, once all modules of

QES are linked together.

While the assumption of negligible buoyancy effects has observational justification, most
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of the local discrepancies between the RANS/LES models and QESTransport may be

attributed to the lack of buoyancy coupling in the latter. Its applicability is generally

limited to regions with relatively high building density. As the ultimate goal of QES is

to simulate entire cities, there will certainly be instances where this assumption is more

suspect. Future work will include adding parameterizations to QUIC-URB to account for

buoyancy effects on the momentum field.

The computations were accelerated on consumer-level GPUs for inexpensive, effective

parallelization. Special considerations were taken in the model numerics and implementa-

tion to operate within the SIMD-style parallel execution model. A benchmark study was

carried out on the Uehara et al. (2000) case, comparing QESTransport’s execution speed

with the KB10 RANS model (Kim and Baik, 2010). When normalized by number of cells

and time step size, QESTransport showed a cost-saving factor of ∼500X.

Model execution was tested on problems with up to ∼ 41 million cells and shown to scale

nearly linearly for domain sizes up to 4.5 x 4.5 km, beyond which the memory is exceeded

for a single consumer-level GPU. Compared to the majority of fine-scale CFD urban studies

on domains of <1 km in extent (Barlow, 2014), this is a noteworthy feat. Under the current

implementation, results are produced at better than real time for a domain size of ∼ 1.8

km. Work has begun on exploring multi-GPU parallelization for certain components of

QES (Overby, 2014) and will continue for QESTransport to handle much larger domains.

Given the performance of QESTransport, it shows promise for use as a fine-scale oper-

ational model, especially when nested within a mesoscale model. Work towards this is well

under way, as seen in Kochanski et al. (2015) involving a one-way coupling of WRF to the

QUIC Dispersion Modeling System.



APPENDIX A

VALIDATION STUDY- TABULATIONS

OF ERROR AND BIAS

The metrics used for comparing QESTransport’s results against published data were the

normalized mean error

NME =

N∑
i=1
|Pi −Oi|
N∑
i=1

Oi

, (A.1)

and the normalized mean bias

NMB =

N∑
i=1

(Pi −Oi)
N∑
i=1

Oi

, (A.2)

where Pi and Oi correspond to the predicted and observed values, respectively, at each

measurement location i.

Table A.1. NME and NMB for T profiles for Rao et al. (1974) and QESTransport models
against Rider et al. (1963) data.

x (m) NME NMB
Rao QESTransport Rao QESTransport

0.0 0.0063 0.0060 0.0010 -0.0043
1.15 0.0071 0.0103 0.0071 0.0060
4.63 0.0143 0.0158 -0.0041 0.0121
18.5 0.0090 0.0214 -0.0078 0.0194
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Table A.2. NME and NMB for ρ profiles for Rao et al. (1974) and QESTransport models
against Rider et al. (1963) data.

x (m) NME NMB
Rao QESTransport Rao QESTransport

0.0 0.0026 0.0021 0.0015 0.0002
1.15 0.0368 0.0254 -0.0368 -0.0254
4.63 0.0285 0.0183 -0.0206 -0.0033
18.5 0.0210 0.0384 -0.0198 0.0362

Table A.3. NME and NMB values for vertical u/U ref profiles from CHENSI, VADIS, and
QESTransport models against Richards et al. (2006) data, under isothermal conditions.

x/H NME NMB
CHENSI VADIS QUIC-URB CHENSI VADIS QUIC-URB

-0.625 0.125 0.068 0.1937 -0.119 -0.037 0.009
0.0 0.156 0.171 0.2008 0.021 0.071 -0.1645
0.625 0.125 0.068 0.2878 -0.119 -0.037 -0.0545
1.5 0.213 0.297 0.1626 -0.205 0.252 -0.0595

Table A.4. NME and NMB values for spanwise u/U ref profiles from CHENSI, VADIS, and
QESTransport models against Richards et al. (2006) data, under isothermal conditions.

x/H NME NMB
CHENSI VADIS QUIC-URB CHENSI VADIS QUIC-URB

-0.625 0.165 0.133 0.6802 -0.087 0.116 -0.4019
0 0.105 0.124 0.4318 -0.089 0.116 -0.3619
1.5 0.274 0.227 0.7066 -0.274 0.087 -0.4123

Table A.5. NME and NMB values for spanwise T/T ref profiles from CHENSI, VADIS,
and QESTransport models against Richards et al. (2006) data, with Rib ≈ 1.6

x/H NME NMB
CHENSI VADIS QESTransport CHENSI VADIS QESTransport

0.55 0.115 0.283 0.1003 -0.071 0.264 -0.0372
0.625 0.195 0.082 0.0895 -0.195 0.066 -0.0675
1 0.104 0.11 0.0452 -0.104 -0.007 0.0312
1.5 0.073 0.071 0.0556 -0.073 -0.012 0.0556
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Table A.6. Comparison of NME and NMB for T/T ref profiles produced by QESTransport
against Richards et al. (2006) data, at Rib ≈ 0.9 and ≈ 1.6

x/H NME NMB
0.9 1.6 0.9 1.6

0.55 0.0399 0.1003 -0.0092 -0.0372
0.625 0.0276 0.0895 -0.0012 -0.0675
1 0.0283 0.0452 0.0199 0.0312
1.5 0.0331 0.0556 0.0328 0.0556

Table A.7. Model comparison of NME and NMB for u/U2H between KB10, PALM, and
QUIC-URB models against Uehara et al. (2000) experimental data at the SC test location.

NME NMB
KB10 PALM QUIC-URB KB10 PALM QUIC-URB

0.1541 0.4577 0.6902 -0.0813 0.1092 0.2863

Table A.8. Model comparison of NME and NMB for (T −T2H)/(Tf −T2H) between KB10,
PALM, and QESTransport models against Uehara et al. (2000) experimental data at the
SC test location.

NME NMB
KB10 PALM QESTrans. KB10 PALM QESTrans.

0.0653 0.0310 0.0569 -0.0646 0.0221 -0.0291



APPENDIX B

NUMERICAL DETAILS

B.1 Numerical Methods

The transport equation (2.2) is solved using a finite volume method on a cartesian grid.

It can be rewritten in integral form as∫
V

∂ξ

∂t
dV+[(uξ)e − (uξ)w]Aew

+[(vξ)n − (vξ)s]Ans + [(wξ)u − (wξ)d]Aud

=

[(
(α+Kξ)

∂ξ

∂x

)
e

−
(

(α+Kξ)
∂ξ

∂x

)
w

]
Aew

+

[(
(α+Kξ)

∂ξ

∂y

)
n

−
(

(α+Kξ)
∂ξ

∂y

)
s

]
Ans

+

[(
(α+Kξ)

∂ξ

∂z

)
u

−
(

(α+Kξ)
∂ξ

∂z

)
d

]
Aud

+

∫
V
SξdV

(B.1)

For readability, we introduce the variables F (= uiA) and D (=
α+Kξ
∆xi

A). Carrying out the

volume integrals and rearranging, (B.1) becomes

∂ξ

∂t
V =− [Feξe − Fwξw]− [Fnξn − Fsξs]− [Fuξu − Fdξd]

+ [De(ξE − ξP )−Dw(ξP − ξW )]

+ [Dn(ξN − ξP )−Ds(ξP − ξS)]

+ [Du(ξU − ξP )−Dd(ξP − ξD)]

+ SξV

(B.2)

Note here that the lower-case subscripts correspond to the value at the center of a control

volume face (face-centered) while capital subscripts refer to values located at the center of

the control volume (cell-centered), with the east and west directions along the x-axis, north

and south along the y-axis, up and down along the z-axis, and P at the cell’s center. As
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each quantity is defined at the center of the control volume, the face-centered values are

obtained by taking the algebraic mean of neighboring cell-centered values. For example,

ξe =
ξP + ξE

2
. (B.3)

B.1.1 Spatial Discretization

To provide physically correct solutions, a discretization scheme must effectively account

for the relative strength between advection and diffusion in determining the influence of the

surrounding cells on the local transport of ξ, a property of the scheme referred to by Versteeg

and Malalasekera (2007) as transportiveness. For example, where diffusion dominates,

nearly equal influence should be assigned to each of the surrounding cells. When advection

dominates, on the other hand, the cells in the upwind direction should have significantly

greater influence on the transport calculation. The Peclet number, defined as Pe = F/D,

provides a ratio of the advective to diffusive strength.

In line with the objective of building a light-weight, rapid-response solver, only lower

order truncation error schemes are considered. While a second-order central differencing

scheme (CDS) certainly provides a solution with higher order of accuracy than a first-order

upwind differencing scheme (UDS), it does not possess the transportive property described

above at higher Peclet numbers, giving equal influence to all surrounding cells. An UDS

on the other hand is transportive, but has a lower order of accuracy. To take advantage of

the desirable properties of both the CDS and UDS, a hybrid differencing scheme (HDS) is

used which switches from CDS to UDS at cells where |Pe| exceeds a threshold value of two

(Ferziger and Peric, 2002; Versteeg and Malalasekera, 2007)). Equation (B.2) may now be

simplified by substituting in the face-centered values illustrated by (B.3), resulting in

∂ξ

∂t
V =− aP ξP + aEξE + aW ξW + aNξN

+ aSξS + aUξU + aDξD + SξV.

(B.4)

The a coefficients in (B.4) provide the means for implementing the HDS, where
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aE = max[−Fe, (De − Fe/2), 0]

aW = max[Fw, (Dw + Fw/2), 0]

aN = max[−Fn, (Dn − Fn/2), 0]

aS = max[Fs, (Ds + Fs/2), 0]

aU = max[−Fu, (Du − Fu/2), 0]

aD = max[Fd, (Dd + Fd/2), 0]

aP = aE + aW + aN + aS + aU + aD + ∆F

∆F = Fe − Fw + Fn − Fs + Fu − Fd

(B.5)

B.1.2 Time Integration

The unsteady scalar term on the left-hand side of (B.2) was discretized using a three

time level Leapfrog method with a DuFort Frankel approximation, as outlined in Ferziger

and Peric (2002). Applying this method to (B.4) results in

(
1 +

∆t

V
aP

)
ξn+1
P

=

(
1− ∆t

V
aP

)
ξn−1
P

+(aEξ
n
E + aW ξ

n
W + aNξ

n
N + aSξ

n
S + aUξ

n
U + aDξ

n
D

+

6∑
f=1

(
u′iξ
′
)
f
Af )

2∆t

V
.

(B.6)

The n superscript indicates the time level. Using the Von Neumann stability analysis, the

method is shown to be unconditionally stable. Despite this, the time step is restricted by

the minimum of that allowed by both the CFL condition and the diffusion condition to

ensure physically correct behavior is maintained. These are given by

∆tCFL =
µ
[
(∆x)2 + (∆y)2 + (∆z)2

]1/2
(u2
max + v2

max + w2
max)1/2

, (B.7)

∆tdiff =

[
(∆x)2 + (∆y)2 + (∆z)2

]1/2
2Kξ,max

, (B.8)

respectively, where µ is a constant (= 0.9) and the grid spacing is assumed to be constant

in each direction.
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B.1.3 Boundary Conditions

B.1.3.1 Domain Top Boundary Condition

A floating gradient condition is set at the domain top, defined by

∂ξ

∂z
|z=Lz=

∂ξ

∂z
|z=Lz−∆z, (B.9)

where Lz is the domain height and ∆z is the vertical grid spacing.
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R. Röckle. Bestimmung der Stromungsverhaltnisse im Bereich komplexer Bebauungsstruk-

turen. Phd dissertation, der Technischen Hochschule Darmstadt, Germany, 1990.

M. Roth. Review of atmospheric turbulence over cities. Quarterly Journal of the Royal

Meteorological Society, 126:941–990, 2000.

Sergiy a. Savelyev and Peter a. Taylor. Internal Boundary Layers: I. Height Formulae

for Neutral and Diabatic Flows. Boundary-Layer Meteorol., 115(1):1–25, April 2005.

ISSN 0006-8314. doi: 10.1007/s10546-004-2122-z. URL http://link.springer.com/

10.1007/s10546-004-2122-z.

Nick Shingleton. COUPLING A LAND-SURFACE MODEL TO LARGE-EDDY SIMU-

LATION TO STUDY THE NOCTURNAL BOUNDARY by. PhD thesis, University of

Utah, 2010.

B. Singh. Testing and development of a fast response Lagrangian dispersion models. Ms

thesis, University of Utah, 2005.

B. Singh. Development of a fast response dispersion model for virtual urban environments.

Phd dissertation, University of Utah, 2012.

Balwinder Singh, Bradley S. Hansen, Michael J. Brown, and Eric R. Pardyjak. Evaluation

of the QUIC-URB fast response urban wind model for a cubical building array and

wide building street canyon. Environ. Fluid Mech., 8(4):281–312, August 2008. ISSN

1567-7419. doi: 10.1007/s10652-008-9084-5. URL http://link.springer.com/10.

1007/s10652-008-9084-5.

http://linkinghub.elsevier.com/retrieve/pii/S016761050600033X
http://linkinghub.elsevier.com/retrieve/pii/S016761050600033X
http://link.springer.com/10.1007/s10546-004-2122-z
http://link.springer.com/10.1007/s10546-004-2122-z
http://link.springer.com/10.1007/s10652-008-9084-5
http://link.springer.com/10.1007/s10652-008-9084-5


41
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