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ABSTRACT 

Minimally invasive thermal therapy under Magnetic Resonance Imaging (MRI) 

guidance is becoming popular with several applications in the process of getting FDA 

approval. The ability to determine in near real-time the temperature map of a tumor and 

its surrounding tissue makes MR thermometry very attractive and well suited for thermal 

treatment. The proton resonance frequency shift (PRF) is currently the gold standard 

method for temperature monitoring using MRI. However, its incapacity to measure 

temperature in fatty tissue limits the scope of its applicability. The spin lattice relaxation 

time T1, on the other hand, has shown good temperature sensitivity and works well in all 

types of tissues. 

 In this dissertation, we have addressed a number of challenges currently affecting 

MRI thermometry. A non-CPMG Turbo Spin Echo (TSE) sequence has been 

implemented to monitor the temperature rise due to the high RF power deposition 

inherent to this sequence at high field (3T and higher). This new implementation allows 

TSE sequences to be used safely without altering their high contrast properties which 

make them appealing in clinical settings.  

Tissue damage assessment during thermal therapy is critical for the safety of the 

patient. We have developed a new hybrid PRF-T1 sequence that has the capability to 

provide simultaneously in near real-time the temperature map and T1 information, 

which is a good indication of the state of the tissue. The simplicity and the real-time 
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capability of the newly developed sequence make it an ideal tool for tissue damage 

assessment. 

Temperature monitoring during thermal therapy in organs with large fat content have 

been hindered by the lack of an MRI thermometry method that can provide simultaneous 

temperature in fat and aqueous tissue. A new sequence and acquisition scheme have been 

developed to address this issue. 

In sum, this dissertation proposed several pulse sequence implementation techniques 

and an acquisition scheme to overcome some of the limitations of MR thermometry. 
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CHAPTER I 

 

PRINCIPLES OF MAGNETIC RESONANCE IMAGING 

 

1.1 Introduction 

Temperature monitoring of minimally invasive therapeutic intervention under Magnetic 

Resonance Imaging (MRI) guidance has been under active investigation for nearly two 

decades (1,2). The noninvasive nature of MRI in conjunction with the lack of ionizing 

radiation and the ability to image in any orientation with high spatial and temporal resolution 

make it one of the potentially attractive modality for real-time feedback thermal therapy.  

Since the infancy of temperature monitoring under MRI guidance, various MR parameters 

have been investigated for their temperature dependence such as: the proton density (3-5), 

the spin lattice relaxation time T1 of the water proton (2,6-13), the spin-spin relaxation time 

T2 of the water proton (14,15), the diffusion coefficient which describes the thermal 

Brownian motion of molecules in a medium (16-19), the magnetization transfer (20,21),  and 

the proton resonance frequency (PRF) shift of the water proton (22-27). Chapter 2 gives a 

brief overview of some of the thermometry methods, but for more detailed description of 

these temperature measurement techniques and other historical milestones of MRI 

temperature monitoring, the reader is referred to the review by Rieke et al. (28) and Quesson 

et al. (29). Although these techniques have shown their capabilities of measuring 

the temperature during thermal exposure, they present individually some potential limitations 
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in terms of their temperature sensitivity (accuracy), their temporal resolution, and their tissue 

dependence. In fact, adequate temperature monitoring requires that the MR temperature 

maps have spatial resolution to accurately measure the induced temperature distribution, high 

temporal resolution to track changes in regions where the temperature is rapidly increasing, 

sufficient volume coverage to image everywhere where thermal energy may be deposited, 

and their applicability to all kinds of biological specimens.               

Among the MRI temperature measurement techniques listed above, the PRF and the T1 

techniques have emerged as leading approaches because of their reliability, their relative 

high temporal and spatial resolutions, and their ease of implementation. Furthermore, 

combining PRF and T1 can be used to overcome some of the limitations of the individual 

techniques such as PRFs incapacity to measure temperature in fat, which poses significant 

problems for treatment of organs that contain large amounts of fat such as breast and skin. 

However, the temperature sensitivity of T1 has been measured for a number of fatty tissues, 

and has been found to be approximately linear with the temperature (15,30). Similarly T1 of 

the tissue, which is related to the translational and rotational rates of water, can be used as an 

intrinsic probe for investigating structural change in tissue at high temperature. 

Therefore, the goal of this dissertation is to present novel pulse sequence 

implementations and new acquisition schemes to overcome some of the limitations of the 

PRF and the T1 techniques. Also, the spatial resolution and the temporal resolution have been 

improved for the 3D volume coverage during MR temperature imaging. The outline of the 

chapters of this dissertation is presented as follows: 

- The remainder of Chapter 1 is an overview of the basic concepts of nuclear magnetic 

resonance (NMR) and the principle of magnetic resonance imaging. First, the 
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quantum mechanical description of atomic nuclei is presented from the description of 

a spin in a static field to Bloch equations. Then, the classical treatment is used to 

describe the MRI theory.  

- Chapter 2 is focused on MR thermometry methods; particularly a general overview 

of the PRF and T1 temperature measurement techniques are described. Special 

attention is paid to the acquisition and the implementation of these techniques as well 

as their capabilities and limitations.  

- Chapter 3 is devoted to the basic concepts of High-Intensity Focused Ultrasound 

(HIFU). The theories (physic) of the propagation of the sound wave in conjunction 

with the biological effect of HIFU are presented.  

- Chapter 4 demonstrates the feasibility of the PRF-based thermometry using a 

modified turbo spin echo sequence. This simple sequence modification allows any 

turbo spin echo sequence to be used safely and prevents the temperature change due 

to the Specific Absorption Rate (SAR) to exceed a threshold temperature set by the 

user of this sequence. 

- Chapter 5 introduces the results of the irreversible change in the T1 temperature 

dependence with thermal dose using the PRF-T1 technique. The results demonstrate 

that the change of spin lattice relaxation time T1 is reversible with temperature for 

low thermal dose (thermal dose ≤ 240 cumulative equivalent minutes [CEM] 43°C) 

and irreversible with temperature after significant accumulation of thermal dose in ex 

vivo chicken breast tissue. They also suggest that the hybrid PRF-T1 method may be 

a potentially powerful tool to investigate the extent and mechanism of heat damage 

of biological tissues.  
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- In Chapter 6, a new approach for simultaneous PRF temperature mapping in aqueous 

tissue and T1 mapping in fat is described. These results represent a step forward 

toward real-time temperature monitoring during thermal therapy in organs that 

contain large amounts of fat such as breast.  

- Finally, Chapter 7 presents a summary of this dissertation and proposes new 

directives and suggestions for future works.  

 

1.2 Overview of NMR Physics and Imaging 

1.2.1 Historical Perspectives of MRI 

The concept of nuclear magnetic resonance has its origins in the discovery of the spin 

nature of the proton. Based on the work of Stern and Gerlach from the early 1920s, Rabi and 

its group worked on the spin of the proton and its interaction with a magnetic field in the 

1930s (31). With the basic understandings in hand in 1946, Felix Bloch and Edward Purcell 

extended independently the early quantum mechanical concepts to a measurement of an 

effect of the precession of the spins around a magnetic field. They explained many of the 

theoretical and experimental details of NMR as we know them today. For this work, they 

shared the Nobel Prize in physics in 1952. 

However, it could be argued that MRI had its real beginnings in 1973 with the 

publication of the seminal papers by Paul Lauterbur (32) and Peter Mansfield (33). They 

proposed and showed that the difference in frequency components of the signal could be 

separated to give spatial information about the object. They were awarded the Nobel Prize in 

Medicine for their discoveries in 2003. Furthermore, Raymond Damadian (1971) brought the 

attention to the tumors’ detection by noting the difference in relaxation times between 
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healthy tissues and tumors (34). Later, a Swiss physical chemist Richard R. Ernst proposed a 

technique that enables high-resolution 2D study of larger molecules. With its refinement, 

many others scientists extended its work by proposing 2D (35), and eventually 3D Fourier 

imaging methods. He earned the Nobel Prize in Chemistry in 1991 for his work in Fourier 

transform NMR spectroscopy. MRI had therefore begun. The whole body MRI was 

demonstrated by Raymond Damadian in 1977. For more historical and review references, the 

reader is referred to the Encyclopedia of  Nuclear Magnetic Resonance (Volume 1, Historical 

Perspectives).  

Since then, MRI has been a successful imaging modality due to its ability to 

noninvasively acquire high-resolution images of the internal structure of subjects without the 

use of ionizing radiation. Furthermore, many improvements have been made in the MRI 

field; from the hardware to the software and different acquisition schemes have been 

developed to increase the spatial and temporal resolution of the images. The next section 

gives both quantum and classical description of NMR physics from the simple resonance 

theory to the signal formation and detection.    

 

1.2.2    Quantum Mechanical Description 

It is possible to use either the quantum or the classical description of the resonance 

phenomena. In general, all substances are magnetic; therefore, they do have the capacity to 

interact with magnetic fields. The interaction energy is expressed in function of the nuclear 

magnetic moment  ⃗ . The Hamiltonian is given by:  

     ⃗   ⃗⃗  [1.1] 
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where  ⃗⃗  is the applied external magnetic field. A fundamental symmetry theorem (Wigner-

Eckart theorem of quantum mechanics) requires that the intrinsic angular momentum    and 

the nuclear magnetic moment are proportional to each other:  

  ⃗      [1.2] 

The proportionality constant γ is called the magnetogyric ratio (also called the gyromagnetic 

ratio). The gyromagnetic ratio is specified in unit of [
   

   
]. Note that γ can be either positive 

or negative and its values are established experimentally. In Table 1.1 are given the values of 

γ for selected nuclei. 

Furthermore, Pieter Zeeman, a Dutch physicist, in 1897 has demonstrated in a seminal 

paper that any spin state of the nucleus with quantum number    may be represented as a 

superposition of the 2I+1 eigenstates     〉. Thus, the Zeeman eigenstates     〉 form a finite 

basis for the representation of the spin operator    with dimension 2I+1. This phenomenon is 

known as the Zeeman effect. Also, the nature of the Zeeman splitting depends critically on 

the strength of the applied external magnetic field      in comparison to the internal field 

     that gives rise to spin-orbital coupling. If          , then fine structure dominates, 

whereas if          , then the Zeeman effect dominates. Therefore, for the remainder of 

this dissertation, we assume that          .  

Hence, by applying the magnetic field B0 along the z-direction and using the Zeeman 

eigenstates     〉 of    , it follows: 

      〉            〉 [1.3] 
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Table 1.1: Selected atomic nuclei common in human body with their gyromagnetic ratio and 

their spins. 

 

Atomic Nucleus Gyromagnetic ratio 
γ

  
 

[MHz/T] 

Spin quantum number 

1
H 42.58 1/2 

23
Na 11.27 3/2 

31
P 17.25 1/2 

17
O -5.77 5/2 

19
F 40.08 1/2 

 

Therefore, the allowed energies are: 

           [1.4] 

where                         and        
 

 
   

 

 
    

For simplicity, let us consider a system whose nuclei possess spin 
 

 
. Hence, the energy levels 

and the eigenstates are given in Figure 1.1. 

The Zeeman eigenstates are equally spaced and the energy difference between adjacent 

states is:  

              [1.5] 

where 

         [1.6] 

The fact that the resonance frequency is independent of Planck’s constant suggests that the 

result is also describable by a classical picture. 

In MRI, the magnetic resonance is usually produced by applying an alternating magnetic 

field perpendicular to the static field,   . Let us apply the alternating magnetic field as a  



8 
 

 

Figure 1.1: The Zeeman energy levels of a spin one-half system in an external magnetic 

field, B0. 

 

small perturbation along the x-direction. Therefore, the Hamiltonian is:  

   
       

      (  ) [1.7] 

Hence, the matrix element of the Hamiltonian is given by: 

 ⟨     |  
 |   ⟩       

       ⟨     |  |   ⟩ [1.8] 

It is convenient at this point to introduce the “ladder operators” commonly known as the 

raising and lowering operators: 

 
{
         
         

 
[1.9] 

where: 

 
{
      〉  √ (   )   (   )      〉

      〉  √ (   )   (   )      〉
 

[1.10] 
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Solving for    in equation [1.9] one obtains: 

 
   

 

 
(     ) 

[1.11] 

Hence, from the definition of the raising and lowering operator we obtain: 

⟨     |  
 |   ⟩

  
    

      

 
(√ (   )   (   ) ⟨     |     ⟩        

 √ (   )   (   ) ⟨     |     ⟩) 

[1.12] 

Equation [1.12] vanishes unless the selection rules for   and m are satisfied: 

 
{     

      
 

[1.13] 

Consequently, the allowed transitions are only between adjacent energy levels. 

For  
 

 
 , equation [1.12] reduces to : 

 
⟨
 

 
  

 

 
|  

 |
 

 
 
 

 
⟩   

    
    (  )

 
 

[1.14] 

From the time-dependent perturbation theory, one can derive the probability per second 

( 
 
 

 
  

 

 
〉  

 

 
 
 

 
〉
) that   

  induces a transition from a state  
 

 
  

 

 
〉 to a state  

 

 
 
 

 
〉.   

 
 

 
 
 
  

 
 
〉  

 
 
 
 
 
〉
 

  

 
|⟨
 

 
  

 

 
|  

 |
 

 
 
 

 
⟩|

 

 ( 
 
 
 
  

 
 
〉
  

 
 
 
 
 
 
〉
   ) 

[1.15] 

Equation [1.15] reduces to: 
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〉  

 
 
 
 
 
〉
 

 

 
(   

    (  ))
 
 (    ) [1.16] 

Therefore, the transition probability vanishes unless the perturbation field is tuned exactly to 

  . Hence, the resonance phenomenon occurs only if the applied magnetic field 

  
   perpendicular to the static magnetic field    is tuned to the frequency 

       . This resonance frequency is known as Larmor frequency. 

 

1.2.3    Classical Description 

Classical treatment usually describes the macroscopic behavior of the fundamental 

constituents of the matter. Atoms with an odd number of protons or neutrons possess a 

nuclear magnetic moment  ⃗ , and therefore exhibit the magnetic resonance phenomenon. A 

classical argument for the existence of  ⃗  is twofold: 

a) A nucleus such as a proton has an electrical charges e and a mass m. 

b)  It rotates around its own axis if it has nonzero spin. Therefore, it creates a magnetic 

field around itself that is analogue to the field surrounding a microscopic bar magnet. 

The magnitude of this magnetic moment can be computed in a straightforward manner as 

described below. 

For simplicity, let us assume the charge e is moving in circular path of radius r with 

period T. The system can be treated as a current loop of area A and carrying current i, thus: 

      [1.17] 

 Since   
 

  
, we get: 

 
  

    

  
 

[1.18] 
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Furthermore, by using the fundamental relationship of particle physics:      where the 

classical angular momentum can be derived as: 

 
       

    

 
 

[1.19] 

and comparing the expression of   and  , one obtains:    
 

   
. This expression of   shows 

that the gyromagnetic ratio varies in function of the charge and the mass of the nuclei under 

investigation, as previously shown in Table 1.1.  

Now, let us describe the collective behavior of an ensemble of    spins placed in an 

external strong magnetic field    applied along the z-direction. For simplicity, we will be 

considering a nucleus whose spin is 
 

 
.  

 Consider  ⃗⃗⃗ , a macroscopic magnetization vector such as:  

 

 ⃗⃗⃗  ∑  ⃗ 
 

  

   

 (∑  
 
 

  

   

)    (∑  
 
 

  

   

)    (∑  
 
 

  

   

)  ⃗  

[1.20] 

where  
 
   

 
       

 
  are the projections of  ⃗ 

 
 along the axis of the Cartesian coordinate 

system (       ⃗ ). Note that  ⃗⃗⃗    in the absence of an external magnetic field because of the 

random orientation of the microscopic magnetic moments. In equation [1.20], the transverse 

components add to zero because of their random phase while  ⃗⃗⃗  precesses about the z-axis. 

Hence, equation [1.20] reduces to: 

 

 ⃗⃗⃗  (∑  
 
 

  

   

)  ⃗  

[1.21] 
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Based on the quantum mechanical description of the previous section, it has been shown that 

a system of    spins in an external magnetic field    can take one of two possible 

orientations with respect to the z-axis. The energy difference between the two quantum states 

( 
 

 
  

 

 
〉   

 

 
 
 

 
〉) is: 

     
 
 
 
  

 
 
〉
  

 
 
 
 
 
 
〉
      [1.22] 

(see equation [1.5]). 

However, the Boltzmann relationship relates the spin population difference of the two spin 

states to their energy difference: 

  
 
 
 
 
 
 
〉

 
 
 
 
  

 
 
〉

    (
  

   
) 

[1.23] 

where 

  
 
 

 
 
 

 
〉
: number of spins in the state  

 

 
 
 

 
〉 

  
 
 

 
  

 

 
〉
: number of spins in the state  

 

 
  

 

 
〉 

   : Boltzmann constant (1.38∙         ) 

 T: Absolute temperature of the spin system 

In practice,        (high-temperature approximation); therefore, the right side of 

equation [1.23] can be expanded in power series and one can consider only the first two 

terms: 

  
 
 
 
 
 
 
〉

 
 
 
 
  

 
 
〉

   
   

   
 

[1.24] 
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Hence, 

 
 

 
 
 
 
 
 
〉
  

 
 
 
  

 
 
〉
   

   

    
 

[1.25] 

Equation [1.21] can be thus expressed in function of the magnetic moments of the two spins 

population as: 

 

 ⃗⃗⃗  (∑  
 
 

  

   

)  ⃗  

(

 ∑
 

 
γ 

 
 
 
 
 
 
 
〉

   

 ∑
 

 
γ 

 
 
 
 
  

 
 
〉

   
)

  ⃗ 

 
 

 
( 

 
 
 
 
 
 
〉
  

 
 
 
  

 
 
〉
) γ  ⃗  

[1.26] 

Therefore at equilibrium, the bulk magnetization vector is oriented parallel to the z-axis and 

points in the same direction and its magnitude is: 

 
| ⃗⃗⃗ |  

γ       

    
 

[1.27] 

This result can be generalized to any nucleus with spin s as follows: 

 
| ⃗⃗⃗ |  

γ        (   )

    
 

[1.28] 

At this point, we assume that the spin system has reached the thermal equilibrium and the 

bulk magnetization is represented by    ⃗⃗⃗⃗ ⃗⃗    
 .  

The time-dependent behavior of the bulk magnetization in the presence of an applied 

magnetic field   ( ) perpendicular to the static magnetic field    is well described 

quantitatively by the Bloch equation.  
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1.2.4 Bloch Equation 

Bloch’s equation describes the motion of a magnetization within an external magnetic 

field as well as the relaxation phenomena. The general form of Bloch’s equation is given by: 

   ⃗⃗ 

  
  ⃗⃗    ⃗  

         

  
 

(     
 )

  
 ⃗  

[1.29] 

where           are time constants characterizing the relaxation process of a spin system 

after it has been disturbed from its thermal equilibrium state and  ⃗⃗  includes the various 

magnetic fields applied. In the present discussion, we are interested only in the behavior of  

 ⃗⃗⃗  during the application of an external magnetic field   ( ). Hence, we will drop the last 

two terms of equation [1.29] for now. Note that this treatment is also valid when the duration 

of the radio frequency (RF) is short compared to          . Therefore, equation [1.29] takes 

a simpler form: 

   ⃗⃗ 

  
  ⃗⃗    ⃗  

[1.30] 

 To fully take advantage of this equation, let us rewrite the above equation in the 

rotating frame. Let us consider two reference frames: a stationary reference frame or 

laboratory reference frame (       ⃗ ) and a rotating reference frame (   ⃗   ⃗⃗    ⃗⃗⃗  ) about the z-axis 

with an angle ( t) (see Figure 1.2). 

The rotating frame can be expressed in function of the stationary frame as follows: 

 

{

   ⃗     (  )       (  )   

  ⃗⃗     (  )       (  )   

  ⃗⃗⃗    ⃗ 

 

[1.31] 
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Figure 1.2: Rotation about the z-axis. 

 

Thus, the time derivatives of the unit vector of the rotating frame are given by: 

 

{
  
 

  
     ⃗

  
    ⃗     ⃗

   ⃗⃗ 

  
    ⃗    ⃗⃗ 

   ⃗⃗⃗  

  
    ⃗    ⃗⃗⃗  

 

[1.32] 

The vector  ⃗⃗⃗  on Figure 1.2 can be decomposed in its scalar components in the two reference 

frames as follows: 

  ⃗⃗               ⃗  

 ⃗⃗   ⃗⃗          ⃗      ⃗⃗      ⃗⃗⃗   

[1.33] 

[1.34] 
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According to equations [1.32], the time derivative of the  ⃗⃗⃗  vector in the rotating frame can 

be written as: 

   ⃗⃗    
  

 
    

  
   ⃗  

    

  
  ⃗⃗  

    

  
  ⃗⃗⃗      

    ⃗

  
    

   ⃗⃗ 

  
    

   ⃗⃗⃗  

  

 
  ⃗⃗    
  

   ⃗   ⃗⃗     

[1.35] 

Hence: 

   ⃗⃗    
  

   ⃗⃗      ⃗       ⃗   ⃗⃗       ⃗⃗     ( ⃗     
 

 
 ⃗ ) 

[1.36] 

We may rewrite equation [1.36] as: 

   ⃗⃗    
  

   ⃗⃗      ⃗     
[1.37] 

 ⃗     is the effective magnetic field  that the net magnetic moment (bulk magnetization 

vector) experiences in the rotating frame. The explicit form of this effective field is given by: 

 
 ⃗     (   

 

 
)  ⃗⃗⃗     ( )   ⃗ 

[1.38] 

On resonance       ; thus, the first term of equation [1.38] vanishes. Therefore,  ⃗⃗     

points in the direction of the    ⃗ unit vector. Equation [1.37] becomes: 

   ⃗⃗    
  

   ⃗⃗       ( )   ⃗ 
[1.39] 
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The solutions of the above equation show that the bulk magnetization vector in the presence 

of a rotating RF field is forced to rotate around the axis of the RF field with angular velocity: 

 ⃗⃗     ⃗  .  

 

1.2.5 Relaxation Times 

When an ensemble of spins is exposed to an external static magnetic field for a long 

time, the spin system reaches a state of thermal equilibrium. Therefore, the populations in the 

Zeeman states are given by the Boltzmann distribution, at the temperature of the molecular 

environment. 

RF pulses disturb the equilibrium of the spin system; thus, the spin populations after a 

pulse deviate from their thermal equilibrium values. 

Relaxation is the process by which equilibrium is regained, through interaction of the 

spin system with the thermal molecular environment. The relaxation processes are 

divided in two types: 

- spin-lattice relaxation or longitudinal relaxation time (T1). 

- spin-spin relaxation or transverse relaxation time (T2). 

 

1.2.5.1  Spin-lattice Relaxation Time T1 

For a spin 
 

 
 system, the relaxation is caused by a fluctuating magnetic field at the site of 

the nuclear spins which is the direct consequence of the thermal motion of the molecules. 

The dominant relaxation mechanisms include the dipole-dipole interaction, the chemical 

shift anisotropy, and the spin rotation. However, in most experimental cases, one can be 

dominant over other mechanisms depending on the molecule or nucleus of interest.  For spin 
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greater than 
 

 
, the dominant relaxation mechanism is the interaction between the nuclear 

electric quadrupole and the electric field gradient (quadrupole   dipole-dipole > chemical 

shift anisotropy > spin-rotation).  

Now let us examine how the spin state population is affected by these relaxation 

mechanisms. For simplicity we still consider a system with two Zeeman states   〉 and    〉 

(see Figure 1.3). 

We can write the differential equations for the change of the population in the two states 

as follows: 

 

{

    〉

  
    〉   〉   〉     〉   〉   〉

    〉

  
    〉   〉   〉     〉   〉   〉

 

[1.40] 

[1.41] 

where    〉        〉  represent the fractional occupation of states   〉 and   〉, respectively. The 

normalization condition requires that: ∑    〉   .     〉   〉 denotes the transition probability 

per unit time from state   〉 to state   〉. We will denote the reverse transition by     〉   〉. 

 

 

Figure 1.3: Populations distribution at thermal equilibrium. 
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 From equation [1.26], one can deduce that the longitudinal magnetization vector is 

proportional to the difference in the spin state populations and is given as: 

     (   〉     〉) [1.42] 

where   
    

 
. As a result, the equation of motion is described as: 

    

  
  (

    〉

  
 

    〉

  
) 

[1.43] 

By substituting equations [1.40] and [1.41], one gets: 

    

  
   (   〉   〉   〉     〉   〉   〉) 

[1.44] 

In practice, the probability of inducing a transition from the lower energy state to the higher 

energy state is different from the transition of the higher energy state to the lower energy 

state. This is also verified by the fact that the spin system obeys the Boltzmann distribution 

at the equilibrium state. Therefore, the Boltzmann distribution is only stable if the probability 

   〉   〉     〉   〉. As a consequence, the flow of population at equilibrium state in the two 

directions must equal: 

    〉
  

   〉   〉     〉
  

   〉   〉 [1.45] 

where     〉
  

        〉
  

 are the fractional occupation of state   〉 and state   〉 at the thermal 

equilibrium state. Equation [1.45] is also called the principle of detailed balance. The 

fractional occupations of the states are given by the Boltzmann distribution: 
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{
 
 

 
 
   〉
   

  
   〉

  

 

   〉
   

  
   〉

  

 

 

[1.46] 

where    〉        〉 are the energies of the states   〉       〉.  

 
  ∑  

  
  

 

 
[1.47] 

is the partition function or sum of the states. 

Using the high-temperature approximation, equations [1.46] can be reduced to: 

 

{
   〉
   

 

 
(  

 

 
 )

   〉
   

 

 
(  

 

 
 )

 

[1.48] 

where   
    

   
. 

Hence, by substituting equations [1.48] into equation [1.45] we can express the transition 

probability as function of a mean transition probability W per unit time between the states. 

 

{
   〉   〉   (  

 

 
 )

   〉   〉   (  
 

 
 )

 

[1.49] 

Using the normalization condition, equations [1.49], and equation [1.42], we obtain: 

    

  
    (    ) 

[1.50] 
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The solution of the above equation is thus given by: 

   ( )  (  
   )     +1 [1.51] 

From this equation, we can conclude that: 

 
   

 

  
 

[1.52] 

Therefore, the spin-lattice relaxation time is equal to twice the mean transition probability 

per unit time between the states. This mean transition probability can be derived for the 

random field model from first principles (see Principles of Magnetic Resonance by Slichter) 

as: 

   
 

 
  〈  

 ( )〉ℑ(  ) [1.53] 

where   ( ) is the radio frequency field applied along the x’-axis in the rotating frame and 

ℑ(  ) is the spectral density function. The spectral density function is defined as twice the 

Fourier transform of the autocorrelation function  ( ): 

 
ℑ( )   ∫  ( )      

 
   = 2∫ ( 

 
   

        )
 

 
   

[1.54] 

where    is the correlation time of the fluctuation of the local magnetic field in the   -axis. 

Therefore, the rate of the spin-lattice relaxation time is given by:  

  

  
   〈  

 ( )〉
  

  (    ) 
 

[1.55] 

The plot of the spin-lattice relaxation time verses the correlation time is shown in Figure 1.4. 
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Figure 1.4: Spin-lattice relaxation time as function of the correlation time for random field 

fluctuation. 

 

In most NMR experimental situations near room temperature, the T1 is close to the T1 

minimum. As a result, the small value of T1 permits increased number of signal averaging in 

a given duration and thus increased signal-to-noise ratio (SNR).   Also, for systems with 

short correlation times, namely small molecules in nonviscous solutions, the spin-lattice 

relaxation time increases with temperature (36). 

The liquid-like 
1
H T1 relaxation mechanism observed in biological tissue involves both 

intramolecular and intermolecular dipolar interactions of macromolecules and water 

molecules. The general form is given by: 

  

  
 

 

  
(
   

  
)

 

(
  

    
    

 
   

     
    

) 
[1.56] 

where r is the distance between the dipoles. 
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Similarly, the spin-spin relaxation time (T2) was found to be: 

  

  
 

 

  
(
   

  
)

 

(    
   

    
    

 
   

     
    

) 
[1.57] 

The detailed derivation of equations [1.56] and [1.57] can be found in the following 

references (6,37). Moreover, equations [1.56] and [1.57] show that the spin-lattice relaxation 

value is close to the value of the spin-spin relaxation time when the correlation time is short. 

These two relaxation times have larger difference when the correlation time becomes longer 

and T1 is always greater than T2. 

In practice, the relaxation times are temperature-dependent. This is because the random 

field fluctuations originate from the molecular environment, and also the correlation time    

is a function of temperature. The correlation time is inversely proportional to temperature T 

according to Debye theory (38):     
 

 
.  

Furthermore, at the Larmor frequency the term       , which implies that:  

  

  
    

 

 
 

[1.58] 

Hence, T1 is linearly proportional to the temperature when       . The effect of 

temperature on T1 depends on the location of the correlation with respect to the minimum of 

T1 (see Figure 1.4). For a system with long correlation times, such as large molecules which 

tumble slowly, increasing the temperature of the sample generally reduces the spin-lattice 

relaxation time constant T1. Inversely, for small molecules which tumble very rapidly (short 

correlation times), such as free water (the correlation time is about 10
-12

), T1 values increase 

with temperature.  
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1.3 MR Signal Detection Concepts 

A spin system in a static magnetic field    at which we apply a perturbing, transient RF 

field perpendicular to the static field direction is described by equation [1.39]. In scalar form, 

we have: 

 

{
 
 

 
 

    

  
  

    

  
    ( )   

    

  
     ( )   

 

[1.59] 

A closed-form solution to the above equations set and under the initial conditions: 

   ( )     ( )    and    ( )    
  are given by: 

 

{
 
 

 
 

   ( )   

   ( )    
    (∫    ( 

 )   
 

 

)

   ( )    
    (∫    ( 

 )   
 

 

)

 

[1.60] 

These solutions indicate that the effect of the applied RF field at the resonance frequency is a 

precession of the bulk magnetization about the axis of the applied magnetic field in the 

rotating frame. The next question is how to convert this rotating magnetization to electric 

signal.  

The fundamental signal in an MR experiment comes from the detection of the 

electromotive force (emf) induced in any coil by the precessing spin’s magnetic flux of the 

transverse bulk magnetization. The emf induced in a coil by a changing magnetic flux can be 

calculated by Faraday’s law of induction: 
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(∫  ⃗            ) 

[1.61] 

where   is the flux through the coil.  ⃗⃗         is the magnetic field created by the current 

density induced in the conducting loop by a changing  flux.  ⃗⃗         opposes the changes 

induced by the external field and this is referred to as Lenz’s law. d ⃗  is a unit vector 

perpendicular to the loop surface element dS. 

The above equation can be furthermore transformed using the principle of reciprocity to 

obtain: 

 
 ( )       

 

  
(∫     ⃗⃗ (    )   ⃗        (  )) 

[1.62] 

 The emf or voltage V(t) induced in the receiver coil is often regarded as the raw NMR signal. 

Since the transverse magnetization vector precesses at the Larmor frequency, thus the 

detected signal V(t) is a high-frequency signal which can be problematic for electronic 

circuitries. Therefore, V(t) is moved to a low-frequency band using the so-called phase-

sensitive detection (PSD) or signal demodulation method. The signal demodulation consists 

of multiplying the received voltage V(t) by a reference sinusoidal signal (    (   )) and 

then low-pass filtering it to remove the high-frequency component. Hence, the output of the 

PSD is a low-frequency signal. A major drawback with this detection scheme is the difficulty 

to determine from the received signal whether the transverse bulk magnetization vector is 

rotating clockwise or counterclockwise. To overcome this problem, a second PSD system is 

used which has a 
 

 
 phase shift relative to the first, namely     (   ). This detection scheme 

is known as quadrature detection and it is commonly used in modern MRI system. The 

schematic of the signal demodulation steps are described in Figure 1.5. 
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Figure 1.5: Diagram of the phase-sensitive detection scheme 

 

Furthermore, it can be shown (39) that the final output of the quadrature detector obeys 

the following signal expression: 

 
 ( )  ∫     ( )   (   ) 

    ( )     
[1.63] 

where            are the transverse components of the receiver magnetic field and the bulk 

magnetization at a location r, respectively.    is the spatially dependent resonance 

frequency in the rotating frame.  

Moreover, if the receiver coil has a homogeneous reception field over a region of interest 

(ROI), as it is often the case, equation [1.63] can be reduced to: 

 
 ( )  ∫   (   ) 

    ( )     
[1.64] 
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  1.4 Basic Pulse Sequences 

We begin with some general assumptions underlying the discussion throughout this 

section: 

 First, we assume that the RF pulse is applied instantaneously so that the 

pulse interval is treated as zero, during which either of  T1 and T2 relaxation 

does not occur. 

 Second, we ignore any imperfections in excitation and reception so that the 

signal equation is described by equation [1.64]. 

Under these assumptions, we start the study of the signal by considering a simple, though 

important, RF field application scheme during MRI experiments. The first is a single RF 

excitation pulse applied uniformly to the sample. The second is a pair of RF pulses, i.e, the 

excitation pulse followed by another pulse whose purpose is to help recover via an echo, 

some of the signal lost due to    relaxation mechanism. The third is another form of echo 

signal frequently used in MRI and generated using time-varying gradient magnetic fields. 

 

1.4.1 Free Induction Decay (FID) 

 The simplest MRI experiment is the detection of a global signal from a sample in a static 

magnetic field after the application of a single RF pulse. The total time-varying coherent 

magnetic field derived from the transverse bulk magnetization would induce a small emf in 

any RF coil properly oriented to detect the corresponding flux change. This experiment is 

called the free induction decay or FID. The sequence diagram is given in Figure 1.6. 

FID signal is the most basic form of transient signal from a spin system after the 

application of an excitation pulse. The signal equation of a FID resulting from an α pulse is: 
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Figure 1.6: FID sequence diagram. ADC (Analog-to-Digital Converter) is the device used to 

sample the signal over time. 

 

 
 ( )      ∫  ( ) 

 
 

  ( )
  

  

                       
[1.65] 

where   ( ) is the spectral density function which determines the characteristics of the FID 

signal. For a spin system with a single spectral component resonating at frequency   , 

equation [1.65] can be reduced to: 

 
 ( )    

    α          
 

 
   

[1.66] 

The    decay occurs when both the sample and the magnetic field to which the sample is 

exposed are perfectly homogeneous. When the field is inhomogeneous with the local field 

distribution    , a new time constant   
  is used, such as: 

  

  
  

 

  
      

[1.67] 
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1.4.2 Spin Echo (RF Echo) 

One of the major distinctions between an FID signal and an echo signal is the signal 

shape. The echo signal shape consists of two sides: the FID signal mirror image shape and 

the FID signal shape. One side is from the refocusing phase of the transverse magnetization 

and the other side is from the dephasing period. The echo signal can be generated either by 

multiple RF pulses (RF echoes) or by the field gradient reversal (gradient echo). For 

simplicity, we will describe the RF echo derived from just two RF pulses. The latter is 

known as a spin echo and was first observed by Erwin Hahn in 1950.   Figure 1.7 gives a 

schematic description of the spin echo formation from a pair of RF pulses 90°-180°. 

The FID produced by the 90
o
 RF pulse is quickly dephased because of the field 

inhomogeneities (ignoring the gradient fields) and completely vanishes at    , as shown by 

Figure 1.7. Note that the initial FID signal does not have to totally vanish before the 180
o
 

refocusing pulse. After the 180
o
 pulse, the transverse magnetization starts to grow gradually 

and reaches the maximum amplitude at     . The mechanism responsible of the FID decay 

after the 90
o
 excitation pulse is the same which is responsible for the formation of the echo at 

    . Furthermore, one can describe intuitively the action of the RF pulses on the spin 

system that will result in the formation of the spin echo in the rotating reference frame. For 

simplicity, we assume that the excitation pulse (90
o
) is applied along the x’-axis, the 

refocusing pulse (180
o
) is applied along the y’-axis, and the spin system is composed of 

multiple isochromats, which precess at different frequencies. The pictorial description of the 

spin evolution during the spin echo formation is described in Figure 1.8. 

The signal equation of the spin echo created by an arbitrary two RF pulses (α     α ) 

can be derived in the straightforward manner and is expressed as: 
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Figure 1.7: Diagram of the spin echo produced by a pair 90
o 
- 180

o
 RF pulses. 

 

 

Figure 1.8: Schematic of the spin echo formation. At    , the longitudinal bulk 

magnetization rotates in the transverse plane. At     , the spin system begins to fan out 

because of precessional frequency differences between the isochromats. At    , all the 

spins are rotated by 180
o
 around the y’-axis. At     , the spins continue to rephase 

gradually and eventually rephase at     . The phase coherence of the spins is altered at 

time     .  



31 
 

 
 ( )          

 (
  

 
)∫  ( ) 

 
 

  ( )
  

  

    (    )    
[1.68] 

where TE is the echo time. For the above example (90
o 
– 180

o
 pulse train), equation 

[1.68] reduces to: 

 
 ( )  ∫  ( ) 

 
 

  ( )
  

  

    (     
 
 
)   

[1.69] 

It is also possible to analyze the echoes produced by multiple RF pulses using the 

extended phase graphs. The extended phase graph is a graphical representation of the phase 

evolution of the magnetization components, so that each echo can be revealed pictorially 

before even deriving their respective signal equations. For more information about the 

extended phase graphs, the reader is referred to Woessner’s paper (40). 

 

1.4.3 Gradient Echoes 

The mechanism of the gradient echo formation is that a gradient field can dephase and 

rephase the signal in controlled fashion. A gradient echo occurs when the net phase 

 (       )   . After applying an RF pulse, the spins in different locations (x,y,z) will 

acquire different phases given by: 

 
 (       )   ∫   ( )

 

 

       
[1.70] 

where  ⃗⃗ ( )               ⃗  and    
     

  
    

     

  
    

     

  
 

     is the z-component of a gradient field  ⃗⃗   which is, in MRI context, a special kind of 

inhomogeneous field that varies linearly along the three directions (       ⃗ ).  
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Figure 1.9 depicts the gradient-echo pulse sequence. 

In the presence of    field inhomogeneities, the signal loss increases much faster over T2 

time and the spins will partially rephased at the echo time. As a result, the amplitude of the 

gradient echo signal carries a   
 -weighting, which is one of the main difference between the 

gradient echo and the RF echo (  -weighting). 

 

1.5 Selective Excitation 

There are two types of spatial localization methods: selective excitation and spatial 

encoding. These two localization methods use the gradient fields provided in modern MRI 

systems where the shapes and forms can be adjusted independently. If   is applied to a 

sample in the presence of the static magnetic field   , then all spins are at the same 

resonance frequency; 

 

Figure 1.9: Timing diagram of the formation of the gradient echo. 
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thus, the excitation is nonselective since all spins are tipped. Therefore, some form of 3D 

imaging must be performed, which is usually time consuming unless image contrast or 

spatial resolution is compromised. Consequently, it is desirable to reduce the 3D imaging to 

2D imaging by exciting a plane instead of the entire volume of the sample. Such a selective 

excitation is performed by applying an additional linear gradient field along the slice 

selection direction in addition to          . In practice, the gradient field has to be 

sufficiently large to be able to excite a thin slice. 

An amplitude-modulated RF pulse is characterized by an excitation frequency      

and an envelope   
 ( ) as follows:  

   ( )    
 ( )        [1.71] 

where   
 ( )       (    ) and    

 

  
    .  

To excite a plane, say, perpendicular to the z-axis of thickness  z, the gradient    must 

be turned on during the RF excitation. Since    is applied at the Larmor frequency    for 

excitation to occur, therefore,    must now possess a temporal frequency bandwidth that 

matches the bandwidth of resonance frequencies of spins in the slice of interest. Figure 1.10 

gives an illustration of different gradient strengths    mapping a sinc-pulse to the 

corresponding slices thickness  z. 

Note that to have a perfect rectangular excitation profile, the sinc-pulse has to have 

infinite duration. In practice, the pulse has to be truncated to a finite duration resulting in a 

nonuniform excitation profile across the slice and also in excitation of spins in the adjacent 

slices. The latter phenomenon results in an artifact in the image and is known as the cross-

talk artifact. In practice, many other slice-selective pulses are used to minimize the cross-talk  
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Figure 1.10: Selective excitation. Mapping using different gradient strengths to the 

corresponding slices thickness for a rectangular slice profile. 

 

artifact in the images such as the hyperbolic secant pulse, a custom designed Shinnar-Le 

Roux selective excitation pulse (SLR) among others.  

 

1.6 Spatial Encoding (K-Space) 

Equation [1.64] can be written in one dimension as a function of the spectral density as: 

 
 ( )  ∫ ( )     ( )    

[1.72] 

If the magnetic field that a sample experiences after an excitation is    plus the linear 

gradient field (   ), the above signal equation becomes: 

 
 ( )  ∫ ( )    (      )    

[1.73] 
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Hence, the signal is said to be frequency-encoded because it oscillates with frequency: 

 ( )    (      ) which is linearly related to the spatial position x and    is called the 

frequency encoding gradient. Similarly, in 2D, the oscillation frequency of the signal is given 

by:  (   )    (          ) where    is the phase encoding gradient.  

By making some simple change of variables in equation [1.73] in 2D, one can deduce 

that: 

 
 (     )  ∬ (   )     (  ( )      ( ) )     

[1.74] 

where:   (   )   (   )       and 

 
  ( )  

 

  
∫   ( 

 )   
 

 

 

  ( )  
 

  
∫   ( 

 )   
 

 

 

[1.75] 

 

[1.76] 

Hence,  (     ) is the Fourier Transform (FT) of the image  (   ). In other words, 

 (     ) is the frequency spectrum of the MR image. This frequency space is known as k-

space. The name k-space was introduced in MRI in 1979 by Likes (41). The k-space 

coordinates (     ) define the so-called sampling trajectory of  k-space. Furthermore, it can 

be seen from equations [1.75] and [1.76] that the form and shape of the gradient do not affect 

the k-space trajectories, as long as the areas under the curves remain the same. Figure 1.11 

shows the timing diagrams and the corresponding k-space trajectories of two commonly used   

pulse sequences: the gradient echo and the spin echo sequences. These k-space trajectories 

are referred to as Cartesian k-space filling. 
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Figure 1.11: Examples of timing diagram and k-space trajectory.  a-b) Timing diagram and 

the corresponding k-space trajectory of the gradient recall echo (GRE) sequence. c-d) Timing 

diagram and k-space trajectory of the spin echo (SE) sequence.  

 

1.7 Sampling Requirements of K-Space Signal in 2D Fourier 

Transform Imaging 

According to equation [1.74], a faithful k-space signal would be derived if an accurate 

integration can be carried out and if the signal could be measured continuously for a very 

long time. In practice, several factors prevent the continuous data collection over all k-space, 

such as the signal sampling which must be carried out within a finite time length and also the 

spin relaxation phenomena which will wipe out the signal after a certain time period. In 

actuality, the data collected will be a truncated and discretized version of  (     ).  Hence, 
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it becomes essential to understand the impact of the use of the Discrete Fourier Transform 

(DFT) upon the resulting images. In fact, sampling of k-space is a multidimensional 

problem, but one can treat sampling along each dimension separately, thus reducing it to 

one–dimensional sampling problem. 

One-dimensional sampling of the function  ( ) can be modeled by multiplying the 

function by a comb function  
 

 
 (

 

 
) where  (

 

 
) is an infinite string of equally spaced delta 

functions separated by  , the sampling period. Hence, the sampling version of  ( ) is given 

by: 

 

 ̂(  )   (  )  
 

   
 (

  

   
)  ∑  (    ) (       )

    

    

 

[1.77] 

Therefore, the MR image is extracted by taking the Inverse Fourier transform (FT
-1

) of 

equation [1.77] as follows: 

 
 ̂( )      { ̂(  )}  

 

   
∑  (  

 

   
)

    

    

 
[1.78] 

 

From the above equation, one can deduce that the final image is formed by the replicated 

versions of the image itself, and the replications are separated by the sampling rate: 
 

   
. If 

the sampling rate is too low, then the replications will overlap, resulting in a condition 

known as aliasing. The minimum sampling rate that avoids aliasing is called the Nyquist 

rate. If we assume that an object being imaged is bounded by a rectangular field of view of 

widths FOVx and FOVy,  as shown in Figure 1.12, thus, to avoid aliasing, the following 

conditions must be satisfied: 
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Figure 1.12: Field of view and k-space mapping. a) Illustration of an object within the field 

of view (FOVx, FOVy). b) Corresponding k-space map. 

 
 

 
    

 

    
         

 

    
  

[1.79] 

 

In practice, the aliasing artifact can be avoided by oversampling the signal along a given 

direction. This technique is applied automatically in the readout direction. However, 

oversampling in the phase encoding direction will increase the scan time. Hence, the 

remaining alternative will be to eventually increase FOVy or to decrease the residual signal 

outside the FOV by using surface coils or saturation bands. 



 
 

CHAPTER II 

 

MAGNETIC RESONANCE THERMOMETRY 

 

2.1    Introduction 

The temperature dependency of MRI parameters and the attractive properties of MRI, 

such as its noninvasiveness, lack of ionizing radiation, and the ability to image in any scan 

orientation with good spatial and temporal resolution, make it an ideal tool for temperature 

mapping during a thermal therapy. The temperature-dependent MR-measured parameters 

are:  

- spin-lattice relaxation time T1, 

- proton resonance frequency shift,  

- proton density,  

- diffusion coefficient, 

- magnetization transfer effect. 

Whereas temperature effects on these parameters have been well described 

previously, the first report of temperature mapping by MRI appeared in 1983 (2) and was 

based on the longitudinal relaxation time T1. Since then, many other MR temperature 

imaging methods have been proposed with different levels of temperature sensitivity, spatial 

and temporal resolutions.  

In this chapter, the MR thermometry methods are reviewed and compared in terms 
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of their temperature sensitivity, linearity with temperature, acquisition, speed, and accuracy. 

The most common methods (PRF and T1) are covered in detail whereas the less common 

methods are treated briefly for completeness.   

 

2.2  T1 Relaxation Time of Water Protons 

We have shown in Chapter I section 1.2.2.1 that the spin-lattice relaxation time is 

proportional to temperature via the rotational and translational correlation times. These 

correlation times for the bound water hydrogen can be defined as: 

 
        (

  

   
) 

[2.1] 

where A is a constant,    is the activation energy of the relaxation process,    is the 

Boltzmann constant and T is the absolute temperature. As a consequence, T1 is a function of 

the temperature: 

 
       ( 

  

   
) 

[2.2] 

More detail about the derivation of the above equation is found in Bottomley et al. (8). For 

small temperature variations, T1 is linearly dependent on temperature and both T1 and its 

temperature dependency vary from tissue to tissue. This can be easily explained by the fact 

that T1 is sensitive to the dynamic structure and amount of water in biological system. The 

linear temperature dependency of T1 can be expressed as: 

      (    )   (      ) [2.3] 
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where   
   

  
 is the thermal coefficient which is determined empirically for each tissue, and 

Tref is the reference temperature. The temperature dependency of T1 was found to be in the 

order of 1%/
o
C (10), with 1.4%/

o
C in bovine muscle (11), 1-2%/

o
C in liver (12), and 1.79-

3%/
o
C in fat (-CH2-, CH3-) (42). 

 

2.2.1    T1 Measuring Methods in MRI 

 

The methods enumerated below are not necessary an exhaustive list of the T1 mapping 

methods; rather, they show some of the most common methods used to measure T1 in MRI. 

 

 

2.2.1.1    Inversion Recovery Method 

 

The gold standard method for T1 quantification in MRI is the inversion recovery (IR) 

method. The IR pulse sequence comprises a 180
o
 RF pulse followed by a readout module, 

e.g., a GRE or Spin echo readout, which is delayed by a time TI, called inversion time.  In its 

application, a series of IR images are acquired from the same location, each with a different 

inversion time (TI) while keeping all others parameters identical. To avoid signal saturation, 

the repetition time TR must exceed four times the maximum T1 of the sample of interest. 

Under this condition, T1 can be extracted from the plot of the pixel intensity of a series of 

images versus TI using a Levenberg-Marquardt (43) nonlinear fitting to the signal equation 

given by: 

 
  (  )    (    

 
  

  )  
[2.4] 

Furthermore, the saturation recovery (SR) pulse sequence is often used to avoid the step of 

negating the signals prior to the zero-crossing point. A typical saturation pulse sequence 
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consists of multiple 90
o
 pulses separated by short repetition times (TR).  The residual 

longitudinal magnetization that develops during each TR period is dephased by a spoiler 

applied along the slice selection direction. In that case, the equation to fit is: 

 
  (  )    (   

 
  
  )  

[2.5] 

T1 quantification using SR or IR with conventional spin echo pulse sequence requires 

long acquisition time as full relaxation is a prerequisite for each TI measurement. Therefore, 

alternative methods have been developed to shorten the acquisition time. One method to 

overcome the lengthy acquisition time is to sample the longitudinal magnetization after the 

180
o
 inversion pulse by applying a set of small flip angle RF pulses    (            ) 

separated in time by a period   during each repetition time. The timing diagram of the Look 

and Locker pulse sequence is depicted in Figure 2.1. 

This technique was first described by Look and Locker (44) in 1970. In this approach, a 

separate phase encoding gradient of the same value is used for each    RF pulse and the 

transverse magnetization is completely spoiled before each    RF pulse. Consequently, T1 

can be obtained from the longitudinal recovery curve of N different pixel intensities at the 

inversion times TI of (0,  ,   ,   , ….,   ). The fast sampling capability of a large set of 

points on the recovery curve has made this method very popular for in vivo T1 

measurements. 

 

2.2.1.2     Double Flip Angles Method 

The measurement of T1 using the variable flip angles method has been around since 1974 

(45) and has shown the capability to quantify T1 in very short time with approximately the 
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Figure 2.1: Pulse sequence diagram of the fast IR acquisition of multiple images after single 

180
o
 inversion pulse. The repetition time TR = N . 

 

same accuracy as the IR and SR methods. The method exploits the T1 dependency of the 

signal equation of a steady state spoiled gradient echo (SPGR) sequence: 

 
      

    

       ( )
   ( )   

[2.6] 

where        ( 
  

  
)  and       ( 

  

  
 ) 

With TR kept constant, one can linearize the above equation as follows: 

    
   ( )

   

   
   ( )

   (    )   
[2.7] 

The plot of  
    

   (  )
 verses 

    

   (  )
 (        ) yields a linear curve of the form: 

     

   (  )
      

    

   (  )
            

[2.8] 
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From the slope of the above equation, T1 can be estimated by linear regression as: 

 
    

  

   (     )
 

[2.9] 

In the early days of the development of this method, without relying on any specific 

constraint on the different parameters, one might elect to simply acquire data for a uniform 

range of flip angles (46-48). Later, it was realized that the same T1 precision could be 

achieved by just choosing two optimum flip angles (49,50). In fact, Deoni et al. (49) have 

demonstrated for a particular (TR/T1) combination that T1 variance can be  minimized for a 

set of two flip angles (     ) such as: 

     
     

          
 [2.10] 

    
 is the signal intensity at Ernst angle. Furthermore, they derived an analytical solution 

for the two ideal flip angles to be: 

 
          (

     (    )√    

    
 (    )

) 
[2.11] 

with   
    

    

 
    

    

. 

The same results were later achieved by Schabel et al. (51) with   √    using the 

propagation of error method in conjunction with the theoretical signal equation for the 

spoiled gradient echo pulse sequence. Although in theory, the optimal flip angles for 

computing T1 with high precision can be calculated for any (TR/T1) combination, the spatial 

variation in flip angle due to the RF field inhomogeneity is unfortunately one of the main 

sources of error. 
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Inhomogeneity in the RF field can be caused by many factors. High B0 field strengths 

make the RF wavelength shorter. For example, at 3T, inhomogeneity ranging from 30 to 

50% has been observed (52). Also, a shorter wavelength causes the RF field to interact with 

the subject (tissue dielectric effect), causing even more inhomogeneity. The distance from 

the transmit coil can also affect the RF field inhomogeneity. 

There are a few strategies commonly used to minimize RF pulse profile errors such as: 

 3D acquisition scheme: In 3D, RF inhomogeneity errors can be tolerated if the region 

of interest is centered in the excited 3D slab where the slice profiles are almost ideal 

or if the slab-select gradient is turned off. 

 Custom-designed SLR or fast passage adiabatic pulses can be used. 

 B1 field mapping is the most common method used for reducing the errors induced 

by RF field inhomogeneity and has been investigated by many authors (52-59) under 

a variety of acronyms.  

 

 

2.3    Proton Resonance Frequency Shift   

 

The proton resonance frequency shift is the most common and attractive MR 

thermometry method. The excellent linearity and near nonindependence of tissue type 

(except for fat), as well as good temperature sensitivity, make it the preferred MR 

thermometry method for a wide variety of thermal applications at mid- and high field 

strength. First observed by Hindman in 1966 (22) while studying the intermolecular forces 

and hydrogen bond formation between water molecules, PRF was later implemented and 

applied in MRI by Ishihara et al. (60) and De Porter et al. (24,25). 

The chemical shift in water-based tissue exposed to a uniform magnetic field    arises 
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because of the electrons in the outer atomic shells, and in the chemical bonds holding the 

water molecule together. In fact, the external magnetic field causes the electrons to circulate 

within their atomic orbital, thus creating a current density. This induced current density 

according to Faraday’s law of magnetic induction will create its own magnetic field at the 

location of the nucleus that opposes the applied external field   . Therefore, the nucleus is 

partially shielded from the external field by its surrounding electrons.  

The precession frequency of a given atomic nucleus is proportional to the local field that 

it experiences; therefore, the Larmor frequency is dependent on the location of the nucleus in 

the molecule and its electronic structure. As a result of the nuclear shielding, the resonance 

frequency becomes: 

            (   ) [2.12] 

where   represents the shielding constant. 

The effect of the dependence of the Larmor frequency on the local electronic 

environment is called the chemical shift in diamagnetic materials such as water, the Knight 

shift in metal and semiconductors, and the paramagnetic shift in paramagnetic substance. 

In practical applications, it is convenient to express the chemical shift in terms of the 

ratio of the Larmor frequency and a reference frequency of the spectrometer as follows: 

    
      

    
     

[2.13] 

where   is a dimensionless parameter in parts per million (ppm) and       is the frequency 

of the reference nucleus corresponding to the exact center of the NMR spectrum. 

Furthermore, one can express   as function of the shielding constant by substituting the 
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frequencies by their expressions in equation [2.13]: 

    
      

      
     (      )      

[2.14] 

The above equation is derived under the assumption that        . Note, one can deduce 

from equation [2.14] that an increase of the value the chemical shielding constant will reduce 

 . 

 

2.3.1    Temperature Dependence of PRF  

 

 In a water molecule, as the temperature increases, the hydrogen bonds stretch, bend, and 

break (22,27,61), leading to a stronger electron screening of the hydrogen nucleus. In 

practice, the shielding constant   is caused by the chemical shift as well as the susceptibility 

effect. For now, we will only consider the dominant effect which is the chemical shift and 

the susceptibility effect will be discussed in a later section. The average shielding constant   

of pure water varies approximately linearly with temperature: 

  ( )      [2.15] 

 where   is the chemical shift coefficient and was found to be about                   

over a wide range in temperature varying from      to      (22). 

Therefore, one can compute the phase from equation [2.12] as follows: 

  ( )          (     )     [2.16] 

where TE is the echo time of the sequence used to acquire the images. Consequently, the 

temperature dependent change is measured by acquiring one or more images as baseline 
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images, which are subtracted from dynamic images acquired during the heating or cooling 

phase. Hence, the phase difference is given by: 

  ( )   (    )        (      ) [2.17] 

which is proportional to the temperature-dependent PRF change and therefore can be 

converted to temperature change as: 

 
          

 ( )   (    )

      
 

[2.18] 

 

2.3.2  Pulse Sequence Optimization   

The phase is usually extracted from the images acquired using any fast gradient-echo 

sequences with RF-spoiling and where the contribution of the stimulated echoes is reduced 

to zero. RF-spoiling is necessary when short TR is used in conjunction with flip angle close 

to the optimal flip angle such as Ernst angle which provides the maximum signal intensity 

(better SNR). Unlike the gradient-echo sequences, the spin echo sequence or any variant of 

the spin echo sequences that obey the Call-Purcell-Meiboom-Gill (CPMG) conditions are not 

suitable for PRF temperature measurement; instead, a non-CPMG spin echo sequence with 

asymmetric echo (62) can provide the PRF temperature with a relatively good sensitivity. 

Although, the latter can be used for PRF temperature measurement; the most efficient and 

accurate pulse sequence used for PRF temperature measurement remains the spoiled gradient 

echo sequence.  

In a GRE sequence, the temperature-dependent phase change       is given by: 
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   ( ) 

    
 

[2.19] 

where   ( ) is the phase change and      is the standard deviation of the phase change. 

The phase images are reconstructed on the pixel-by-pixel basis by taking arctangent of the 

ratio of the imaginary and real images. This nonlinear operation results in a certain 

distribution of phase noise which is well described in (63). Hence, the standard deviation for 

the phase noise is given by: 

 

     

{
 
 

 
 
    

  
             

√
  

 
         

 

[2.20] 

where      is the standard deviation for the magnitude image noise and SI is the signal 

intensity of the magnitude image. Equation [2.20] shows, for         , that the phase 

noise is inversely proportional to the SNR of the reconstructed magnitude image (63, 64). 

Therefore, equation [2.19] is proportional to the signal intensity as follows: 

          ( )     [2.21] 

Since the GRE signal intensity is a function of the tissue parameters such as: spin density  , 

T1, and   
  as well as the sequence parameters (TE, TR, and the flip angle), thus the 

dependence of       on TE can be written as: 

 
          

 
  
  
 
 

[2.22] 

Differentiating the above equation with respect to TE and setting the result to zero yields: 
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  [2.23] 

which is the optimal TE value for better temperature-dependent phase imaging (65-67). 

 

2.3.3    Temperature Imaging Using PRF 

In MRI, the temperature information created using the PRF shift method is computed 

from the phase difference images on the pixel-by-pixel basis according to equation [2.18]. 

The phase difference allows the elimination of invariably unwanted contributions such as the 

gradient eddy current due to system imperfections, the chemical shift, and the magnetic 

susceptibility variations. These phase difference images can be calculated in two different 

ways: 

1) One can create the phase of the individual images using the arctangent operation and 

then simply subtracting the base-line image from the subsequent dynamic images 

acquired during the heating. Actually, this technique presents a major problem that 

arises when the phase difference between the base-line image and the current image 

exceeds     and then phase wraparound appears. It is most likely that this will 

happen during a thermal procedure; therefore, it is crucial to use an unwrapping 

algorithm for computing the correct temperature map. Although two-dimensional 

phase unwrapping is in general a difficult problem, a description of a large number of 

different methods has been presented (68). Instead of this technique, it is convenient 

to compute the complex images first, before applying the arctangent operation to the 

ratio of the imaginary and real parts. In the remainder of this dissertation, this 

technique will be referred to as the complex phase subtraction. 
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2) To avoid the problem of the phase wraparound, the complex phase subtraction 

computes the phase difference between adjacent time frame images (67) as described 

by equation [2.24].  

Let    be the complex-valued image pixel of the i
th

 time frame. Hence, the phase 

difference between the complex-valued image pixels i
th

 and (i+1)
th

 is given by: 

 
      (      

 )         (
  (      

 )

    (      
 )

) 
[2.24] 

where    and       represent the imaginary and the real part of a complex number. 

Furthermore, equation [2.24] can be expressed in terms of the real and imaginary 

components of the image pixels: 
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[2.25] 

Finally, the total phase change from the reference to the current time frame is 

computed by adding together the phase change between adjacent time frames. 

 

2.3.4    Factors Affecting PRF Accuracy 

Although PRF method is a very reliable method for providing temperature with a good 

accuracy during a thermal procedure, its temperature accuracy can be corrupted by a number 

of factors such as the external field drift, the susceptibility changes, and the motion of the 

targeted sample. A brief description of these effects and how they influence the accuracy of 

the temperature is given in this section. 
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2.3.4.1    External Field Drifts 

A drift of the external field is indubitably one of the effects that are associated with the 

limitation of the imaging hardware. The resulting extra phase shift causes incorrect reading 

of the temperature during thermal procedure and thereby affects the temporal stability of the 

PRF method. Therefore, a correction for the external field drift has to be made to obtain a 

correct temperature measurement. However, the extra phase shift created by a spatially 

uniform external field drift can be measured with a reference phantom that remains at a fixed 

temperature (69). In practice, the phase drift is not always uniform; therefore, a correction for 

linear phase drift can be applied by fitting a linear plane to at least three reference phantoms 

or several control regions (24). 

 

2.3.4.2    Susceptibility Effect 

The variation of the local magnetic field      at the site of the nucleus with temperature 

is in general due to two different physical phenomena: the chemical shift and the 

susceptibility effect (70,71), and can be approximated by the following expression: 

 
    ( )  (  

  ( )

 
  ( ))   

[2.26] 

where   is the chemical shift constant, and   is the volume magnetic susceptibility which is 

also function of temperature. For the temperature range used in thermal therapy, the chemical 

shift constant as well as the susceptibility constant can be approximated as linearly related to 

temperature. However, if the above expression of      is used to calculate the phase change 

in equation [2.17] and thus the temperature change, an important complication will arise 

from the fact that the change of the local magnetic field with temperature is also due to the 
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temperature dependence of the susceptibility constant. It has been shown that the 

susceptibility change with temperature is about              in pure water,  

             for muscle tissue in the temperature range of 30 to 45  (25), and from fat 

tissues where a large range of values have been reported starting from 0.0039 to 0.0094 

ppm/
o
C (25,72,73). However, whereas the temperature sensitivity of the chemical shift is 

significantly higher and nearly constant for all tissue types except the adipose tissue, the 

temperature dependence of the susceptibility is tissue-type dependent (74). The susceptibility 

also changes with the orientation and the geometry of the heat-delivery device and its 

associated heat pattern (75). 

Because of the relative high temperature sensitivity of the chemical shift in tissue with 

high water content such as muscle tissue, the temperature dependence of the susceptibility 

constant does not have a significant effect on the thermometry applications. The errors 

induced by the susceptibility effect are less than 10% of the temperature variation (25). That 

is the reason why most implementations of PRF thermometry in aqueous tissue assume only 

the temperature change due to the chemical shift constant. However, temperature change due 

to the susceptibility effect becomes important when a large quantity of fat is present in a 

given sample, since the temperature dependence in fatty tissue is almost completely 

determined by the susceptibility effects. Therefore, a good fat suppression technique is 

required before computing PRF temperature map. However, fat suppression does not 

completely eliminate the effect of the fat susceptibility change on the PRF temperature in the 

voxels containing only aqueous tissue since the change has already occurred before the 

separation. 
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2.3.4.3    Effect of Motion 

The PRF temperature measurement as described in equation [2.18] uses the phase 

difference between a base-line image acquired when no heating has been yet performed and 

a current image during the heating. The phase subtraction requires that the location of the 

complex-valued image pixel does not change from the reference image to the subsequent 

images acquired during the heating process, i.e., no motion during the acquisition of the 

different images. If motion is present between the acquisitions of the images, the images are 

not registered to the base-line and artifacts happen in the temperature images. This can be a 

very problematic issue for the application of the PRF method since many of the target areas 

for thermometry are in the abdomen, where motion is constantly present. The motions 

present are the respiratory motion, the blood flow, the heart motion, peristalsis, etc… 

For example, motion of the liver has an average amplitude of 1.3 cm during normal 

breathing (76). However, the motion artifacts can be reduced by rapid imaging, triggering, 

and multiple breath holds. The latter can be very cumbersome to produce artifact-free 

temperature maps since the actual treatment durations in thermal therapy vary on the order of 

several minutes. To overcome the respiratory motions, others have used conventional 

respiratory gating in animals under anesthesia and mechanical respiration (77,78). 

Furthermore, a referenceless PRF method has been also proposed to reduce the effect of the 

motion on the PRF temperature (79). In addition to respiratory motion, thermal coagulation 

can also lead to structural changes and deformation of the treated area in the tissue (80,81), 

and this can be observed even in ex vivo experiment without any other source of motion 

present. 

In summary the PRF temperature monitoring during in vivo thermal treatment can be 
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very challenging with the potential existence of these sources of motion. Actually, a lot of 

efforts have been put into the development of new motion insensitive imaging sequences and 

reconstruction algorithms to reduce or even eliminate the motion artifacts of the PRF 

temperature. 

 

2.4    Proton Density 

The proton density (PD) represents a quantitative distribution of the number of protons 

per unit tissue. It is linearly dependent on the equilibrium nuclear magnetization   , which is 

inversely proportional to the absolute temperature (3) according to equation [1.28]: 

 
      

γ      (   )  

   
 
 

 
 

[2.27] 

where    is the number of nuclear spin per unit volume,    is the Boltzmann’s constant, and 

I is the quantum number of the spin system under investigation (I = ½ for hydrogen atom).  

In an early work, Kamimura et al. proposed the use of the PD to quantify temperature in 

a copper sulfate solution (82). Young et al. (20) and Chen et al. (5) respectively studied the 

temperature dependency of the PD in muscle tissue and both muscle and adipose tissue. The 

temperature sensitivity of the proton density is small, about               (4) between 

37  and 80 , therefore requiring high SNR, i.e., an SNR of 100 is required for 3  

temperature uncertainty (5). In practice, the PD image is produced by selecting appropriate 

scan parameters such as a long TR (     , typically about 10 seconds (28)) and short TE 

(      ) to minimize the effects of T1 and T2. The required long acquisition time and the 

low temperature sensitivity have made the PD method less useful for real-time applications.    
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2.5    Diffusion Coefficient 

The temperature dependence of the diffusion coefficient is derived on the basis of the 

Stokes-Einstein relationship between viscosity and the translational self-diffusion coefficient 

D. The relationship is exponential and can be approximated as: 

 
   

 
  ( )
    

[2.28] 

where   ( ) is the activation energy of the molecular diffusion of water,    is the 

Boltzmann’s constant, and T is the absolute temperature. Furthermore, temperature changes 

induce viscosity and diffusion coefficient changes, which can be calculated by differentiating 

equation [2.28] with the assumption that the activation energy is independent of temperature: 
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[2.29] 

From the above equation, a temperature map T can be deduced from two diffusion images: a 

reference image (     ) and a dynamic image (   ) acquired during the heating such as: 
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[2.30] 

The diffusion coefficient can be measured using MRI on the basis of the signal 

attenuation observed in the presence of a pair of strong mutually counteracting gradients. 

This was first demonstrated by Stejskal et al. in a seminal paper published in 1965 (17). 

Figure 2.2 illustrates a conventional “Stejskal-Tanner” spin echo pulse sequence. 

The contrast in MRI associated with diffusion of water in tissue comes from additional 

dephasing accumulated by randomly moving spins along the direction of the diffusion  
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Figure 2.2: Timing diagram of the Stejskal-Tanner spin echo pulse sequence. The diffusion 

gradients are applied along the slice selection direction. 

 

gradients and results in a Gaussian distribution of displacement. Therefore, an attenuation of 

     is observed where          (  
 

 
).  

The temperature sensitivity of the diffusion method is about 2%/
o
C. Despite its good 

temperature sensitivity (21,83-86), practical issues such as relative long acquisition time and 

high sensitivity to motion may limit the real-time feasibility of the method in vivo. However, 

fast imaging sequence such as single-shot echo planar imaging (EPI) (87) and line-scanning 

techniques (18) have been used to reduce the acquisition time and the motion sensitivity. 

Another complication in vivo arises when the tissue condition changes, which results in the 
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nonlinearity of the diffusion coefficient with temperature. Therefore, the state of the tissue, 

the presence of lipid, and many more issues are to be considered when using the diffusion 

method to evaluate the temperature. For more information, the reader is referred to the well- 

detailed description of the diffusion method in (28,29). 

 

2.6    Magnetization Transfer 

In MRI, the magnetization transfer (MT) effect was accidentally discovered by Wolff et 

al. (88), while attempting to perform a spin transfer experiment by selective saturation of 

urea or carbamide (CO(NH2)2) looking for small signal suppression in water. Instead, they 

found a significant loss of image intensity, which is now known as MT, from the proton 

signal in tissue independently of the specific offset frequency of the RF pulse.  

In general, protons in macromolecules are not visible in MRI because of their very short 

  
  relaxation time. However, coupling between the molecular protons and the mobile or 

‘liquid’ protons allows the spin state of the macromolecular protons to influence the spin 

state of the liquid protons through exchange processes. Therefore, the saturation of the  

macromolecular spins can be transferred to the liquid spins, depending on the rate of the 

exchange between the two spin populations, and hence can be detected with MRI (89). MT 

techniques use a spectrally selective RF pulse to saturate protons in macromolecules and 

water molecules that are bound to macromolecules. This results in a decrease of MR signal 

in areas of macromolecules affected by magnetization transfer. 

One universally agreed upon MT application is in magnetic resonance angiography 

(MRA) (90); the second major application is in the characterization of white matter disease 

in the brain such as multiple sclerosis (MS) (91-93). Since the MT exchange processes is 
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also temperature-dependent, it can potentially be used for temperature measurements (20,21). 

However, the sensitivity of MT with temperature appears limited and strongly tissue-

dependent.    

In conclusion, we have covered several MRI thermometry methods in this chapter. Each 

of the method presented herein has different temperature sensitivity and different temporal 

resolution which rendered some of the methods more popular than others. Among these MRI 

thermometry methods, PRF and T1 appear very promising because of their temperature 

sensitivity and relatively high temporal resolution. However, all these methods suffer from 

motion artifacts; thus, fast pulse sequences in conjunction with efficient acquisition schemes 

need to be developed to overcome some of the limitations of the individual method.      

 

 

 

 

 



 
 

 
 

CHAPTER III 

 

HIGH INTENSITY FOCUSED ULTRASOUND: 

PHYSICS AND EFFECTS ON TISSUE 

 

3.1  Introduction 

As early as 1954, Lindstrom (94) and Fry (95) have conducted the first application of 

HIFU in humans by producing elevated acoustic intensities in vivo by focusing ultrasound 

energy in the manner analogous to the way that a converging optic lens focuses a light beam. 

Two decades later, the application of HIFU in clinical setting was again investigated, but at 

lower intensities for treating tumor (96). Although the concept was to induce elevated 

temperature (~ 43
o
C) to the tissue at the location of the tumor for an extended time (~ 1 

hour), this strategy did not work because of the lack of a noninvasive temperature 

measurement technique that allowed real-time feedback control of the delivered acoustic 

energy to the tumor. However, in 1980, the development of extracorporeal shockwave 

lithotripsy (ESWL) (97) led to  the first clinical application of HIFU in 1984 for the 

treatment of kidney stones. In 1990, the treatment of tumor with HIFU resurfaced again with 

the development of MR thermometry. MR thermometry methods such as PRF can be used to 

guide and monitor a thermal treatment using HIFU to ensure that the desired region (tumor) 

is treated with minimal damage to the surrounding healthy tissue. 

Ultrasound is a very versatile tool that has been used in therapeutic treatment, lithotripsy,
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and targeted drug delivery. This chapter will describe the basic physics of ultrasound as well 

as its effect on biological tissue. 

 

3.2  Basic Ultrasound Physics 

3.2.1  Proprieties of Ultrasound Wave 

Sound is a mechanical energy that is transmitted by pressure waves through a medium. 

Unlike electromagnetic radiation such as light and x-ray, mechanical pressure waves require 

an elastic deformable medium such as air, water, tissue, bone, etc. The periodic changes of 

the pressure of the medium are created by forces acting on the molecules, hence creating an 

oscillation about their mean unperturbed positions. There are several kinds of sound waves: 

infrasound, audible sound, ultrasound, and hypersound. Table 3.1 lists the typical frequency 

ranges of the different sound waves. 

Furthermore, waves are divided into two types: longitudinal and transverse. Longitudinal 

waves are those in which molecules or particles oscillate back and forth along the direction 

of propagation of the wave energy. Ultrasound waves in liquid and tissue are longitudinal. In 

contrast, transverse waves are those in which the motion of the particles is perpendicular to 

the direction of propagation of the wave energy. Bone is the only biological tissue that does 

 

Table 3.1: Typical frequency ranges of sound waves and their sources. 

Designation Range  Example 

Infrasound 0 to 16 Hz Seismic waves 

Audible sound 16 Hz to 20 kHz Speech, music 

Ultrasound 20 kHz to 10 GHz Bats, dolphins, navigation, 

and medicine 

Medical Ultrasound 1 MHz to 15 MHz Image Guided Therapy 

(IGT) system 

Hypersound 10 GHz to 1 THz Acoustic microscopy 
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not severely attenuate the propagation of such of transverse waves, which are sometimes 

referred to as shear waves or stress waves. The propagation of longitudinal waves through a 

medium creates regions of varying particle density: compression zones and rarefaction 

zones. Figure 3.1 illustrates the motion of these particles as function of time as the 

ultrasound wave propagates through the medium. 

The propagation of the ultrasound wave does not generate a flow of particles; instead, the 

wave is transmitted over long distance because of the neighbor-to-neighbor interaction. This 

sinusoidal displacement of a medium can be represented by the following equation:  

   

  ( )       (    ) [3.1] 

 

 

 

Figure 3.1: Particles density along a longitudinal path of the sound wave. Regions of high 

density (compression zone) and low density (rarefaction zone) alternate. 
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where     is the peak displacement amplitude,   is the frequency, and   is the time. Hence, 

the particle’s velocity in the medium is obtained by taking the derivative of equation [3.1]: 

  ( )        (    ) [3.2] 

where         , the maximum amplitude of velocity. 

However, it is important to note that the velocity of the particles in the medium is 

different from the acoustic velocity. Acoustic velocity c is the speed at which a wavefront 

propagates through the medium, which depends on the density and the compressibility of the 

medium as follows: 

 
  

 

√  
 

[3.3] 

where   is the density (mass of the medium per unit volume), and   is the compressibility 

(fractional decrease in volume when pressure is applied to the medium). Furthermore, the 

acoustic velocity can be expressed as a function of the frequency ( ) and the wavelength ( ) 

(98): 

      [3.4] 

In most soft tissues, the average speed of sound is about 1540 m/s. In fat and lung tissue, 

ultrasound travels slower with velocities of 1480 m/s and 650 m/s, respectively. Bone has a 

speed of sound ranging between 1800 to 3700 m/s (99). Moreover, the speed of the sound 

slightly increases with temperature in soft tissues, except in fatty tissue where the speed of 

the sound decreases with increased temperature (99).  

Ultrasound intensity, also known as acoustic power density, is a variable of interest and 
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can be defined as the time-average rate at which work per unit area is done across any plane 

through which sound is propagating. The time-average intensity is given by: 

 
  

  
 

   
 

[3.5] 

 where    is the pressure peak amplitude. 

From the above equation, one can deduce the ultrasonic power, which is an average over 

one cycle period, as: 

        [3.6] 

where   is the cross-sectional area of the beam. 

 

3.2.2  Ultrasound Source: Transducer 

Ultrasound in medical application requires frequencies in approximately the megahertz 

range as indicated in Table 3.1. Producing such ultrasonic waves requires a source known as 

a transducer. A transducer is any device that can transform one kind of energy into another. 

The transducer used to produce ultrasound transforms electric energy (electrical signal) to 

mechanical energy (ultrasound beam) and vice versa. The physics underlying the transducer 

construction relies on a phenomenon first studied by Pierre Curie in the 1880s known as the 

piezoelectric (pressure electric) effect (100). This effect is commonly found in crystals that 

have electric dipoles. If the crystalline materials are heated above the Curie temperature, the 

dipoles are released and can change orientation. Then, the transducer is ‘poled’ with an 

external electric field, causing the dipoles to align in a common direction. When cooled 

down, the crystal has maximum piezoelectric activity. For the detailed description of the 
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construction of the transducer, the reader is referred to (100). 

When a voltage is applied to the piezoelectric element, the dipoles twist to align 

themselves with this electric field, thereby thickening the crystal. If the polarity is reversed, 

the dipoles will twist back in the opposite direction, thus creating a decrease in the crystal 

thickness. As a result of the expansion and the contraction of the crystal, a mechanical 

vibration is created that will transmit a mechanical wave into the nearest medium.  

 

3.3  Interactions of Ultrasound with Tissue 

The interactions of ultrasound with tissue are very similar to the wave behavior of light 

beams, such as reflection, refraction, absorption, etc. Most of these interactions (except 

absorption) reduce the ultrasound beam intensity by merely redirecting the energy of the 

beam. In the following subsections, we will describe some of these interactions with are 

relevant to the basic understanding of the interaction of the ultrasound beam with tissue. 

 

3.3.1 Reflection  

In ultrasound physics, the quantity that is similar to the momentum in classical physics is 

called the acoustic impedance. The acoustic impedance ( ) is a measure of the resistance of 

the sound passing through a medium. It is defined as the product of the particle density ( ) 

times velocity ( ): 

      [3.7] 

A difference in acoustic impedance or impedance mismatch between two media is the cause 

of the reflection of some of the incident beam. If the impedances are equal, the sound will be 

readily transmitted from one medium to another without any discontinuity. The angle of 
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incidence of the ultrasound beam is the same as the angle of reflection. Figure 3.2 illustrates 

the reflection of an ultrasound beam at the interface of two media. 

For a perpendicular angle of incidence, the reflection coefficient, which is the ratio of the 

reflected pressure amplitude to incident pressure amplitude, is given by equation [3.8]. 

 

 
  (

     

     
)
 

 
[3.8] 

 

3.3.2 Refraction  

The refraction of the ultrasound beam obeys Snell’s law, which is given by 

   
  

 
     

     
 

[3.9] 

  

 

 

Figure 3.2: Reflection of ultrasound beam at the interface between two media with 

impedances Z1 and Z2, respectively. The angle of incidence    is equal the angle of reflection 

  . 
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where    and    are the velocities of the ultrasound wave in the incident and transmitted 

media, respectively, and    and    are the incident and transmitted angles as defined in 

Figure 3.3. The transmission coefficient can be obtained from the reflection coefficient as 

follows: 

 
      

     

(     ) 
 

[3.10] 

Figure 3.3 shows the ultrasound beam path from medium 1 to medium 2. 

 

3.3.3 Absorption 

Absorption is the process whereby the acoustic energy is transformed to other forms of 

energy, particularly heat. This process is the principal force driving the application of 

ultrasound in therapeutic medicine. The absorption of the ultrasonic beam is a function of the 

 

 

Figure 3.3: Ultrasound beam is transmitted from medium 1 to medium 2. The velocity of the 

sound is greater in medium 1 than medium 2. 
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sound frequency, the viscosity, and the relaxation time of the medium. The relaxation time 

herein refers to the rate at which the molecules return to their equilibrium position after being 

displaced by the ultrasound wave force and the viscosity is the ability of the molecules to 

move past one another, which is usually accompanied by a production of heat due to the 

friction between molecules. Increased frequency generates more heat, since the molecules 

have to move more often, and thereby, the drag caused by the friction will create more heat. 

The absorption of ultrasonic beam in tissue follows an exponential function: 

        
(   ) [3.11] 

where    is the peak pressure amplitude of the beam at depth  ,      is the initial peak 

pressure of the beam, and   is the pressure absorption coefficient. The absorption coefficient 

depends on the frequency of the ultrasound beam and the medium. Equation [3.11] can be 

rewritten as a function of the attenuation coefficient (a), which is the sum of the absorption 

coefficient ( ) and the scattering coefficient (  ). In biological tissues, the absorption losses 

were found to dominate total attenuation (99,101).  

Phased-array transducers are often used in HIFU applications because they allow 

electronic steering of the beam inside the tissue regions. The description of the mechanism of 

focusing a phase-array transducer is beyond the scope of this dissertation. 

In summary, HIFU is a noninvasive modality that can target a deep-seated tumor with 

minimal damage to the surrounding tissue. Ultrasound physics is well understood and can be 

used to manufacture efficient transducers. Although there is much more to the theory of 

ultrasound physics then can be covered here, understanding of these basic principles is 

sufficient for understanding the works presented in this dissertation. 



 
 

CHAPTER IV 

 

MODIFIED TURBO SPIN ECHO SEQUENCE-BASED 

THERMOMETRY 

 

This chapter is based on a paper titled “Modified Turbo Spin Echo Sequence Based 

Thermometry” authored by Mahamadou Diakite, Rock Hadley, and Dennis L. Parker. 

The paper was submitted to the journal of Magnetic Resonance in Medicine (MRM) in 

June 2011.  

4.1  Abstract 

The purpose of this study was to show the feasibility of proton resonance frequency shift- 

based thermometry using a modified Turbo Spin Echo sequence. The Turbo Spin Echo 

sequence is known to have high specific absorption rate that may cause tissue heating. It is 

therefore of interest to try to measure temperature with the Turbo Spin Echo sequence. 

Despite the obvious advantage of Turbo Spin Echo in terms of speed and high signal-to-

noise ratio, the implementation of imaging procedures that rely on induced phase (flow, 

chemical shift) are more difficult because of the required maintenance of the Carr-Purcell-

Meiboom-Gill conditions in Turbo Spin Echo. Hence, we present a modified Turbo Spin 

Echo sequence to generate phase maps, in which the proton resonance frequency shift is 

detected. The sequence was tested by acquiring images from a heated agarose gel phantom 

during the cooling phase. We measured the temperature change caused by the high specific 



70 
 

 
 

absorption rate of the Turbo Spin Echo sequence by imaging a homemade phantom with 

conductivity adjusted to mimic the conductivity properties of most biological tissue. The 

calibration experiment shows a good correlation between the fiberoptic temperature reading 

and the phase change. Since the time offset    between the echo time and the time of the spin 

echo is less   
  of our phantom, we predicted a relatively noisy temperature map. However, 

we have shown that the modified Turbo Spin Echo sequence can be used to monitor 

temperature and could be used to quantify heating effects in suspect Turbo Spin Echo 

studies. 

 

4.2  Introduction 

The Turbo Spin Echo (TSE) sequence also known as RARE (Rapid Acquisition with 

Relaxation Enhancement) or FSE (Fast Spin Echo) has become increasingly popular for 

clinical diagnosis. Its superior image quality and short scan time compared to the 

conventional spin echo sequence makes it the favorite sequence for T2-weighted imaging 

(31,102). However, one of the major drawbacks of the TSE sequence is its high RF power 

deposition. The specific absorption rate (SAR) of TSE sequence can be particularly high 

because multiple RF pulses are played out over a very short time. Therefore, with the recent 

developments in high field (     ) imaging, SAR management becomes a particularly 

important issue.    

Homogeneous tissue models have long shown that the SAR varies approximately as 

the square of both the field strength B0 and the sample radius, with maximum local SAR and 

heating at the surface (103). In fact, the mechanism for heating is the induction of eddy 

currents due to the nonzero conductivity of tissue according to Faraday's law. Thus, when the
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SAR exceeds the thermal regulation capability of the tissue, temperature of the tissue will 

rise. Therefore, with the potential for temperature rise of the tissue associated with the usage 

of the TSE sequence, it would be advantageous to use TSE sequences for MRI thermometry.  

Several MRI properties exhibit temperature dependence and have been used in MRI 

thermometry, such as T1 relaxation time, the diffusion coefficient of water, and the proton 

resonance frequency shift (28,104). Among these techniques, the PRF method possesses 

many attributes that are advantageous for temperature mapping. It has good temperature 

sensitivity, linearity, reversibility with temperature during heating and cooling, and is easy to 

implement. The PRF thermal coefficient   has been shown to be independent of tissue type 

when measured ex vivo (105). It is also generally assumed that the water PRF shift to lower 

frequency with higher temperature is caused by rupture, stretching, or by a small amount of 

bending of the hydrogen bonds. Hence, these shifts are evidence of an increased average 

shielding constant of the proton (24,25,60). The fast gradient echo sequence and its variants 

are the most commonly used sequences for PRF shift-based thermometry. This is because the 

gradient reversal in fast gradient echo sequences refocuses only those spins that have been 

dephased by the action of the gradient itself; dephasing of spins due to magnetic field 

inhomogeneities is not reversed. In spin echo sequences, the spins are reversed by the 180º 

pulse, and thus the SNR ratio is higher.  

Despite the obvious advantages of TSE in terms of speed and high SNR, the 

implementation of imaging procedures that rely on an induced phase shift (flow, chemical 

shift) are more difficult because of the requirement of the CPMG conditions in TSE (106-

108). 

In this work, we present a modified TSE sequence to generate a phase map, in which the 



72 
 

proton resonance frequency shift is detected. 

 

4.3  Materials and Methods 

Spin echo sequences are primarily designed to be less sensitive to off-resonance effects, 

such as B0-field inhomogeneity and tissue magnetic susceptibility variation. Thus, their 

readout windows are most commonly centered on the peak of the spin echo to reduce 

sensitivity to off-resonance effects. This symmetry condition prevents the usage of TSE 

sequences in MRI thermometry.  

In principle, any spin echo-based technique can be used to measure temperature if the 

readout is made asymmetric such that the center of the gradient echo in the readout is shifted 

away from the time of the spin echo. In that case, the frequency offset due to the temperature 

change will cause a non-zero temperature dependent phase at the time of the gradient echo. 

This phase shift,   , will equal the frequency shift times the time offset  : 

              [4.1] 

where   is the gyromagnetic ratio,   is the PRF-thermal coefficient,    is the main magnetic 

field, and    is the temperature difference.  

The PRF shift method relies on the subtraction of a baseline phase image acquired before 

heating from subsequent phase images that are acquired during the course of the heating 

experiment. Thus, phase-image subtraction is necessary to exclude nonthermal contribution 

to the phase, such as phase change due to B0 field inhomogeneities, and leaving only the 

spatially resolved phase-shift attributable to temperature-induced shift in the PRF. 

 The proposed sequence, depicted in Figure 4.1, is a modified TSE sequence that is 

rendered sensitive to off-resonance. 
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Figure 4.1: Modified Turbo Spin Echo sequence as implemented at 3T. The readout gradient 

lobe has been modified such as the echo is shifted by   away from the time of the spin echo. 

 

4.4  Calibration Experiments 

We verified experimentally the linear relationship between the phase change    and the 

temperature change    via calibration experiments. The calibration experiments were 

performed by continuously acquiring images from a heated agarose gel phantom during the 

cooling phase and a twin agarose gel phantom at room temperature used as a reference 

phantom. The phantom was uniformly heated in a water bath up to 70°C. The two agarose 

gel phantoms were taped together with an insulating Styrofoam block placed between them 

to prevent heat transfer between the phantoms, and they were placed within the 16 channel 

Siemens head coil (Siemens Medical Solutions, Erlangen, Germany). To validate our MR 

measurements, fiberoptic temperature probes (OpSens, Inc, Quebec, Canada) were 

positioned in the agarose gel phantoms during the data acquisition. Phase images of the 

reference phantom were used to correct for the B0-field drift during the data processing. All 

MR imaging was performed on the Siemens TIM TRIO 3T MRI scanner (Siemens Medical 

Solutions, Erlangen, Germany) with the following parameter sets: repetition time TR = 3000 

ms, echo time TE = 61 ms, time offset    = 2.2 ms, 180° refocusing pulse, turbo factor of  
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129, image matrix = 256x129 and 2.4x1.2x3 mm resolution. Figure 4.2 shows a plot of phase 

change versus temperature change from a 5x4 voxel ROI near the tip of the temperature 

probe. 

4.5  Heating Experiments 

The goal of the heating experiment was to determine the temperature change induced 

within a phantom by the high SAR of the TSE sequence. For this purpose, a 2 liter phantom 

was made with the following recipe: 1.5 liter of H2O, 160 ml of n-propanol, 7.2 g of NaCl, 

2.5 g of CuSo4, and 56 g of agarose. The above solution had a conductivity of 0.008 S/cm 

which satisfactorily mimicked the conductivity properties of most tissue (109). The copper 

sulfate is mainly used to shorten the relaxation time of the solution. The combination of these 

solutes also resulted in a solution with a T1 of less than 200 ms at 3T. A 5.5x5.5 cm
2
 

resonating coil loop with no cable attached and no passive decoupling such that the loop was 

resonating during both transmit and receive, taped against the side of the phantom, was used 

 

 

Figure 4.2: Calibration curve of the modified TSE sequence. Plot of MR phase change versus 

temperature change. The absolute temperatures were acquired using a fiberoptic temperature 

probe. 
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to focus RF energy from the transmit coil into the phantom near the resonating coil loop. The 

coil loop had no measurable effect on the phase difference used for temperature 

measurements. MR images were acquired with the same parameter sets as the calibration 

experiment except the image matrix, which was reduced to 256x126, the turbo factor was 7, 

and the scan time was 30 minutes and 26 seconds for 32 measurements. Figure 4.3 shows the 

temperature maps of a single slice after the first and the last measurement. 

 

4.6  Data Processing 

For this work, all MR image reconstruction and postprocessing were performed off-line. 

Phase difference images were calculated using MATLAB (version 7.8.0.347 (R2009a), 

Math-works, Inc, Natick, MA) running on a standalone desktop computer. To avoid phase 

wraparound errors that would occur at sufficiently high temperature, a phase difference 

image     was constructed on a pixel-by-pixel basis from each image,  , acquired during the 

heating cycle such as: 

 
         (

    (   )    (     )      (     )    (   )

    (     )      (   )    (     )    (   )
) 

[4.2] 

where      and    are the real and imaginary components of the complex image SI. For 

continuous heating experiments where images are acquired in very closed interval from each 

other, this technique prevents the phase difference from exceeding    . However, the 

temporal history of each pixel was examined and compensated when    discontinuities of 

the phase difference images were encountered. Magnitude images were used as masks to 

remove background noise in the phase and temperature images. 
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Figure 4.3: Temperature maps.  a) Single slice after the first measurement. b) Same slice 

after the last measurement. 

 

In the calibration experiments, a 3x3 region of interest (ROI) adjacent to the fiberoptic 

temperature probes was chosen in the phase images of the phantoms to evaluate the phase 

difference corresponding to the temperature change obtained from the fiberoptic probes. The 

PRF-thermal coefficient   was calculated from the linear regression coefficient according to 

equation [4.1]. The linear regression coefficient was derived from linear regression analysis 

between the temperature change obtained from the fiberoptic reading and the temperature-

induced phase difference of the average of the ROIs. 

 

4.7  Results 

Images of the phantoms were continuously acquired every 2 minutes over 2 hours. The 

images of the phantoms are relatively blurred, which is caused by the long echo train (ETL) 

of 129 used to image the phantom. Figure 4.2 is a scatter plot of the phase change versus the 

temperature change in the heated agarose gel phantom where the slope of the regression line 

was found to be -0.019426 radians/ºC with a correlation confidence r
2
 = 0.9991. The PRF-

thermal coefficient   was calculated to be 0.011ppm/°C. The phantom in the heating 

experiment was designed to mimic tissue with high conductivity and therefore was expected 

to give the largest phase-shift offset. In the results shown in Figure 4.3, there is a clear 



77 
 

 
 

difference between the temperature map of a single slice after the first measurement and the 

temperature map of the same slice after 30 minutes of continuous scanning with the modified 

TSE sequence.  

Figures 4.4 shows the plots of the mean values of phase and corresponding temperature 

change over a 16x11 pixel ROI chosen within the phantom and near the resonating coil loop 

during the course of the 32 measurements. 

 

4.8  Discussions 

The results obtained herein demonstrated the feasibility of proton resonance frequency 

shift-based thermometry with a modified TSE sequence. We have shown by shifting away 

the center of the readout echo from the time of the spin echo that the TSE sequence can be 

rendered sensitive to off-resonance effects, thus making it useful for MR thermometry. 

 

 

Figure 4.4:  Phase and temperature plots. a) Plot of the mean values of 16x11 voxels ROI 

chosen within the phantom versus the number of measurements. b) Plot of the Corresponding 

temperature change versus the number of measurements within the same ROI. 
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Although the derived value of the PRF-thermal coefficient is slightly different from the 

expected value -0.01 ppm/ºC, the calibration curve shows a good correlation between the 

fiberoptic temperature reading and the phase change. The relatively high value of the PRF-

thermal coefficient   can be explained by the relatively low value of the time offset   

(62,110). We did not consider experiments to determine the optimal echo time of this 

specific type of sequence, which could result in a compromise between the best achievable 

SNR and the best temperature sensitivity. However, it has been shown for gradient echo 

sequences that the optimum   value for PRF thermometry is on the order of   
  of the 

phantom (111). Therefore, the sensitivity of the PRF shift method increases with the value of 

the time offset  . Since   is less than   
  of our phantom, we predicted a relatively noisy 

temperature map; however, these heating experiments demonstrated the temperature 

sensitivity of the TSE sequence.  

Even though this experiment relied on a phantom temperature rise that was 

artificially induced using a resonating coil loop to focus RF energy from the transmit coil to 

the phantom, the ability to measure temperature using TSE sequences has been 

demonstrated. It is possible that for some subjects or sample geometries, enough power from 

the multiple RF pulses in the TSE sequence may be absorbed to result in some measurable 

tissue heating. In such cases, this TSE sequence applied with the same RF pulse protocol, but 

with a sufficient field of view to cover the object, should be able to detect the location of 

tissue heating. The modified TSE sequence, apart from having a short time offset   which is 

imposed by the duration of the readout window, does not alter the speed or the high SNR of 

the standard TSE sequence. Therefore, the modified TSE sequence is expected to enable 

reasonable temperature measurements for the evaluation of any possible heating associated 
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with TSE sequences. 

 

4.9  Conclusion 

Although the proposed modified TSE sequence is in an early stage of development, we 

have shown that the TSE sequence can use the proton resonance frequency shift to monitor 

changes in temperature by shifting the gradient echo away from the spin echo. It could be 

hypothesized that this sequence will prevent short-term chemical shift instability which 

could cause spatial inconsistency of the thermal image. Temperature sensitivity improvement 

of the modified TSE sequence and a full comparison with the available thermometry 

sequences will be investigated in future work. 

 

 

 

 

 

 

 

  



 
 

 
 

CHAPTER V 

 

IRREVERSIBLE CHANGE IN THE T1 TEMPERATURE 

DEPENDENCE WITH THE THERMAL DOSE 

USING THE PRF-T1 TECHNIQUE 

  

This chapter is based on the paper titled “Irreversible Change in the T1 Temperature  

Dependence with the Thermal Dose Using the PRF-T1 Technique” authored by Mahamadou 

Diakite, Allison Payne, Nick Todd, and Dennis L. Parker. The paper is published in the 

journal of Magnetic Resonance in Medicine (MRM). Volume 69, issue 4, page 1122-1130, 

April 2013 (Reprinted with permission). 
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CHAPTER VI 

 

TOWARD REAL-TIME TEMPERATURE MONITORING IN FAT 

AND AQUEOUS TISSUE DURING MAGNETIC RESONANCE- 

GUIDED HIGH-INTENSITY FOCUSED ULTRASOUND 

USING THREE-DIMENSIONAL PROTON 

RESONANCE FREQUENCY 

T1 METHOD 

 

This chapter is based on the paper titled ”Toward Real-Time Temperature Monitoring in Fat 

and Aqueous Tissue During Magnetic Resonance-Guided High-Intensity Focused 

Ultrasound Using Three-Dimensional Proton Resonance Frequency T1 Method” authored by 

Mahamadou Diakite, Henrik Odéen, Nick Todd, Allison Payne, and Dennis L. Parker. The 

paper has been accepted for publication at the journal of Magnetic Resonance in Medicine 

(MRM) (Reprinted with permission). 
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CHAPTER VII 

 

SUMMARY AND FUTURE WORKS 

 

Over the last several years, focused ultrasound therapy under MRI guidance has gained 

momentum with several applications getting FDA approval. For many applications using 

real-time MRI temperature monitoring, PRF is the method of choice due to its simplicity, 

linearity with temperature, and ease of use. However, its inability to measure temperature in 

fatty tissue limits the scope of its application. Nonetheless, T1 which is related to the 

translational and rotational rates of water represents an intrinsic probe for investigating 

structural changes in tissues at high temperature. It has also shown temperature dependence 

and has been proven to work in all types of tissue. Therefore, we demonstrated that by 

combining these two methods, one can get more useful information which will ultimately 

improve the safety of the thermal treatment.   

In this dissertation, a number of challenges affecting MRI thermometry have been 

covered. A TSE pulse sequence design has been proposed that provides extra information 

such as temperature and is expected to enable reasonable temperature measurements for the 

evaluation of any possible heating associated with TSE sequences.  

Monitoring temperature during thermal therapy is essential for the safety and efficacy of 

the treatment. PRF has shown the best ability to provide in real time the temperature of a 

tumor and its surrounding tissues (except fat). Unfortunately, it cannot determine directly the 
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degree of damage induced in the tumor. Therefore, we have developed a method that 

combines PRF and T1 which allows real time assessment of the tissue damage. 

Moreover, temperature monitoring during thermal therapy of mixed fat/aqueous tissue 

can be particularly challenging. Therefore, we have also addressed the issue by developing a 

new pulse sequence and acquisition scheme that provide simultaneously the temperature map 

of aqueous tissue and T1 map of fat. The methods proposed in this dissertation can be 

summarized as follows. 

 

7.1  Modified Turbo Spin Echo Sequence-Based Thermometry 

The high-contrast properties and inherent insensitivity of a TSE sequences to RF and 

magnetic field inhomogenities makes it an attractive sequence in a high field clinical setting 

where susceptibility effects can be quite a problem. However, the increase of RF power 

deposition can severely limit the coverage possible in multislice application at high field (3T 

and higher), since SAR increases as the square of the field strength as well as the flip angle. 

Therefore, the sequence has been rendered sensitive to off-resonance by shifting the echo 

away from the time of the spin echo. Thus, this simple sequence modification allows TSE to 

be used safely and prevents the temperature change due to SAR from exceeding a threshold 

temperature set by the user of the sequence.  

 

 

7.2  Irreversible Change in the T1 Temperature Dependence with 

 Thermal Dose Using the PRF-T1 Technique 

 Assessment of tissue damage during thermal therapy is essential for the safety and 

efficacy of any thermal treatment. Several methods have been developed and published in 
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the literature for assessing the extent of thermal damage. Herein we have proposed a hybrid 

PRF-T1 method that can provide simultaneously in real time during a thermal treatment the 

temperature information (indirectly the thermal dose) and T1 information which is a good 

indication of the state of the tissue. HIFU heating experiments on chicken breast samples 

have shown that T1 is reversible with temperature before tissue damage and irreversible with 

temperature after tissue damage has occurred. The simplicity and the real-time capability of 

the newly developed hybrid PRF-T1 makes it an ideal tool for assessing tissue damage.   

However, more in vivo experiments need to be performed to confirm the hereby 

presented results. Also the knowledge of T1 change threshold calculation might increase the 

safety of this technique by providing warning to the physician before the surrounding normal 

tissue is overexposed. 

 

7.3  Toward Real-Time Temperature Monitoring in Fat and Aqueous 

Tissue during MRgHIFU Using 3D PRF-T1 Method 

 Thermal therapy in organs with large fat content such as breast has been hindered by the 

inability of MRI thermometry in fat since there is no hydrogen bonding among the 

methylene protons that supply the bulk of the fat signal. Therefore, we have presented in this 

dissertation a pulse sequence implementation and a new acquisition scheme that allow 

simultaneously the determination of the PRF temperature in aqueous tissue and T1 map in 

fat. T1 calibration with temperature has been also investigated in five breast fat samples from 

different patients. A small variation was noted in the T1 dependence on temperature for the 

subjects included in this study. However, the results have shown the feasibility of real time 

temperature monitoring in mixed fat/water tissue. 



104 
 

 
 

The variability of the temperature coefficient of T1 with fatty tissues which is an 

intrinsic characteristic of T1 is being investigated to find a noninvasive way to calibrate 

T1 with temperature. 

 

7.4  Conclusions 

In this dissertation, several pulse sequence implementations and techniques have been described 

to improve and to overcome some of the limitations of the current methods in MRI thermometry. A 

pulse sequence was developed to monitor temperature rise while using TSE sequence, a hybrid PRF-

T1 sequence was implemented to assess in real time tissue damage during thermal therapy, and an 

image acquisition scheme and a sequence implementation were shown to monitor simultaneously 

temperature in mixed fat/water tissue. The proposed methods provide a step towards more robust and 

reliable temperature monitoring during thermal therapy under MRI guidance.  

 

7.5  Future Works 

 Thermal therapy using HIFU under MRI guidance is making good progress towards its 

acceptance as one of the clinical routines. However, there are still a lot of technical issues 

that need attention and remain to be solved. During the experiments presented in this 

dissertation, several limitations have been found where some improvements in those areas 

can significantly increase the accuracy and the precision of the results presented herein. In 

this section, some of the main limitations are briefly addressed with potential solutions and 

suggestions.  

- The precision of T1 calculation using the VFA method is highly sensitive to B1 

map across the imaged object. In this dissertation, the method presented for B1 

mapping (DFA) assumes the linearity of the gain of the RF transmitter with B1 
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field which is not always the case, specifically at low flip angle (1
o
 to ~20

o
) 

depending on the pulse sequence. This hardware limitation can be sometimes a 

dominant factor of bias in T1 measurement. In this case, one can explore other 

methods for accurate B1 mapping at low flip angle such as  Low Angle Mapping 

(LAM) (154). This method is based on the approximation that B1 

inhomogeneities have a negligible effect on the signal at 90
o
 flip angle. The 

method has shown good results for small flip angles compare to the others B1 

mapping methods and should be used in conjunction with the DFA method. 
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