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ABSTRACT

The purpose of this thesis was to determine if pmmer switching power
supplies can be made on-chip using integrated capms. Integrated switching
supplies are an emerging field that has followedribe of systems-on-chip devices —
especially in the biomedical field. Switching stypiheory and implementation were
examined systematically to determine the feasybilftsuch switching supplies.

Classical switching power supply theory was presgfitst, including
fundamental principles of operation and essentialysis techniques. Due to the unique
constraints placed on integrated power suppliesrasult of the small component size,
the classical treatment had to be updated and reddifThe result was a new
methodology for calculating ripple current and agk, circuit losses, and efficiency of
switching supplies in both continuous and discardgirs conduction modes. Integrated
and micro-scale switching supply components wesa txamined. Most importantly,
the design of integrated inductors was discus&salible-layer coils were found to be the
best choice for integrated inductors with a smathber of coils as they offered four
times the inductance and only twice the resistaficgmilar single-layer coils.

Six boards were tested using a variety of loadk mi&nual switching cycle
control. The test boards effectively modeled thkdvior of integrated supplies and
confirmed predictions about power loss and transifésing the test results and the

equations previously derived, three test cases sigrelated. The results were



efficiencies of 75.16%, 75.09%, and 75.10% using 2 and 5 turn double spirals, and an
external 120 nH coil, respectively. With these results, it should be possible to build

integrated switching power supplies that meet or exceed the efficiency of linear supplies.
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CHAPTER 1

INTRODUCTION

Integrated circuit technology has seen an unpretedeadvancement since the
first integrated circuits were built in 1958. Pess technologies have shrunk, transistor
counts have increased, and power consumption logpeld. As a consequence,
applications have been developed to take advawotatese advancements — applications
which were unimaginable in 1958. One such appboas the University of Utah
Integrated Neural Interface (INI) — an implantafledical device for recording neural
signals [1].

Implantable medical devices in general pose sonwuarproblems to engineers.
The devices must be small, reliable, biocompatgote] often must use very little power.
Each of these concerns is an area of continuednasand development for medical
devices — and for integrated circuits in generalit-this project specifically focuses on
reducing power consumption by using a new typeowiqy supply circuit.

A typical power supply for an implantable medicaliite consists of a power
source, such as a battery or power receiving 2dilgnd a voltage regulator. Previous
versions of the INI chip used a linear voltage tatpr to lower and regulate the
incoming voltage from a power receiving coil [AVhile this system worked well, it

might be possible to make an even better powerlgupp



All power supplies perform the same basic functibmey take power from a
source, perform some transformation of voltageuorent, and output power at the
output voltage or current. The quality of the poagpply depends on how well the

transformation is achieved.

1.1 Linear Supplies

Linear supplies are a class of power supply in Wwihine output voltage is
achieved using a variable resistance under liresdifack control. The variable
resistance together with the load resistance farmatage divider with an output voltage
determined by the ratio of the two resistances [sgere 1(a)]. This type of supply is
typically very easy to build, consisting of a véteresistor (typically a series pass
transistor), an error-amplifier, and a voltage refiee, as shown in Figure 1(b).

Linear supplies are capable of good load regulataw noise, small size, and
good transient response [3], but they have a seflaw. Because all of the output
current must flow through the transistor, the ééncy is always equal to the ratio of the

output voltage to the input voltage=V../Vin. If the input voltage is very close to the
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Figure1: Linear power supply models.



output voltage, this is not a problem as the edficy is high. However, if the input
voltage isnot close to the output voltage, the efficiency is low

Obviously, high efficiency is important in an imptable device due to the low
available power. Neural interfaces add a diffecBntension as well: heat. Heat
generated by implantable neural devices is discuaskngth in [4] where the American
Association of Medical Instrumentation (AAMA) is oped as allowing a chronic
temperature increase of only 1 t§Q. Inefficient power supplies make this goal harde

to meet due to the heat generated by the seriesaasistor.

1.2 Switching Supplies

The other major class of power supplies is switgluower supplies. There are
many types of switching power supply such as stprg step-up, inverting, isolation,
step-up-down, and many others. All work on thesaminciple: using reactive
components and AC signals to convert voltage anckioti[5], [6]. A basic switching
power supply which performs the step-down voltagversion function is shown in
Figure 2. This circuit, in which the switch is et between positions 1 and 2, will be

discussed at length in the rest of the thesis.

L
1 m
O v -
+
Vm 2 C— R Vout

Figure 2: Ideal step down switching power supply



1.3 Purpose of Thesis

The main purpose of this thesis is to determirzesitiitable step-down switching
supply can be integrated into low-power chips saskhe INI chip. As will be seen, low
output power poses some interesting challengeswepsupply design. It may be that
all components of the switching supply can be irgtggl in silicon, or it could be that
some components will need to be integrated justlofd on top of the silicon or as part
of the carrier package.

Previous attempts have been made to fully integrateitching supply in silicon
[7], [8], [9]. These previous efforts, all by teame group, were to build a high-power
supply capable of delivering current greater tha@mA.

The theory of switching supplies will be revieweadladditional design equations
will be derived as needed. The components of eagrated switching supply will be
examined both for external and internal integrati&imally, the theory will be tested to

determine the feasibility of integrating switchipgwer supplies.



CHAPTER 2

INDUCTIVE SWITCHING SUPPLY THEORY

There are many different types of switching powgrdy. All rely on reactive
components to regulate the output voltage and,raipeg on the circuit type, can step-
down, step-up, invert, isolate, or perform almast ather imaginable conversion. The
most diversity of supplies is in the type that ushictors and capacitors to regulate the
voltage. These so-called inductive switching sigsplalso called inductive switching
converters), and in particular the step-down indecsupply, are what will be discussed
in this chapter.

It should be noted that there is a class of swiigltonverter that uses only
capacitors. These are typically called charge mudyg to their mode of operation:
moving charge from one voltage to another via thiéching of capacitors. These
circuits have uses in some very simple unregulsiggblies, but will not be discussed
further in this thesis. From this point forwarditehing supplies will refer to the

inductive switching type.

2.1 Basic Switching Theory

The most basic switching power supply that canibk is the step-down

inductive supply, also known as a buck converfiére ideal model of a buck converter is



shown in Figure 3 and will be used to discuss bawsitching theory that is applicable to
all switching power supplies.

The switch in Figure 3 is alternated between the ¢entacts, labeled 1 and 2, to
create the time varying switching wavefowgt) as shown in Figure 4. Initially at time
t=0, the switch is in position 1 and,\fs applied to the LC filter. At time t5]the
switch alternates to position 2 and the LC filegrounded. At time t=gthe cycle
repeats itself, generating a square wave with gequ t,, = 1/Ts. The ratio of the time
spent in position 1 divided by the total periodhis duty cycleD.

The switching voltages(t) is connected to the LC filter and the equivaleanl
resistance R. The ideal switch in Figure 4 exhibéro voltage drop and therefore
dissipates no power. The reactive componentsdLGyrstore energy proportional to
their current and voltage, respectively, but dodissipate any energy. As a result, the

ideal switching regulator has efficiency equal 09%.

+ v -

Figure 3: Theideal buck converter. Thesingle pole, doublethrow switch is
alternated between the two contactsto vary the output voltage. Theload current is
modeled by the load resistor R.
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(a) (b)
Figure 4: Switching voltage as seen by the output filter. View (a) hasthe LC filter
omitted for clarity.

In reality, the components all have resistancepardsitic reactance that limit the
efficiency of a switching regulator. These lossas generally be divided into frequency-
independent, resistive losses (also referred e losses) and frequency-dependent,
switching (also known as dynamic) losses. Theseswurces of loss and their effect on
circuit performance are discussed after the ideaVverter has been presented.

It should be noted that the LC network forms a fmags filter for the switching
voltage. Obviously, it is desirable to have a ety flat output voltagey,y, without
any ripple induced by the switching action of tlwever supply. This can only be
achieved by filtering out the harmonics preserihamswitching waveform. What is left
after filtering is the DC component of the switapwoltage plus the attenuated switching
frequency and its harmonics. To put it mathem#yictne output voltage is given by
Vout (£) = Vour + Vrippie(t), WhereVyy is equal to the DC component of the switching
voltage and wpie(t) is the attenuated AC portion of the switchingtage.

We know from Fourier analysis that the DC comporaérat signal is equal to its
average value. Fortunately, this value is easatculate for a square wave with

maximum value 4 and period §.



(vg(t)) = Vin% Equation 1

If the duty cycle, D, is defined as the time spgamtosition 1, T, divided by the
total period T, then the output voltage of a buck converter ithfect low pass LC filter

is given by equation 2 [5].
Vout = VinD Equation 2

Therefore, the output voltage of the buck conveséer be controlled by changing
the duty cycle of the switching waveform. Indetus is the way that the controller in a

switching power supply alters the voltage to biiing the desired value.

2.1.1 The Small Ripple Approximation

As was mentioned in the previous section, the dutpliage of any real converter
is equal to a DC component plus a superimposeddxponent. For any well-designed
converter, the ripple component is much smallen tha DC output voltage — typically
less than 1%. As long as this assumption is theeequations describing the switching
voltages and currents can be greatly simplifiedlescribed in the following sections
about the volt-second balance and the capacitogetzalance.

One may wonder why the approximation is needed.thecase of the ideal buck
converter, it is possible to find a closed solutionindividual voltages and currents.
However, when nonideal components are used asctin8e&.2 or when a more

complicated switching topology is used, it quicklgcomes cumbersome or even



impossible to find the closed form solution to thesiantities. By contrast, if the circuit
designer wishes to design a good converter, sipaleris not only a computational

convenience, it is a design constraint that apptiesd| topologies.

2.1.2 Volt-Second Balance
Consider Figure 5(a) in which the buck convertes bh@en redrawn f@<t<T
and Figure 5(b) where it is drawn f6y<t<Ts Because of the small ripple
approximation, the output voltage is consideredstamt and therefore, the inductor
voltage is also constant. In both cases, the tadwoltagev, (t) can be found by

inspection, as shown in equation 3.

v (t) = Vin — Vour 0<t<Ty

v (t) = —Vour T, <t<T, Equation 3

We know from any introductory circuits class thag voltage developed by an
inductor is given by the equatign) = Lz—i , So if the voltage across an inductor is

constant, the current changes at a constant rat# emthe voltage divided by the
inductance [5]. This is called the linear sloppragimation and it holds true as long as
the inductor is nearly ideal and the output rigplemall.

Equations for both the ripple current and the D@eamnt need to be derived for
several reasons. First, the combination of thedwoents needs to be found so that the

physical components are sized to handle the maxicwnent. Second, the ripple
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Figure5: Buck converter when the switch isin position 1 (a) and in position 2 (b).

current should be kept as small as possible bygoramoice of components so as not to
stress them or to create additional EMI in neaxdygonents.

The inductor voltage and current are shown in Fdur The current starts at
some initial value (0) and increases linearly up to the point where tigch changes
position att = DTs. Once the switch is in position 2, the currerdrdases linearly until
the end of the switching period. The slopes ofdineent are equal to the inductor

voltages divided by the inductance.

d_i _ Vin—Vout

Vi Vou g ¢opT
dt L

di - -
2= Thu DT, <t < T, Equation 4

The peak-to-peak ripple of the inductor current barcalculated very easily by
noting that the inductor current starts at its mimm value and increases linearly to time
DTs, at which point it is at its maximum value. Sivee know the slope and time, we

can derive the current rise as shown in equation 5.
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T Ts

Ai

i Vin' out

Iavg

(b)
Figure 6: Inductor voltage and current. The shaded areasin subfigure (a) are

equal, demonstrating the volt-second balance. The current in subfigure (b) islinear
with slopes shown.

In equation 54i_ is the maximum difference between the total curaer the
average current. Ideally, this value should be kegsmall as possible for the
aforementioned reasons. Equation 5 can be rewtittsolve for the inductor as shown
in equation 6 which is useful for specifying thduictance needed for a given ripple

current [5].

. Vin-V, .
200, = mT"’”DTS Equation 5

L =-—"DT, Equation 6
ZAlL
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In steady-state, the output voltage and currentlshmot change — this is what is
meant by steady-state. Inspection of Figure 5 shiat if the output current does not
change, then the average inductor current shouldhange either. This constraint leads
to the principle of the volt-second balance.

To derive the volt-second balance, first remembat the inductor voltage is

dip(t)

given by the differential equatiom; (t) = L —

. Separating and integrating over

one switching cycle fromh= 0 tot = Tsyields equation 7.
. . 1 (Ts .
i, (Ts) —i,(0) = Zfo v, (t)dt Equation 7

Equation 7 states that the change in current sthitching period is
proportional to the voltage-time product. Sincekmew that the total current change in

the steady-state is equal to zero, the equatiomeapwritten as equation 8.
0= TifOTS v, (t)dt = (v, (t)) [5] Equation 8
S

Both sides of the equation have also been divigetsiso that the right side of
the equation is equal to the average value @f. The integral has units of volt-seconds,
the sum of which balances to zero, hence the nawiesecond balance.” This can be
seen graphically in Figure 6(a) where the area uthgevoltage curve from=0tot =

DTsis equal to the area above the voltage curve fre@Tstot = Ts.
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2.1.3 Capacitor-Charge Balance

Just as the steady-state assumptions led to thee@dnd balance for inductor
voltage, similar assumptions lead to the capaciharge balance. The capacitor-charge
balance states that the net current flow in onéckivig cycle is zero in the steady-state.
Qualitatively, this makes sense since a net curmgator out of a capacitor will change
its cycle-to-cycle voltage which violates the coastts of steady-state operation.
Quantitatively, this is derived by starting witletbapacitor’s differential voltage and
current relationship, separating, and integratvgr @ne switching cycle as shown in

equation 9.

. dv,
ic(t) =€~

ve(Ts) = ve(0) = = [, ic(t)dt

0= fOTS ic(t)dt Equation 9

Note that the integral term has units of Amp-sesomdsimply Coulombs, hence
the name capacitor-charge balance. As befordethband side of the equation is zero
because of the steady-state conditions. To restistgualitatively, the total change of

the charge on the capacitor is zero over one simgotycle [5].

0= —[Fic(t)dt = (ic(t)) Equation 10
S
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The charge balance equation can be rewritten ialteenate form of equation 10
where it is shown that the average current thrabglcapacitor is zero. Both equations
10 and 11 are demonstrated by Figure 7 where thge current is equal to zero and
the shaded areas representing charge are equal.

There are a few other key points to note aboutréigu First, note that the
capacitor current is equal to the inductor ripplerent. This means that when the
inductor current is at a minimum, the capacit@upplying current to the load equal to
the average current minus the inductor ripple eurr&imilarly, when the inductor
current is at its maximum, the extra current i©1egging the capacitor. Also note that the
current and voltage waveforms are approximatelgéfrees out of phase such that the
capacitor voltage is at its minima and maxima whleeecurrent crosses zero.

Note that while the voltage ripple appears largEigure 7, it should in fact be
small compared t¥,,. This is assured by selecting a capacitor suahthie ripple
charges (the shaded areas) are small compared &véinage charge stored in the
capacitor. It is therefore important to find a wiayestimate the value for a capacitor
given a certain ripple current and desired ripkage.

This can be done by first assuming we have alrgazked a large enough
capacitor such that the small ripple assumptiodfitue. We know from Figure 7 that
the maximum voltage swing will occur between theozzossing of the current and we
know that the inductor current is approximatelyan (because of the small ripple
assumption). We can also see that the currentaaessings are separated by exactly one

half cycle because the current waveform is symicedtri
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ve(t)
A
Vout > | t
~_ o o -
4 T Ts
(a)
ic(t)
Aic=Ai_
Al o %::;:':—'—:-”**\1:; T
0 /;_J_J_J_,/-—-*' — ‘ — —_ B - t
(b)

Figure 7: Capacitor voltage and current during one switching cycle. Notethat the
shaded areas are equal.

These conditions allow us to calculate the totakgh transferred between zero

crossings. This value is equal to the area inirthagle under the current curve with base

equal t00.5Ts and height offic. Therefore, the total charge transferred in eithection

is given by equation 11 [5].
AQ = %TSAL'C. Equation 11

Assuming that the capacitor acts like an ideal ciépa its voltage is linearly
related to the stored charge by the factor ofafsacitance. Therefore, the voltage

change ¥p-ripple IS given by equation 12.
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1 1 . .
Vpp—ripple = EAQ = ETsAlc- Equation 12
Note that this is the peak-to-peak value for thigage ripple, not the ripple
amplitude. As was already stated, the capacipgieicurrent is equal to the inductor

ripple current. Substitutingi, for Aic, making use of the relationship between duty

cycle and input/output voltage ratios, and conwgrperiod to frequency,

D(Vin—V, V 1
_ (m out)TSZ, D= out, fS=

Vyp—ri = —.
pp-ripple 8LC Vin T
—_— Vin :
Vpp—ripple = SLC /2 Equation 13

So it can be seen that the output voltage ripptedsiced for larger reactance
values and higher frequency, and is increasedifiireln output-to-input voltage ratios.
This should intuitively make sense since the LGvoek of a buck converter is a low-
pass filter for the switching voltage.

Generally speaking, one would use equation 6 teradehe the inductor value
such that the ripple current is small and thenesédv a suitable capacitor using equation
13 to ensure that the ripple voltage is small. eNtbat these equations assume that the
output current to the load is large enough thaitridactor is constantly conducting a
current much larger than the ripple current, themalaking the ripple current linear
during the entire switching cycle. This assumptioes not hold true in the

discontinuous mode discussed in a later section.
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2.2 Sources of Inefficiency

There are numerous sources of inefficiency in achwng supply. Every
component is a potential source of one or moredeatities that contribute to the overall
inefficiency of a converter. Component resistast&y reactance, semiconductor losses,
and even the wiring between components steal erievgythe circuit which would
otherwise be transferred to the load.

Generally, these losses can be categorized irtio kiases and dynamic losses
based on the mode of power loss. Static lossedig@tly related to the current through
a device whereas dynamic losses are directly cetatéhe switching frequency. For
high-current, high-power devices, static losse$wglially dominate the total loss in a
converter. In low-current, low-power devices, ttymamic losses become a significant
part of or even the majority of the total ineffiozy.

Static losses are caused by the resistance ofdberials that make up the
inductor, capacitor, switches, and the wiring betwthe devices. The resistive power
lost in some component is given by BV;. The total power lost due to resistance in all
the components is ther,..s;.¢ive = X I;Vj. These losses can be mitigated by using
higher quality inductors and capacitors or by usavger resistance semiconductor
devices.

Dynamic losses are caused by switching the curtieatyoltage, or both the
current and voltage across and through a devitesd8losses are seen anywhere a
capacitance or inductance stores energy that igantdferred to the load. There are other

places where these losses are seen which are skslcunsthe following section. Since a
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major source of dynamic losses is stray capacitamaller components generally
reduce the dynamic loss of a converter.

Higher quality and lower resistance devices areeg@ly larger than their higher
resistance counterparts. This is in direct cohttasomponents designed for lower
dynamic losses which are generally smaller to rediiay inductance and capacitance.
Solving this dilemma between the two loss mechasisna major challenge, especially
as switching frequencies increase. The major ssus€inefficiency are presented in the

following sections to help solve this problem.

2.2.1 Nonideal Reactive Components
Thus far, the reactive components were assumed itdelal — capacitors were
purely capacitive and inductors were purely indeectiIn reality, reactive components
always have some resistance and some small saataree. Inductors in particular have
significant resistive losses and a nonnegligiblelbe capacitance. Capacitors do have
some small stray inductance, but this is usualytigble and is rarely even included in
data sheets. Some of these nonidealities are ddedato each component to obtain a

more complete model.

2.2.1.1 Inductors

Resistance in the inductor is often referred toasper loss since power inductors
are usually constructed of low-resistivity coppa@re§5]. As shown in Figure 8 where

the two halves of the cycle are shown, this rest#as modeled by an equivalent series
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resistancdr?_. Depending on the wire gauge and number or ttinrsyalue can be
anywhere from a few milliohms to several tens aheh

Before numerically analyzing Figure 8, there afevainsights that should be
made. The steady-state and small ripple assungpsiihhold which means that the
combined voltage across the inductor and resiststill the same as for the ideal case.
However, because of the current flowing throughrdssstor, the inductive voltagé
will vary as the current changes through the resist

Inspection of Figure 8 leads to equation 14 foritiakictor voltage. Note that the
absolute voltages before and after times@ile lower due to the resistance of the

inductor.

. +
B P
N + R Vout

(b)

Figure 8: Buck converter with inductor equivalent seriesresistance R.. Inthefirst
part of the cycle, R. reducestheinductive voltage. In the second part of thecycle, it
makes the inductive voltage mor e negative.
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v (t) =V, —i (R — Vs 0<t<DT;

v (t) = =i ()R — Vyyus DT, <t<T; Equation 14

Together, these two equations describe the indwadltaige for the entire

switching period. Applying the volt-second balancé¢hese equations yields:

1 [ DT . T :
0 = T—S [fo S Vin - RLLL(t) - Voutdt + D;S _RL"L(t) - Voutdt]

Equation 15

If the inductor ripple current is assumed to belsarad lineari (t) can be
approximated by, the average (DC) current. As will be later shothiis is not a good
approximation under certain circumstances, buhéw, it simplifies the equations

immensely. Using this approximation, the aboveat¢ign simplifies to:
0=DWV;, — R, I, — Vo) + D'(—=R.I, — V,oue) Equation 16

The quantityD’ used above is defined BS= 1 - D such that the amount of time
the switch is in position 2 B'Ts. Combining terms and making use of the definitén
D’ yields equation 17 for the duty cycle of a nonideeverter with small ripple. The
duty cycle will be higher due to the increasedstesice. This is to be expected since
additional resistance means more energy will nedzkttransferred from the source to

make up for the resistive loss.
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_ RpIL+Vout
Vin

D Equation 17

The linear, small ripple current assumption isaagbod assumption under all
conditions. The inductor and its internal resistaform an RL circuit with a fixed step
voltage applied at= 0 andt = DTs. If the inductor is high quality, the time constaf
the RL circuit will be much larger than the switatjiperiod and the current ripple will be
small and linear. However, if the inductor is Igwality or the time constant is
comparable to or smaller than the switching peribd ripple will be large and
exponential.

The exact equation of the inductor current witbwa fuality inductor would
depend on the initial currents, the input and ouypltages, and the valuesloandR, .
Finding this equation, plugging it into the voltesad balance equation and solving for
duty-cycle would be difficult if not impossible amlof dubious value anyway since
controllers always employ feedback to adjust thiy-dycle to the exact value required.

However, if the duty cycle is known or can be estidl, the ripple current can be
found for both the linear ripple and exponentippte cases. In the linear ripple case, the
same approach can be used as for the ideal césesldpe of the current is equal to the
voltage across the inductor and rises for the e This yields equation 18 for the

nonideal linear ripple current.

. Vip—IR,-Y, .
20i; = %DTS Equation 18



22

If the current curve is not linear due to eithdarge colil resistance or long
switching period, the equation is much more congpid. To begin the derivation, recall
that the step response of Rh circuit to a voltagd/ with initial currently is given by the

following equation [10]:

i,(t) =

x| <

+ (Io — %) e~ (R/L)X Equation 19

The ripple current is the difference between theimum current, which occurs at

the beginning of a cycle, and the maximum currehich occurs at the transition point

in the cycle at = DTg, or in mathematical terms:
2Ai; =i, (DTs) — 1,,(0) Equation 20

Using the equation for the step response, we castitute the equation for

inductor current att= DTs,

200, = ‘;f—R + (IL(O) — ‘;f—R) e~ (RL/LDTs 1 (Q) Equation 21
L L

The quantityV g is the voltage across the real inductor whichyisag toVi, —

Vout. Substituting this in and rearranging terms rssial equation 22.

20i, = (Vin;:out —1 (0)) (1 — e—(RL/L)DTS)_ Equation 22
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Using this equation, one could make a first ordgin@ation of the ripple current
by replacing(0) with the DC current. This estimate could furtberrefined by
subtracting the estimate of the ripple curtéintfrom the DC current and using this
number as the initial current.

In theory, one could reformulate the ripple formidathe second part of the
switching cycle. If this formula was set equatthe above formula, it could be possible
to find the duty cycle for an arbitrary convertén. reality, there are just too many
variables that have to be known such as the imgtiedent and switching frequency in
addition to the input and output voltages. | waahle to find a closed solution via this
method even after several hours of algebraic méetipns. Simulation is likely the best
tool for finding the exact duty cycle of a conventéth a nonideal inductor.

So far, the DC resistance of the inductor has les@mined, but in reality, the
resistance of the inductor increases with frequehmyto the skin effect. The skin effect
describes the tendency of conductors to condugt@mthe outside (skin) of the
conductor at high frequency. The depth of this s&ifrequency and conductivity
dependent. As the skin depth decreases, lesg abtiductor is able to conduct and the
resistance increases. A full discussion of tha skiect will not be attempted here, but
can be found in any book on electromagnetic theach as [11]. Nevertheless, the

equation for skin depth is presented below.

Equation 23

WUO
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In addition to the nonideal resistance in an indydhey may also have a
significant amount of parallel, parasitic capaat&@ibetween their terminals. The effects
of this capacitance become more pronounced astodugets smaller and as the
frequencies get higher.

Resonance results when the inductor is operatadrajuency such that the
inductance, resistance, and capacitance of theelémim a tank circuit. As the
switching frequency approaches the resonant frexyeine inductor’s quality drops
precipitously and the effective inductance dropsdm. This effectively limits the upper
operating frequency of an inductor.

The other major effect of the parallel capacitasaenergy loss. During the
switching cycle, the inductor is first chargedg - Vo and then discharges and charges
to— Vout. Each time the capacitor is discharged, the gribiag was stored in the parasitic
capacitance is lost.

The energy stored in an ideal capacitdvi<\V?, so the energy lost in the

parasitic capacitor each cycle is given by the Bgna
1 1 2 .
PCL—one cycle — ECL Vin — Vout)2 + ECLVout - Equation 24

The power lost due to the parasitic capacitantikay to be small compared to
the restive losses, at least for frequencies mowied than the resonant frequency.
Nonetheless, if the capacitance is large, it caa significant component of the total

dynamic power loss in a converter.
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2.2.1.2 Capacitors

Capacitors, just like inductors, are made of lassyerials. Some of this loss is
due to the resistance of the electrodes and sorie ¢dss is due to dielectric losses. The
combination of these two mechanisms is modeleti@sdquivalent series resistance
(ESR).

The capacitor’'s ESR is shown in Figure 9 wherectrmiit has been redrawn for
each of the switch intervals. Adding the capatstagsistance causes the voltage ripple
to increase. The reason for this is because pipdercurrent from the inductor flows
almost entirely through the capacitor. A largealcapacitor will absorb even large
ripple current with only a small voltage incredset the voltage developed by the ESR is
always proportional to the current’s magnitude.

At this point, there are two ways to analyze thgacaor and its ESR. If the
small ripple assumption is made, then the capaeadltage must fall when a positive
currentic is flowing. This is not possible since a positoagacitor current would
increase the capacitor voltage. Therefore, thdlsmpple assumption cannot be used.

The other way to analyze the circuit is to rementbat if the load current is
assumed to be constant, then all of the indugbieicurrent must flow through the
capacitor. This leads to the first order estinfatéhe voltage ripple where the capacitive
voltage is constant but the overall output voltagees by24i_-Rc. This estimate works
well if the capacitor is very large compared to tipple current and the capacitive

voltage change can be ignored, but that is ofténh®ocase.
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Figure 9: Buck model with nonideal capacitor.
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Vout

Vout

If the ripple current is linear, we can easily adeguation 12 for ripple voltage

derived in Section 2.1.3. The previous equatioesdwt include a term for the ESR of

the capacitor. That term will now be added.

1 . .
vpp_rl'pple = ETSAI’C + ZR(:ALC

Equation 25

As previously stated, the ripple current through ¢apacitor is equal to the ripple

current through the inductor. Using real inducttine linear approximation of the ripple



27

current is given by equation 18 derived in the fes section. Although equation 18
could be substituted into equation 25, the resyiitmess of algebra does not reveal any
significant insights into circuit design. Insted#iake logical choice would be to first
determine the current ripple and then plug this Ineminto the output voltage ripple
equation and either solve for the voltage ripplsave for the capacitance given a
certain desired maximum voltage ripple.

Keep in mind that one of the goals of converteigtes to make the ripple small
by properly choosing the components and operatngliions of the circuit. By
ignoring the small ripple assumption (even thouwit ts the goal), we have now derived
a method to specify the resistance and capaci@ineeapacitor such that the output

ripple is small.

2.2.2 Real Semiconductor Devices

The two main types of semiconductor devices seasmiall- to medium-scale
converters are MOSFETs and diodes. Larger comgartgable of handling many
kilowatts of power use other devices such as IGBRs, etc. where simple MOSFETSs
and diodes are incapable of handling the voltagdsoa currents involved. These other
devices are not covered here because they argplitable to small, low-power devices
such as integrated circuits.

Because every PN junction is just a parasitic l@sgacitor waiting to happen,
semiconductor devices often have significant dyrmgoower losses. In addition,
semiconductor devices in general are charge ctéedirdevices — a certain charge either

present or absent at a certain place in a deviegrdmes its behavior [5]. Applying and
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removing this charge, which can generally be matiakea capacitor, is another
significant source of power loss. All semiconduatevices exhibit resistive losses in
addition to their dynamic losses.

For purposes of discussion, the standard diodétegcbuck converter shown in
Figure 10 will be considered. This is easier tostanuct than the synchronous rectified
converter, but is generally not as efficient. phehannel MOSFET Q acts as a high-side
switch controlled by the control voltagey. Switch position 1 is realized when Q is

turned on and switch position 2 is realized bydlogle D.

2.2.2.1 MOSFETs

MOSFETs suffer from both static losses and dyndasises. The static losses are
due to the resistance of the implants, channel,iargbme cases, the body of the device.
The dynamic losses are due to several causes subk awitching transitions and the

parasitic capacitances in the device.

Vin . c R Vg,
- Vcntl A D . t

Figure 10: Buck converter with dioderectifier.
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2.2.2.1.1 MOSFET Static Losses

When a MOSFET is used in a switching regulator switch, it should always be
operating in the triode region. Recall that thede region is the operating region where
the device acts like a resistor for currents belogvsaturation current. This resistance
can be made very small by increasing the widtthefdevice — usually by using many
copies of a basic cell. This resistance is fasdpstant for currents much less than the
saturation current, so it is modeled as a sim@ster, R,

Typically, a MOSFET is used as the high-side swigdthough in synchronous
rectifiers, they are used as both the high-sidelaneside switches. The high-side
switch conducts only during the first part of theneerter cycle with a current equal to
the inductor current. If the inductor ripple currés small, it can be approximated by the
average current and the power dissipated by the MEISwill be given by the equation
26. If the ripple is not small, the power can kpressed using equation 26 with the

RMS current instead of the average current.

P = DR,,I? Equation 26

The additional resistance between the voltage soamd the inductor further
reduces the voltage across the inductor duringitstepart of the cycle. Note that the
reduced voltage across the inductor further limae quickly the inductor current will
rise. Also note that because of the volt secotanica, a lower voltage across the

inductor has implications for the duty cycle. Téfeects of the additional resistance will
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be discussed in Section 2.2.3 where the completiehad the diode-rectified buck

converter is shown with all conduction losses.

2.2.2.1.2 MOSFET Dynamic Losses

The dynamic losses in MOSFETSs are due to two sepasases. The first is the
capacitances inherent in the construction of thecde The major capacitances are
shown in Figure 11. These capacitances are aledynzharged and discharged during
the switching cycle, each time shunting energh&®AC ground.

The gate-to-source capacitancesGs essentially linear and therefore acts like an
ideal capacitor [5]. This capacitance is primac&used by the parallel plate capacitor
between the gate and the body (to which the sasrcennected) in the channel region.
Typically, the gate-to-source capacitance is thgelst capacitance that must be driven in
the MOSFET.

Unlike the gate-to-source capacitance, the draisetorce and gate-to-drain

capacitances are not linear and instead vary Wwehriverse square root of the applied

CGD -

Cos ——

S
Figure 11: MOSFET model including body diode and par asitic capacitances.
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voltage. For example, the drain-to-source capao#aaries according to equation 27,
where \§ and G are constants intrinsic to the device. If theligopvoltage is much

larger than Y, then the simplification shown can be made, resyin equation 28.

C :
Cps(vps) = Ovd Equation 27
1+V—05
_ G :
Cps(Vgs) = N Equation 28

The second loss mechanism is caused by the brmeflietween the on and off
states when the transistor is still conductingthatdrain-to-source voltage is large. As
shown in Figure 12, the on-to-off transition hae @hases: when the transistor voltage is
less than 4 and the current is constant, and when the voisggqual to ¥, and the
current is decreasing to zero. In the first ph#sejnductor current flows entirely
through the transistor because the diode cannottuuntil the source voltage is
blocked. In the second phase, the diode is sgarditurn on and the inductor current
flows more and more through the diode.

The entire process occurs over the course of adawto hundreds of
nanoseconds. At this time scale, the inductoreruris essentially constant. Although
the transition is brief, the instantaneous powerlma quite large. Reducing the on
resistance of the transistor does not help sineéréimsistor is not in the normal on-state
during the transition. The best way to minimizis fower is to maximize the speed with

which the transistor is turned off and increasesieed at which the diode turns on [5].
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Transistor
current and
voltage

I.Vin

Figure 12: The MOSFET turn-off transition. Instantaneous power isshown in the
lower subfigurewith total power noted by the shaded region.

If the transition shown above is assumed to beepiese linear, then the energy
lost during the turn-off transition is given in eqion 29, wheref ty is the total time to
turn off the device. The turn-on transition is abhidentical except the time to turn the
transistor on (and for the diode to turn off) ifetient. This leads to the expression for

turn-on transition energy with t,, instead o1 to for the turn-on time.

1 .
Woff = EAtoffVmIL Equatlon 29

W,, = %AtonVinIL Equation 30

The dynamic transistor loss will be quantified icgon 2.3.3 where all the loss

models are presented.
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2.2.2.2 Diodes

Diodes have significant static and dynamic lossEsey are generally a poor
choice for a low-power switching converter. Howetbkeir one major advantage is that

they do not require active control and are theeetibreap and easy to use for rectification.

2.2.2.2.1 Diode Static Losses

The diode in Figure 10 functions as the switchgosition 2. When the high-side
switch is turned off, the current continues flowihgough the inductor and the inductor
voltage switches polarity. If the diode were idelaé inductor node voltage would be
zero. Of course, ideal diodes do not exist sarttiector node voltage must become
negative so the diode is forward biased.

The easiest way to model both the turn-on voltdgbediode and the
exponential current-voltage curve is with a voltagerce and a resistor whose value is
equal to something close to the incremental resistat the inductor current. These
elements are shown in the static loss model ofi@et3.3.

Because of the turn-on voltage of the diode, aisagimt amount of power is lost
in the diode. Reducing this turn-on voltage wadilerefore reduce the conduction loss of
the diode. Furthermore, reducing the resistandbeofliode by making it larger will help
with the total power lost in the diode. An alteme is to use a Schottky diode which has

a much lower turn-on voltage because of the differeechanism behind its operation.
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2.2.2.2.2 Diode Dynamic Losses

While the steady-state performance of PN diodeassly modeled with the basic
exponential model, the dynamic performance of a@elis deceptively complicated. Like
all semiconductors, the diode is a charge conttallevice and the dynamic performance
of the device is directly related to the processeslved in applying and removing
charge.

PN diodes are especially prone to a phenomenoedcadiverse recovery. An
excellent discussion of the reverse recovery poepresented in [5]. During the
reverse recovery timg, current continues to flow through a diode evearahe junction
has become reverse biased. The charge that floswsyd; is called the recovery charge,
Q.

The recovered charge must flow through the MOSFETdinarily, this extra
current would not increase the power dissipatiothéncircuit, but as was discussed in
Section 2.2.2.1.2, the MOSFET turn-on transitioa tsne when the voltage drop across
the transistor is equal to the input voltage.h# transistor is assumed to turn on much
faster than the reverse recovery time, then the MEISturn-on is dominated by the
reverse recovery time. If the transistor voltagalso assumed to be equaVtpduring
the entire transition time, then the energy loshe@MOSFET due to the diode recovery

is given in equation 31.

Wiurn—on = Vinlitr + VinQr Equation 31
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2.2.3 Complete Loss Models
Two models will now be presented: the static maddth includes the
frequency-independent losses due to resistanceharaiynamic model which includes
the dynamic losses due to the semiconductors angarasitic capacitance in the

inductor.

2.2.3.1 The Static Model

One problem with deriving a simple model for thatsiing converter is the fact
that the converter switches between two distiratest Up to this point, this has been
handled by redrawing the circuit as two circuitsne for each state. However, there is a
better way: the DC transformer model.

The DC transformer model is presented in [5] asg @ explain the ability of
switching converters to change DC currents ancagels, something that normal AC
transformers cannot do. Just as in AC transforntieespower delivered to the
transformer primary is equal to the power beingveeéd by the secondary — if the
voltage is higher in the primary, the current iwéo and vice versa.

The origins of the model are the volt-second baaard capacitor-charge balance
equations derived from the converter diagrams gufé 13. The equations, which have
been simplified below in equations 32-34, contaiarse voltage and current quantities
multiplied by the switching duty cycle which cantealized by ideal voltage and current
sources as shown in Figure 14. These equatiensi@ntical to the current and voltage

equations of a transformer with turn ratio equahi duty cycle.
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Figure 13: Buck converter with real device resistancesincluded.
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Figure 14: The DC Transformer Model. Note the equivalence between converter
model with voltage and current sources (a) and DC transformer model (b). The
actual conversion ratio, M (D), is affected by the resistances and diode forward

voltage.
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(VL) = 0= DVip = DI Ron = IR, = D'ILRp = D',V = Vo

Equation 32
(Icy=0=1, — V‘;‘t Equation 33
(I;,) = DI}, Equation 34

In an AC transformer, the ratio of currents andages is determined by the turns
ratio. In the DC transformer model, the turnsaaiapproximated by the conversion
ratio of the convertel(D) which relates the output voltage to the inputagdt. For an
ideal buck converteiVi(D) = D since a buck converter acts like a low-pass fitbethe
pulse-width modulated switching signal.

In Figure 14, the converter current and voltageaéiqus have been modeled as
ideal current and voltage sources with conductimsés in Figure 14(a). The voltage
source in the right circuit is equal to the dutgleytimes the input voltage while the input
current is equal to duty cycle times the inductarent. This is exactly the same
situation as if the two circuits were connectechveittransformer with turns ratio 1:D.
This equivalence gives rise to Figure 14(b) whbeedircuit has in fact been redrawn
with an ideal DC transformer.

The DC transformer model allows the losses to bevdrin a single circuit with
the switches abstracted away, yielding a staticehodsing this model, several key
insights can be gained about the effect of nonitieslon the performance of buck
converters.

A cursory examination of the circuit in Figure 14wild lead one to think that

finding output power is as simple as multiplying thductor current times the square of
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the load resistance. The problem is that the itmfwarrent is determined by the duty
cycle which in turn is determined by output voltagel the losses in the current path.
The first step in determining power output thetoisletermine the relationship between
the duty cycle and the output voltage. By insmettthe output voltage is determined by

the voltage divider formed by the parasitic lossed the load resistance.

Vout = (DVin, — D'Vp) ( . ) Equation 35

R+DRyn+RL+D'Rp

Dividing both sides by ¥ and rearranging terms to get the voltage gaihef t

circuit results in equation 36.

L G
out — o Equation 36
Vin  R+DRon+R.+D'Rp

Noting thatD’ = 1 - D, the numerator can be simplified in term$of

VD, VD )
R(D =D 4p’D
Vout __ Vin  Vin

Vin  R+DRon+R.+D'Rp

Equation 37

At this point, it would be useful to know what ta#iciency of the circuit is.
Efficiency,n, is defined as the ratio of output power to inpoxver. Electrical power is
of course defined by current multiplied by the agk, so electrical efficiency can be

defined as equation 38.
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_ VoutlL
VinDIp,

Equation 38
The currents cancel and the input-output voltaggiomship can be substituted

from equation 37. Furthermore, dividing the nuna@ray the duty cycle gives

Vp(1
— R RVin(D 1)
R+DRyn+RL+D'Rp

Equation 39

Several observations can be made based on eq@&tioRirst, the efficiency is
increased by decreasing the denominator and inogetee numerator. As is to be
expected, decreasing the resistari®gsR , andRp increases the efficiency. If the on-
resistance of the MOSFET is assumed to be smaker resistance of the diode, which is
usually the case, then the duty cycle should Harge as possible to minimize the
denominator. This also has the effect of nullifythe effect of the diode forward-drop in
the numerator which also increases efficiency.

The exact same process above can be used to detdimaiefficiency of a
synchronously rectified converter. If the highesehd low-side switch resistances are

equal, the efficiency of a synchronously rectif@ohverter is shown in equation 40.

DR .
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There is a source of resistive loss that is nduded in the static model of Figure
14. The equations presented earlier assumediaapacitor was lossless. This is not
the case as all capacitors have some ESR.

The problem with adding the ESR to a static mosléhat the ESR is in series
with the output capacitor so only the ripple cutiows through the resistor. The above
model assumes the ripple current is negligiblelaredr. These assumptions are not
always correct; quite often they are not.

The model cannot easily be adapted to include 8i® & the capacitor because
the loss due to ESR comes from the ripple curralytwhich does not affect the output
voltage (except for a small ripple voltage). Tlsiest way to add the loss due to the
capacitor is to use a three-step process to dfi@sstimate obtained above.

First, the above equations should be used to finestimate for the efficiency.
The complement of this estimate is then multipbhgdhe output power, which should be
known, to determine the power lost in the circiNiext, calculate or measure the RMS
ripple current and multiply this by the ESR to obttée power lost due to ESR. This
value is then added to the original estimate amtdddo the output power to recalculate
the input power. Once the input and output povaeesknown, the efficiency can be

calculated by dividing the output power by the inpower.

2.2.3.2 The Dynamic Model

The dynamic losses are primarily due to two caussgching capacitors and

semiconductor switches in transition between stafeswas seen in the previous
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sections, most devices have some parasitic capaeithat is charged and discharged
during the switching cycle. This energy is lositas shunted to an AC ground.

Generally, the parasitic capacitors only lose eperge per cycle as opposed to
once at the beginning or end of the cycle and agfaine transition at the middle of the
cycle. The exceptions to this rule are the indushunt parallel capacitance,,@nd the
MOSFET gate-drain capacitanceC

The MOSFET drain-source junction capacitance aadltbde junction
capacitance are both voltage dependent capacitadoesrding to [5], these
capacitances can be modeled by linear capacitoraleé®/; C(V). Ignoring the small
resistive drop across the MOSFET when it is onhlodtthese capacitors are charged to

Vin SO the loss due to these junction capacitorsvisngas

1

Wie =5 (

4
3

Ca(Vin) + ngs (Vin)) Vi Equation 41

Similarly, the gate capacitance is charged andchdiged once per cycle. The
gate capacitor voltage depends on the type of MAOS#te drive circuit used. For a
simple P-MOS device where the gate is switcheddaary, the gate-to-source voltage is
Vin. The gate-to-drain voltage varies throughoutstvéching cycle. Just before the start
of turn off, the gate-drain voltage is approximatél,. Once the gate voltage is raised to
Vin, the gate-drain voltage falls to zero, then iggbd to negativ¥/, as the drain voltage
drops to approximately ground (less the diode drdghen the MOSFET is turned on
again, the cycle reverses. Taking into accounntinearity of the gate-drain

capacitance, the total gate capacitance lossrisftre approximately:
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W, ~ %CGSVL%I + gCGD Vi) VA Equation 42

The energy lost due to the inductor shunt capacgtduas already been derived in

a previous section. The total energy loss duapacitance is now shown.

2 2 ! 2
We = [2CalVin) + 2 CasVin) + 2 Cast 2 Con (V)| Vs +

= C Vi = Voue)? + Voue’] Equation 43

The controller, which has not been discussed ubisgpoint, is another source of
dynamic power loss. The power loss of a genericit€uit, such as a PWM feedback
controller, is linearly dependent on the frequeatgperation. According to [12], the
dynamic power of a digital circuit can be expressetgrms of the capacitances being

switched, the digital supply voltage, and the fiemmry of switching:
Paigitar = CV3p fow Equation 44

The total capacitance in the controller is likedybe between one-fourth and one-
half of the capacitance of the gate-source capamtaThis assumption is based on the
fact that the controller has to drive the gate capace at the switching speed with
minimum delay. In order to do this, the outpugstavould be designed with the theory

of logical effort in mind so as to minimize switolgitimes.
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The theory of logical effort states that using pesgively larger drivers between
the logic and the load results in the lowest patlayl[12]. Assuming that each stage is
four times larger than the previous stage, thercéipacitance of the previous n stages is
Yy +Y16+ Hgq +...+ 1/(4). The actual controller circuitry will add someditional
capacitance, which together with the driver stadesild be approximately one-half the
capacitance of the gate-source capacitance. Tinentig power in the controller can

therefore be estimated to be given by the equdtton
1 2 .
Pcontroller ~ 2 CGSVDDfsw Equation 45

The power lost due to the transistor and diodestt@mms has already been
guantified in previous sections. All of the magmurces of dynamic power loss have
now been identified. Note that these sourcesss &l depend directly on the switching
frequency. Combining all of these losses intonglsi equation yields the somewhat

unwieldy equation 47.

denamic = Pturn—on + Pturn—off + Pcapacitors + Pcontroller

Equation 46
1 2
denamic ~ f:sw [(VinILtr + VinQr) + (EAtoffVinIL) + [g Cd (Vin) +

2 1 4 1
2 Cas(Vin) +5 Cos+ 5 CapWVind | V& + 5 Cul Vi = Voue)? + Vour”] +

G CGSVDZD)] Equation 47
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2.3 Discontinuous Conduction Mode

In the preceding discussions about buck conveteesnductor current has been
assumed to be made up of a large DC component| &g average current, with a
small ripple current superimposed upon it. WHilis assumption makes analysis easier,
it often does not hold true.

Consider the inductor currents shown in Figure TBe first inductor current is
the familiar waveform where a small ripple is impd®n the large DC current equal to
the load current. Next is the case where the ¢osuent is equal to the ripple current,
Ai. At this load current, the inductor current juesiches zero before it begins ramping
up at the start of the next cycle.

If the load current drops even further, the thimveform is the result. In this
case, the inductor current drops to zero and stiysro for some part of the switching
cycle. Since current is not continuously flowimgthe inductor, the converter is said to
be operating in the discontinuous conduction maueN) [5].

The DCM is only possible in converters where the-fade switch is either
unidirectional or is under active control to turoff when the current equals zero. A
diode would fit the first criteria since it onlylavs current flow in one direction.

The concept of the discontinuous mode is very ingmrto switching supply
design. Designs which operate at low load curi@nsome or all of their output current
range will typically operate in discontinuous modairthermore, some supplies are

designed to always operate in the discontinuousemod
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Figure 15: Inductor currentsfor CCM and DCM operation.
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Although control methods will not be covered in ttgpthe Pulse Frequency
Modulation (PFM) control method is a discontinucositrol method so important to low
power converters that it must be mentioned here.

Pulse frequency modulation is a DCM control techeifrequently employed to
control converters under light load. Pulse widibdmlators typically have great
difficulty controlling the output voltage at lowdds. In addition, the PWM controller
typically dissipates as much power as it deliverthe load when the load is very light
because of excessive switching activity [13]. Bdisequency modulators, on the other
hand, perform very well under light load.

Pulse frequency modulation typically uses a fixaeime pulse on the high-side
switch with a repetition frequency determined by kbad current [7]. This on-time can
be tuned to the LC filter such that the conductass and output ripple is not excessive.

These controllers have the advantage of runnirgglaw-current idle mode while the
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power switches are not conducting. In addition¢asithe pulse time does not have to be
dependent on a comparator circuit, like most PWhktmdlers, the pulse time can be

made very small through RC timers or delay lines.

2.3.1 Discontinuous Mode Conditions

In the most basic of terms, discontinuous mode rscahen the output current is
equal to or smaller than the ripple current. Urtties condition, the area under the
inductor current curve is equal to the area ungeiconstant load current curve, even
though the inductor current only flows for parttioé cycle. This implies that the average
positive ripple current is larger than the loadrent. Therefore, the conditions for
discontinuous mode are the conditions for rippleent larger than the load current.

The most obvious case where the ripple currerargel than the load current is
when the load current is zero. In this case, ifhy@e current will always be larger than
the load current unless the duty cycle is zergpietlly achieved through pulse-skipping
or Pulse Frequency Modulation (PFM) as opposeditsePWidth Modulation (PWM).

When the load current is not zero but still sntak dividing line between
continuous and discontinuous mode is primarily aeieed by the inductor size and the
conduction time. Assuming ideal components, tlegimlity in equation 48 is true for

discontinuous mode [5].

2L <D Equation 48
RTs
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It is useful to notice that the input and outputages do not appear in the above
formula. Recall that in ideal buck converters, plositive duty cycle is equal to the ratio
of the input and output voltages. Therefore, tbgative duty cyclel)’, actually does
contain the input and output voltages. The loadetu also does not appear in the above
equation, although the equivalent load resistanes.d

When real components are used, the inequality abogs not work. Resistance
in the power switches and inductor greatly affaetvoltage conversion ratio so that it is
no longer equal to the duty cycle. In additiorg thductor current is exponential instead
of linear due to the resistance in series withitlkdeictor and the voltage source.

To find a better formula for the boundary conditistart with the basic condition
that in discontinuous mode, the ripple currenargér than the load current. The
maximum current can be found by evaluating the steponse of the parallel RL circuit
at timet = DTsg, the high-side switch conduction time. This letthe more

complicated but general solution for the ripplereat at the boundary condition,

i _ il(DTS) _ Vdrop —-DT Rg .
AlLlDCM—boundary 72 " 2R 1-e s/ Equation 49

The voltageVqrop is the voltage drop across the converter fkGio Vo andRsis
the series combination of the inductor's ESR armdhigh-side switch on resistance. The
current is also assumed to be symmetric ahguguch that the ripple current is half the
maximum current (this assumption only holds atidbendary condition and above). A

more accurate estimate of the ripple current wealdulate the RMS value of the



48

current; however, if the switching time is compaedio the time constahtRs, this
additional work is probably not justified.

As is to be expected, the ripple current in equiedi® is directly related to the
voltage drop. The relationship between ripple entrand both the inductance and
resistance is more complicated. Larger inductamcreases the time constant of the
circuit which alone decreases the ripple currespieeially if the switching period is
shorter than the time constant, as shown in FilGreHowever, the final current value
for the converter, as for all RL circuits, is detémed by the resistance.

Increasing resistance decreases the current gpplay by decreasing the
maximum possible current through the circuit. Heareincreasing the resistance also

causes the current to rise to the final value faaeshown in Figure 17. A smaller time

Inductor Current vs. Time
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Figure 16: Inductor ripple current vs. timewith fixed seriesresistance, Rs=1 Ohm.
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10° Ripple Current vs. Conduction Time
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Figure 17: Ripple current vs conduction time showing rapid current saturation at
high seriesresistance.

constant means the inductor’s voltage drop is rkeéy to be purely resistive at the end
of the on-time. This in turn reduces the efficig€ the converter since the energy

dissipated by resistance is not recovered, unlikeehergy stored as magnetic flux in the

inductor.

2.3.2 Implications of Discontinuous Conduction
In some ways, discontinuous conduction does natgd#he way a converter
behaves. The capacitor charge balance and valtiddzalance still apply since these
rules are based on cycle-to-cycle steady-statergsgans. The steady-state assumptions
themselves still hold since the converter shouldfumadamentally change from cycle to

cycle. Even the small ripple assumption is esabiyntvalid, although it must be applied
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with care since the very definition of discontingauode is that the ripple current is
larger than the output current.

On the other hand, assumptions such as the equnogabeetween duty cycle and
voltage conversion ratio no longer apply, even adeaof thumb. Efficiency is also
affected by the difference in the way that curfeews throughout the conversion cycle.
The discussion of the implications of discontinuocaaduction will be facilitated by
Figure 18 which assumes a MOSFET and diode arefaséloe high-side and low-side

switches, respectively.

A f I —, A L

____________________________________________________________________________________________

IOLIt

Vout

VO ut

Y t
Figure 18: Exponential DCM signals.
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Starting at time 0, the high-side switch turns od the inductor current follows
the step response of the series RL circuit formethb series resistances and the coil
inductance. At time,, the high-side switch turns off and the diode hegionducting.
The current drops at a rate determined by the owitage, the resistive voltage, and the
diode forward drop.

Since the inductor is reacting to a negative stdfage fromt; tot, and has a
positive initial voltage, the current drops almioseéarly to zero. At time,, the inductor
current reaches zero and the diode stops condudtrgm timet, until Ts, no inductor
current flows and the output current is entirelg@ied by the capacitor.

The output voltage ripple during the conversionleys affected by the inductive
current relative to the output current. From tinentil t;, there is a period during which
the output voltage will continue to drop since ith@uctor current does not immediately
exceedoy. Onceil(t) is larger than,,, the capacitor begins charging following an
approximately exponential curve.

At timet;, the high-side switch turns off, but the induatarrent is still larger
thanl, though it is dropping rapidly, and the outputaeafor continues to charge.
Eventually, the inductor current drops belQy and the capacitor starts to discharge.
Once the diode stops conducting at timyehe capacitor discharges at a rate
approximately equal to the capacitance times theudwcurrent.

The capacitor charge balance still holds, so tka ander the inductor curve —
that is, the charge that has flowed through thectwr — is equal to the area under the

constantyy line.



52

While the maximum inductor current is fairly easyctlculate give the resistance,
inductance and on-time, the ripple voltage is wastsaightforward. In qualitative terms,
the voltage ripple is due to the integration bycthpacitor of the excess inductor current,
iL(t)-lour When the inductor current was linear, the calttahs were easy; however, the
currents in a real converter are exponential. Ef/dre inductor currents are assumed to
still be linear, the tim& must be known in order to determine the slopéefihductor
current fromt; tot,.

Solving fort, exactly would require the modeling of the inducthode, and
component resistances in series with the outpuaaty. This would be difficult and the
result would likely be so complicated as to be ahles. Instead, can be estimated using
a linear approximation of the falling inductor cemt.

The falling inductor current betweénandt, is an exponential curve with the
starting and ending slopes shown in Figure 19. ausgage of these slopes should give a
reasonable approximation of the time at which titictor current reaches zero. Note

that this approximation overestimates the amouhafge delivered to the capacitor.

iL(t)

Imax

< S|0pe =- (Vout - Imast - Vdiode)/L

ivout‘ | mast/2 'Vd iode

S|0pe =- ( out ~ leode)

t1 tzy Ts
Figure 19: Discontinuous current ripplewith linear approximations.
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The rising current between time 0 ands also linearized in Figure 19. The
maximum value is easily calculated and the tiirie equal tdDTs. This approximation
underestimates the amount of charge deliveredetadpacitor. If; is comparable to one
or two time constants, the error should be fainhab. Ift; is longer than three time
constants, the estimate will be much larger, asvahin Table 1.

Since the linear approximation understates the atmiucharge transferred from
time O toty, it will also tend to overestimate the timef used for that purpose, since the
charge transferred determines the length of thie-side on time. If the exact quantity of
charge needs to be calculated, it is best to wsexponential formula for the inductor
current instead of the linear formula.

Now that the ripple current has been approximdtezlyoltage ripple can be
approximated more easily. The linear approximatibtihe ripple current is shown in

Figure 20 along with the slopes of the variousieast

Table 1: Accuracy of linear current approximation for rising current. Constants
used were 1 uH coil, 1 Q seriesresistance, and 5V step voltage. Thetime constant is
1 pnS. Thepercent error was calculated asthe difference between actual and
estimated charge divided by the actual charge.

Time Charge Currentf  Charge Approximation % Errar
1t 0.6254uC | 1.075A 0.5373.C 14.09 %
21 1.930uC | 1.470 A 1.47QC 23.83 %
31 3.485uC | 1.615A 2.423.C 30.47 %
41 5.131uC | 1.669 A 3.338.C 34.94 %
51 6.811uC | 1.689 A 4.221C 38.03 %
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Figure 20: Linear approximation of ripple current showing the positive charge area
(shaded triangle).

Through a series of algebraic manipulations, tlkea af the shaded triangle — the

total charge transferred — can be found to be

Q — %Iout (DTS + L + DTS Imax). Equation 50

_Vout_lmaxRS/Z_Vdiode lout

The voltage peak-to-peak ripple is then found bytiplying the Q transferred to

the capacitor times the capacitance of the capacito

DT L \ Imax

1 s —Vout—ImaxRs/2=Vgiode  ° lout .
Viipple = Elout - : Equation 51
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The efficiency of the converter is slightly diffetethan in the continuous
conduction mode. There are two main reasons fer fhrst, the diode does not conduct
the entire time from DJuntil Ts. Second, the capacitor is the only source ofecuirr
from t, until Ts with the result that all the current during thiae flows through the
capacitor's ESR.

Because the ripple current is larger than the dutpuent and because the
average conduction current is larger than the dutpuent, the transformer model
cannot easily be modified to determine the efficieaf the converter. Instead, the
efficiency will be calculated by determining theng lost in each element versus the
power delivered to the load.

Since the current can be approximated from thetineodel and the resistance

can easily be measured, the energy formula used is,
W, =T, fODx i(t)%R,dt. Equation 52

This is where the linear model makes computationsihmeasier since the integral
of a squared linear function is much easier to agethan an exponential. The power
lost during a switching cycle is the energy lostha cycle divided by the cycle timg..
The result of adding the resistive power lost im BIOSFET, diode, inductor, and

capacitor is,

1
Ploss = RCIout + glrznax[Rdle + VdiodeDZ + RdDZ + RL(Dl + DZ)]-

Equation 53
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The efficiencyy, is equal to the power output divided by the poimput.
Because of the conservation of energy, the powartirs equal to the output power plus

the power lost. If only resistive power is consetk the efficiency is then equal to,

1

1
1LRCIout"‘gI?Znax[Rdle"'VdiodeDZ +RgD2+RL(D1+D2)]
IoutVout

n:

Equation 54

2.4 Contemporary Integrated Designs

Building fully integrated switching supplies is rohew concept. A search
through available literature turned up severalnaiis, all by the same group at the
School of Electronic and Information EngineeringiaK Jiaotong University, Xi'an
China. All of these were based on simulationsraotcactual devices [7], [8], [9]. Some
of the results from this group are suspect dubecekiremely low ESR values calculated
for their inductors. The values quoted are aboettenth of the value calculated from
the resistance formula quoted by Lee in chapter 3.

A more recent approach is to build 3-D controlletere the power switches,
controller, and sometimes the capacitor are fatatan silicon with a thin film inductor
mounted directly on top of the silicon die [14]5]1[16]. In addition, there have been
numerous attempts to build small, high-speed ctiateoand power stages so that a
switching controller can be accomplished with tbdiion of a miniature inductor and
capacitor [17], [18].

One common feature of all these designs is thelisgnchronous rectification

instead of diode rectification. The main reasartlfids is the relatively low output
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voltages, typically below 3 Volts. This impliesatha significant portion of the inductor
voltage will be across the diode (as the forwartiage drop and resistive loss) as
opposed to voltage across the capacitor and load.

One other common feature is that all the desigsgyded to work at low output
levels used PFM control. High-power designs ursalty used PWM control in CCM.
There is a region where both PFM and PWM perforrh, Wwat at low load current, PFM
typically performs well in the 70-80% efficiencynge and at high current, PWM can
perform as well as 95%.

One other common feature of the designs featuntegrated inductors was high
frequency. This was explicitly stated to be a ltesiuthe low inductance of the flat spiral
coils. Low inductance coils require high frequefaryboth efficiency and low ripple.

Although most of the research on integrated switglsiupplies focused on
finding better methods of control, there were sameresting approaches to reducing the
losses. Perhaps the most interesting was a clamtvahich reduced switching losses by
only turning on part of the power switches at vigghit load [15]. Although this
increased the resistive losses, the resistiveisgsportional to the square of the current,
whereas the switching loss is directly proporticioaihe capacitance being switched.
This switching method would be very useful if theput current was expected to vary

significantly.



CHAPTER 3

SURVEY OF KEY COMPONENT TECHNOLOGIES

A survey of existing commercial reactive and semdrgctor components was

conducted using a major online supplier, Digikesncorl hese results will be compared

with the on-chip devices available to determingsihg miniature external components is

a viable alternative to the all-integrated solution

3.1 Components

The three components that might be placed off-akipg miniature surface
mount devices are the inductor, capacitor, and peweéch. These are also three of the
biggest potential sources of inefficiency.

Inductors work by storing magnetic flux in a cdilamnductive material.
Unfortunately, the size of the coil has to be faldrge in order to enclose a sufficient
amount of flux to be useful, so inductors do natiscown very well. As a result, both
integrated and miniature chip inductors have lichitedluctances and consequently low
gualities at low frequencies. This is made worngéhe high resistance found in many of
these coils [19].

In contrast to inductors, capacitors actually s€aidy well. For a parallel plate

capacitor, capacitance decreases as the arealhtes decreases. Fortunately,
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capacitance increases as the plate separatiopades:; so it is possible to make small
capacitors with good capacitance.

As was seen above, it is possible, even desireiblese a small inductor with a
large capacitor, but the opposite results in a peyrly regulated design. It is therefore a
good idea to use the largest capacitor with a I8R Ehat one can find as the output
capacitor.

Power switches at these currents and voltageyicatly MOSFETS in the
triode region. Discrete MOSFETSs are fabricateagi$echnologies specifically designed
to yield good switching characteristics. Mostloéde devices use three-dimensional
manufacturing techniques such as trench-FETs arXHEES. By contrast, power
switches in CMOS IC technologies are typically sdalip two-dimensional small-signal
FETs with minimum channel length.

Inductors, capacitors, and switches, both integratel discrete, are discussed in

the following sections.

3.1.1 Integrated Inductors
Integrated circuit technologies provide very linditehoices for fabricating
integrated inductors. The easiest to design amst oonmon integrated inductor type is
the flat spiral type inductor which will be discesisat length in the following sections.
Several three-dimensional inductor designs hawelaen fabricated and are presented at

the end of this section.
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3.1.1.1 Spiral Inductors

Flat spirals, as the name suggests, are fabricgied metal interconnect tracks
that spiral inward toward a central cross-undeultidle metal layers can be connected
to reduce the series resistance of the coil. Bpaigs are limited to fairly low Q — around
5 to 10 — due to a number of first and second oeffects.

Circular coils tend to perform better than squarésdy up to 10%, but this is
mostly due to second order effects [19]. Lee pressan equation for the inductance of
circular, octagonal, hexagonal, and square cailsgalvith a table of coefficients, shown

in equation 55 and Table 2 for reference [19].

ton? davgC1

L~ —=——== [ln (%2) + c3p + c4p2] , Equation 55
wherep is the fill factor defined as

_ dout—din .

= —-. Equation 56
,0 douttdin a

Table2: Coefficientsfor spiral coil inductance formula

Shape £ C C3 Cs
Square 1.27 2.07 0.18 0.13
Hexagon 1.09 2.23 0.00 0.17
Octagon 1.07 2.29 0.00 0.19
Circle 1.00 2.46 0.00 0.20
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The test results of the three coils on the tegt ane shown in Figure 21. Each of
the coils showed a high ESR in the tens of Ohmis amly modest inductance at high
frequency.

Figure 22 shows a relatively complete model far $fairal coils which includes
most of the first and second order effects [20he Tirst order effects and second order

effects are summarized briefly in the following t&absections.

On Chip Inductors
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Figure21: On-chip inductorsshowing inductancevs. frequency. Theseries
resistancefor coilsL1, L2, and L3 were51.5 Ohms, 35.5 Ohms, and 14 Ohms,
respectively.
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Figure22: Model for a spiral inductor

3.1.1.1.1 First Order Limits on Q

The two biggest limiters of Q for spiral coils & inductance and high series
resistance of the coils, represented_-landRs, respectively, in Figure 22. The
inductance formula for a spiral inductor has alyelaglen presented in equation 55.

The inductance of an arbitrary coil is proportiottathe amount of flux enclosed
by the coil and hence the area enclosed by ths tfrthe coil. Since the area enclosed
by an integrated coil is very, very small compai@discrete coils, the inductance is also
very small. In addition to the limits on inductandue to available chip area, there are
several second order effects which further limé pinactical area of inductors. These
factors are discussed in Section 3.1.1.1.2, “Se€maer Limits on Q.”

The other first order limit on Q is the series s&mnce of the coil. The aluminum
interconnect used in most fabrication technologe®ot very thick which combined with

the skin effect leads to resistance in the rand®af2 per square. A large coil such as
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the ones fabricated on the test chip can havehsngtthe range of hundreds to
thousands of squares leading to resistances ofadd¢gas of Ohms. If the total length of
the winding can easily be determined, the serigistance can be calculated using the

following equations [19]:

l
wo-§(1—e~t/8) "

Rs =

Equation 57

wherel is the lengthw is the width, and is the thickness of the track. The conductivity

of the metal is given by and the skin deptld, is defined by:

Equation 58

WHoo

With such high resistance and low inductance, diiffscult to manufacture high

guality inductors. The second order effects makedven more difficult.

3.1.1.1.2 Second Order Limits on Q

By far the biggest second order limits on Q aretdufe parasitic capacitances.
These capacitances are generally calculated biptimeilaC = ¢-A/h, whereA is the area
of the platesh is the separation, ands the dielectric constant. These parasitic
capacitances are detrimental to performance inweys. First, they form lossy paths
across the terminals of the inductor and alsoecstibstrate, which is a high-frequency

ground. Second, they reduce the self resonanidrexy (SRF) of the inductor by
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making the inductor act like a tank circuit. Aédquencies approaching the SRF, the
inductance drops off sharply until the inductousgless. The SRF of an inductor
therefore limits the useful frequency range of i co

The turns of a spiral coil form a distributed capmece between each turn and its
neighboring turns. Even though the capacitan@hgle turn can be large, the effect of
the turn-to-turn capacitance turns out to be ndgbdoecause it is the series combination
of this capacitance that appears across the telsniRecall that the equivalent

capacitance for n series connected identical capads:
— 1 H
Ceqg = ZC’ Equation 59

which combined with the limited edge area and veplacing leads to a very small
capacitance compared to the major shunt capacithreto the cross-underp.C
The formula for shunt capacitance given by Leeaseldl on the general formula

for a parallel plate capacitor. The exact formspreed is:

Cp=n w2, Equation 60

ox

wherew is the track width antl, is the oxide thickness between the coil and cursker
[19]. This formula is only a conservative approaton because the shunt capacitance is
actually distributed across the inductor so thermost portion of the capacitor shunts

less voltage than the outermost portion.
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However, to determine the real equivalent shunaciaance, the capacitance at
each intersection would need to be weight-averdgsed on the voltage difference at
each turn of the coil. Since each coil is slightifferent in size and is not uniformly
coupled with the other turns, calculating thes¢ag®ds and finding the real capacitance
would be difficult if not impossible. In practicegquation 60 gives a worst-case value for
Cp that should be more than sufficient for all prea&ltipurposes.

The coil as a whole also acts as a parallel pipacitor with the substrate,
modeled by G« The area of the coil is equal to its length srite width which yields

the exact form:

Cox =W-1  Zox Equation 61

tox

The substrate’s dielectric loss is modeled hyaRd has an approximate formula:

1 = G Equation 62

whereGqypis a fitting parameter with a typical value of 18jum?.
The capacitance Gs a lumped element that models the capacitantieeof
substrate as well as the reactance related to imdgetance. Its formula is given in

terms of a fitting parameters@ which has typical values between*lénd 10” fF/um?.

w-l-Csyp

C; =~ ——— Equation 63
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The total effect of the substrate, that is theatftd G4, Ry, and G, can be
optimized by several methods. Firstly, the spieat be moved to the highest possible
level of interconnect to maximize thg term. In addition, a patterned ground shield
(PGS) can be used to increase Q by reducing capaeito the substrate and the
associated dielectric losses [21].

A PGS is a layer of low-loss, conductive materiacpd between the coil and the
substrate. This typically decreases the SRF bedhesPGS effectively replaces the
lower plate of the Cox capacitor at a reducgd lHowever, since the;Rand G terms are
reduced, the energy lost by the coil is also gyaatiluced. Typically, the PGS is
constructed of either a metal layer or polysilicom slotted square pattern to minimize
the ESR of the shield while preventing the formaid eddy currents in the shield. A
polysilicon PGS was used in the test chip as a comise between a low resistance PGS
and a higher SRF.

While eddy currents can be prevented from formmthe PGS, they still form in
the substrate. These eddy currents reflect resisthack to the inductor, modeled above
by Reqay by causing the substrate to act like the seconaarding of a transformer
whose primary is the spiral inductor. A crude fatanfor the reflected resistance is given

as.

g

~ Zsub 243 0.7,,—0.55,0.1 .
Reddy ~ 4e (‘Llnf) davgp Zn'ins Zn’sub , Equa.t|0n 064

whereos,is the substrate conductivityayg is the average of the inner and outer turn

diameters, angd is the fill factor. The quantities, j»s andz, sy,are the normalized
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distance to the heavily doped region of the sutesead the skin depth of the substrate,
respectively.

While the above equation is crude and difficulcédculate for a given fabrication
technology, it still yields some useful insightsoircoil design. Note that eddy losses are
proportional to the square of the number of tusestemoving an internal turn reduces
eddy losses proportionally more than it reducescdtmhce. Removing internal turns also
decreases the fill factprand the series resistance. As a result, hollowators are
generally better than “full” inductors.

Finally, note that eddy resistance is proportiadndhe cube of the average
diameter. Practically, this means that as theisa@taled up, DC resistance will go down
linearly, but eddy losses go up geometrically. sTéffect is more pronounced in CMOS

processes where the substrate is heavily doped.

3.1.1.2 Three-Dimensional Inductors

A design similar to the flat spiral coil is the mple layer spiral which trades
increased resistance (due to an overall longek)tfac higher inductance. The simplest
multilayer inductor is the two layer stacked spirhl this case, one layer spirals in
toward the center and the other layer spiralsmotité same direction. Due to the small
distances between layers, the spirals are stramglpled, resulting in a combined
inductance nearly four times that of a single 1221, [9]. One of the other tradeoffs of
a multilayer inductor is a lower SRF. Howevem ifarge number of metal layers are
available, the SRF can be raised by maximizings#dparation of the metal layers used

(e.g. using layers 1 and 3 instead of 1 and 2).
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Although a multilayer inductor was not fabricatedtbe test chip, this represents
a promising future approach for designing a pratimegrated inductor for an inductive
switching supply. The calculation below is Leedsmula for a single layer square coill
with dimensions similar to the test coils and odiltyrns. The track width and separation

are 20um and 1@m, respectively, and the outer diameter iS40

4mx107 " n%d gy g1.27 2.07
Lsingle ~ 2 In o

)+0.180 + 0.14p?|, p=0.4688,
Jav=3851um, N=6;
Lyingte ~ 13.9nH;

Racsingte = —— 1=7.8mm, w=2@m, t=675nmo=37.8S/m;

Rdc,single == 15299

The resulting inductance and DC resistance fromguiis coil in a stacked
inductor is calculated by multiplying the singlgéa inductance and resistance by 4 and

2, respectively.

Laoupte = 4 - Lsingle
Ldouble = 55.6nH

Rdc,double =2 Rdc,single

Rdc,double = 30.58Q
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These computed results are marginally better thasingle layer spiral coil, L2
while using the same total number of turns.

The equivalent parallel capacitance due to cotdib-capacitance cannot easily
be determined, but a parallel plate calculatiorusdhgive a very conservative estimate
for the worst-case capacitance. This estimateeisame formula as equation 61 except
in this case,d is the coil separation instead of the height alibeesubstrate.

An alternative to the stacked spiral is the depiggsented by [23]. Their design
primarily differs from the traditional stacked sgiby using all available metal layers and
only placing a single turn in each direction (slim@up or spiraling down) on each metal
layer. So for a 4 layer metal process, their desiguld have 7 turns. They claim to be
able to achieve the same inductance as a dual spitector in only 16% of the area with

superior SRF.

3.1.2 Chip Inductors

Chip inductors were researched using Digi-key'slcagt of SMT components in
the EIA 0402, 0603, and 0805 standard sizes. Téieses were chosen because they are
roughly comparable to the size of a high pin-cowiiSI chip and chip carrier. Within
this size range, Digi-key carries more than 5,9@@lpcts. To further limit the number of
products to be researched, inductors were chosanwwlad an ESR less than 1 Ohm, a
maximum DC current greater than 100 mA, and inchestaof at least 27 nH. Within
these limits, several lines of chip inductors weiesen from MuRata, Panasonic, and

TDK to represent current, commercially availablighhquality chip inductors.
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Each company offers chip inductors using one orenobithe following
manufacturing technologies: etched, multilayerd&sown as monolithic), and wire
wound.

Wire wound inductors are constructed using smalgavire wound around
either a ceramic or ferrite core which also incogbes the end contacts. Figure 23 shows
the mechanical drawing of a typical 0603 size wiceind inductor. As with their larger
through-hole brethren, wire wound inductors wittrife cores offer higher inductances
in smaller areas, but suffer from hysteresis amgraton.

Etched inductors are constructed very similarlgadion film resistors. An
inductor blank is formed from a prism, usually segainiformly coated with a metal
such as copper or aluminum. A spiral patterneés tbtched either chemically or with a
laser from one end of the prism to the other fograrspiral conductive path as shown in
Figure 24. These inductors can have very tightlytiolled inductance tolerances and
very high SRF because of low shunt capacitance.

Stacked multilayer inductors, commonly called mdahat inductors, are
manufactured by laminating layers of insulating enial covered with metal spirals, as

shown in Figure 25. These inductors can packgelaumber of turns in a small area and

Epoxy
Topcoat

__— Coil Wire

| Ceramic or
Ferrite Core

Contact
Metallization

Figure 23: Mechanical drawing of a wirewound inductor.
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Figure 24: Laser-cut chip inductor.

are therefore capable of very high inductancesabtlte cost of lower SRF due to layer-
to-layer capacitance. Some monolithic inductose &ature either ferrite cores,
magnetic shielding, or both.

A similar technology to the monolithic inductortige film type. Instead of
multiple layers, film type inductors are singledagpirals mounted on a ceramic carrier.
These inductors typically feature tight tolerandegh Q, and high SRF due to the low
stray capacitances.

Most of the chip inductors that were researched3fH greater than 100 MHz.
The chips with smaller inductance typically had mahgher SRF — many were above 1
GHz. Conversely, chips with inductances highenthaH had lower SRF with the very
largest inductors having SRF in the tens of MHhe§e inductors may still be useful
since larger inductors do not need to be switchetieh high frequencies in order to

achieve sufficient energy transfer.
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Figure 25: Multilayer inductor with ferrite shield.

The scatter plots for the various inductor seriesangrouped by physical size and
were plotted in Figures 26, 27, and 28 which shasuctance vs. series resistance. A
logarithmic scale was used for inductance dueeontile range of values with series.

Generally, each series would be roughly linear aoranal-normal plot. These
lines follow lines of constant Q on an L vs. R gl@tlines are linear becaue= wL/R).
This intuitively makes sense since L is increasgddiding additional turns to an inductor
which adds a proportional amount of both inducteanuoe resistance due to the increased
flux area and length, respectively. Note that ihisot true of the integrated spiral coils
because adding interior spirals adds considerable nesistance than inductance.

For ease of comparison, consider the maximum iratheet available in each size
for DC resistance less than 1 Ohm. For EIA 04@2 siductors, this is 68 nH — a fairly
low value, but still much better than was achief@dhe integrated coils. For EIA 0603
size inductors, the largest inductance under 1 @as4.7 uH, almost 100 times higher
than that available in the 0402 size. For EIA 08iZ®8 inductors, the largest inductance

was 33 uH (although, this inductor has other undbie characteristics).
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5 Chip Inductors 0805 size
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Figure 28: Chip inductors, 0805 size

So in summary, larger inductors are generally cipaibhigher inductances,

lower resistances, and thus higher Q values, mgrgdy at the expense of lower SRF.

3.1.3 Integrated Capacitors
There are several ways to build capacitors rightherdie of a chip. Generally
speaking, these all involve using different lay@mshe chip — metal, poly, and substrate
or diffusion — to create the plates of a capacifine general capacitance formula,

ignoring fringe capacitance, is given by the foliogrformula,

C = el Equation 65
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where A is the area of one of the plates (assuméeé identical), H is the distance
between them, andis the dielectric constant of the dielectric mialdoetween the
plates.

Perhaps the easiest way to make a capacitor &yinygl out large polygons on
adjacent metal layers or two poly layers if they available. These conductive shapes,
identical or nearly so in shape and size, formpllages of a simple parallel plate
capacitor and the oxide acts as the dielectrichcdigh the dielectric constant of silicon
dioxide is a relatively low 3.9, it is also a lowsk dielectric and therefore contributes
very little to the ESR of the capacitor.

While parallel plate capacitors are easy to layth#ty do have some
disadvantages. First, they are not very areaieffic A large capacitance value requires
a large area, wholly dedicated just to the capaciBecond, the bottom plate also forms a
capacitor with the substrate and anything elsevbéloIf the bottom plate is tied to
ground, this is not much of an issue; if the togelis tied to ground, then this effect adds
to the overall capacitance of the bottom platercmgd. Unless the bottom plate is tied
to the same potential as the substrate, the stdbsi@ays adds to the ESR of the
capacitor and lowers its Q factor.

An alternative to the simple parallel plate capaas the fingered capacitor
where the total flux storage is a combination otieal and lateral flux [19]. This design
has several advantages over simple parallel péadaditors. First, the lateral flux
contributes a significant amount of capacitancevalibe capacitance of a simple plate
capacitor of the same chip area. As a resultcdipacitance per area is increased, so for a

given capacitance, the area consumed is small@is decreases the amount of parasitic
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capacitance to the substrate. Second, the hoailzttunit steals some flux from substrate
parasitic capacitor, lowering ESR and raising Q.

Taking the idea of lateral flux capacitors evetHer, the perimeter — and the
capacitance — of the plates can be maximized mgusfractal pattern. Presumably,
these capacitors will suffer from the parasitictdte capacitor. One possible way to
alleviate this drawback would be to use a fraatigleeon the fingered capacitor discussed
above. In theory, this should nearly maximizeltteral flux and the vertical flux for a
given area capacitor.

Yet another way to utilize lateral as well as \eatiflux is the woven capacitor
where fingered capacitors are laid on top of ebhahrotated 90 degrees each layer.
Since the distance that current flows is shortes ihterwoven capacitor has lower ESR
than a simple interdigitated capacitor. The slaterent paths and their being
orthogonal also decreases the series inductartbe aapacitor. This is a potentially
important side benefit because series inductanegesaa capacitor to resonate and limits
the usable frequency range of the capacitor.

The final type of capacitor, and the most spacdeiefft, is the MOSCAP.
MOSCAP'’s utilize the charge storage characterigifdhe gate-channel capacitance of a
MOS transistor, as shown in Figure 29(a). Becadisiee extremely small distance
between the gate and substrate — only a few daxeatems thick in the deep, sub-
micron technologies today — the capacitance is kiggly. Unfortunately, the capacitance
value is voltage dependent, especially aroundhteshold voltage. However, as long as
a sufficiently large D.C. voltage is applied to gegbe channel strongly inverted, the

capacitance should be fairly stable for small aggplioltages and currents.
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Figure 29: MOSCAP model showmg derivation for thefirst order ESR.

One of the biggest drawbacks of the MOSCAP is thadity factor. The primary
limiting factor of MOSCAP quality is the channebkigtance. As a result, high-quality
MOSFET'’s are also minimum channel length devicgdirst order estimate of the ESR
is shown in Figure 29(b), (c), and (d) where thastance is first split between the drain
and source with the capacitance in the middle aradly the parallel combination of the
two half-resistances [19]. This estimate assumatsall the capacitance is located at the
middle of the channel and passes through halfetdtal channel resistance.

A better model can be easily derived by assumiagttie capacitance is evenly
distributed across the gate. As long as the ACeais are low and the frequency is
sufficiently low to allow charges to distribute theelves across the channel, this should
be a good assumption. As seen in Figure 30, gistamce from a point in the channel to
either drain or source implantcR increases linearly from zero at the ends to titzlla
point where it equals;d2.

Considering only part of the channel between thadpmint and one of the
implants, the resistance distribution is a riglargle with maximum at the midpoint and
zero at the implant. Since the capacitance islgwbstributed, the average
capacitance/resistance product is equal to halfoliad gate capacitance times the average

resistance of the half channel.
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Gate

CSL - ok D/S Implants

Figure 30: MOSCAP modd (not to scale) showing the gate (red), drain and source
implants (green), and induced channel (hatched green). Theresistance seen in the
channel with respect to either source or drain implant, Rcs, isshow in light blue.
Thedrain and sour ce contacts are not shown for the sake of simplicity.

From basic calculus, the center of mass of a tiggnigle is located 1/3 of the
length from the 90 degree vertex on the two adjesieles. Therefore, the value of the
average resistance of the half channel is equalktoalue of the resistance 2/3 of the
way from the implant to the midpoint of the channeld/3. If this value is used in
Figure 29 (c) instead ofi42, the equivalent parallel resistance g6.

According to Lee, who states the real value iselosy/12, this revised estimate
still overestimates the ESR by up to 100%, althouglexplanation is offered for the
source of the error. Several possibilities incladeonuniform channel thickness or
resistance, nonuniform distribution of capacitarmesome second order effect involving
the displacement currents in the channel.

The overlap and fringing capacitances between abe gnd source/drain would
also add to the overall capacitance while addittig IESR because of the greater
conductivity of the implant regions. The relativgpact of these two factors should

increase with decreased channel length since tieetha same value regardless of the
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actual gate-to-channel capacitance. Finally, aihetjon capacitance between the

inverted channel and the bulk substrate will adhit af capacitance as well.

3.1.4 Chip Capacitors

Chip capacitors come in a variety of technologeash with its own advantages
and disadvantages.

Film type capacitors, both thick film and thin filgenerally are good quality
capacitors. They are formed by metalizing a dieleéilm. The resulting capacitors
have low dissipation factors — typically below Q.0dnfortunately, they are not very
space efficient and large value capacitors alsoiredarge physical dimensions.

Tantalum capacitors have by far the highest cagaoé per volume of the
common capacitor types. Unfortunately, tantalupac#&ors have a number of
drawbacks. First, they typically have relativelglhESR and ESL (although still very
small compared to electrolytic types). Secondigytare prone to two unique failure
modes — burn through and ignition. Burn throughses the thin dielectric to break
down and short out — sometimes even below theg®ltating. Ignition is a failure mode
that follows either burn through or normal dielecbreakdown when the chemicals
inside the capacitor undergo an exothermic rea¢hiahcontinues even after voltage is
removed from the capacitor.

Miniature aluminum electrolytic caps are manufagetlibut not in the sizes being
considered. In any case, aluminum capacitors &jlgibave much higher dissipation
factors than any of the other types discussedmadadlition contain a liquid electrolyte

which is toxic should it leak following a devicaltae.
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The most common type of chip capacitor is the rayiér ceramic chip capacitor
(MLCC). The MLCC offers high capacitance in veryal packages - down to EIA-
0201 size (0.020” x 0.010"). Ceramic capacitospdypically have low ESR — typically
stated as dissipation factor (DF) or tamstead of Ohms. The DF is the ratio of
resistance to reactance at a certain test frequency

The MLCC is constructed of multiple layers of mdtal separated by layers of
dielectric. The electrodes are placed at eithdradrihe chip and connected to alternating
layers of foil. In this way, each layer of foilrfas a capacitor with the foil layer above
and below it.

MLCC capacitors are available from many comparbesthey typically use the
same types of dielectric, referred to by a thregt @lphanumeric identifier. The
dielectrics vary in their tolerances, voltage rgsintemperature coefficients, and

dissipation factors. The three classes are disdusslow.

3.1.4.1 Class | — COG, NP0, COH, C0J, COK

The class | dielectrics are the highest quality laigthest cost dielectric available.
The most common class | dielectric is COG (alsokmas NPO, frequently listed under
“COG,NPQ”). The dielectric is a nonferroelectriatarial which results in very low
dielectric losses. Typically, but not always, aapms that use class | dielectrics are
manufactured to higher tolerances than other tgp&4LCC. In addition, the dielectric
is temperature compensated so the capacitances vamg little with temperature, 0£30

ppm/°C by definition for COG.
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The major problem with class | dielectrics, othert cost, is that the dielectric is
not very volumetrically efficient, i.e. for a giverapacitance, they are a large physical
size. However, when a design calls for either fgghlity or stable temperature

characteristics, class | dielectrics are the capaof choice.

3.1.4.2 Class Il — X5R, X7R, X5S, X7S

The class Il dielectrics are ferroelectric matearigelding higher volumetric
efficiency but higher temperature variance thanclass | dielectrics — typically 10% to
15% across the operating temperature range. Hhecttic has higher dielectric losses
which leads to a higher DF than the class | dielest

The most common dielectrics in class Il are X7R AB&, both of which have a
lower cost than COG,NPO capacitors. These capa@te a good choice when cost is a

concern but good quality, stable capacitors nedxttosed.

3.1.4.3 Class Ill - Z5U, Y5V

The final class of dielectrics, class Ill, are hestd when a large value capacitor
is needed, but the exact value is not criticalesEncapacitors typically have a tolerance
of -20,+80% and can vary by +22% to -56% over tteximperature range. As if this were
not bad enough, class Il capacitors also havéitfeest DF of the three classes —
typically as high as 20%.

Because of their high DF, they are not suitableHeroutput stage of a switching

supply because they would induce high ripple vatablowever, they are very useful for
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decoupling applications, such as the input stagesfitching supply, where their high

capacitance, low cost, and nearly constant voliaae make them a good design choice.
The highest capacitance value and DF for eachasidaielectric class is shown

in Table 3. In general, class Il capacitors wheelargest capacitance size. Compared to

class I, the class Il capacitors had dissipatictofg 10 times as high, but they offered

more than 1000 times the capacitance in the saatpriot.

3.1.5 Integrated Power Switches

The power transistor options available in CMOS peses are very limited. The
simplest way to build a large-current carrying sigtor is to layout strips of minimum
length transistors with shared drain and sourdesidns. Using gangs of wide, short
transistors like this minimizes the drain-sourcas@anceRps, of the transistor. A
secondary benefit of using minimum length transsste that it also results in low gate
capacitance.

It is important to note that the transistors shdaddkept deep in the triode region
to minimize conduction losses. The reason foritheasily seen from a graph of drain
current (b) vs. drain-to-source voltage ). The b vs. \ps curve is steepest in the

triode region and is nearly horizontal in the aetiegion. Resistance is inversely

Table 3 - Capacitance and dissipation factor (DF) for selected sizes and dielectrics.

C,DF EIA-0201 EIA-0402 EIA-0603 EIA-0805

Class1 100pF, 0.001 1000pF, 0.001  10,000pF, 0.001033uF, 0.001
Class 2 0.22uF, 0.1 4.7uF, 0.1 22.0uF, 0.1 47.0uF, 0.1
Class 3 0.047uF, 0.2 1.0uF, 0.2 10.0uF, 22.0uF, 0.2
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proportional to the slope of thg, IVps curve so it can be seen that in the triode region,
the resistance is low and linear but is very higedlly infinite) in the active region.
The drain current, drain-source voltage relatiopshithe triode region is given

by equation 66.

4 V3 :
Ip = nCox () | (Vas = Ver)Vps —*2° Equation 66

In this equation, g is the gate capacitance per unit areagfid the electron
mobility. Equation 66 is valid until the channebches pinch-off and the transistor is in
the active region. Pinch-off occurs when the \gstdifferential across the channehsy

is equal to the effective voltage defined in equat7.
Verr = Vs — Vin Equation 67

Substituting this constraint into equation 66, itieximum triode current, and the

ideally constant active region current, can be ¢busing equation 68.

UnCox (W .
Ip == (T) Vs Equation 68

For the C5N process used in the test chip, thelhiotd voltages for minimum
width devices are at most 0.78 V and -0.93V foridymnel and P-channel transistors,

respectively. Th&’ value, which is the product of the carrier mopiind unit area
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capacitance divided by 2, was 57A/V? and 19.QuA/V 2 for N-channel and P-channel
transistors, respectively. Using these valuesptagimum drain current for 20x0p8n
transistors can be calculated assuming maximunsiorein a logic level design (O to
+5V). Itis also very simple to derive the satigatcurrent pepm of transistor width for

minimum length devices (L=0ufn).

N-Channel

_ 2, (20 2
Ipeas = 57.1pA/V? - (&) (5 — 0.78V)
Ipsas = 33.895mA
Ipsar = 1.694mA/um
P-Channel
Ipsac = 19.00A/V2 - (22) (=5 + 0.93V)?

Ipsar = 10.491mA

Ipsar = 0.525mA/um

The minimum on-state resistance, which occurs @&t @errent and maximum
gate drive, can be found by evaluating the derreatif equation 66 at 35 = 0 and
inverting it (since resistance is the inverse efc¢hrve). The derivative of equation 66 is

shown in equation 69.

dip
dVps

L .
= UnCox (W) [(Ves — Vin) — Vps] Equation 69
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Substituting the known quantities and invertingdseRos values of 62.25 Ohms
and 193.97 Ohms for 20x0u8n N-channel and P-channel devices, respectivel/with
the saturation currents, the channel conductantdeaxpressed in terms of Siemens per
um of width, with the result that N-channel transistonductance is 0.803 m@h and
P-channel transistor conductance is 0.258umS/The graphs of drain current and
channel resistance are shown in Figures 31 and 32.

As was discussed in the previous section on intedreapacitors, CMOS
transistors act as voltage dependent capacitdis can be desirable if one is trying to
make high-value capacitors in a CMOS process,flibeitransistor is being used in a
high-frequency circuit such as a high-speed digitauit or switched capacitor filter, this
capacitance is a source of power loss.

Transistors, therefore, cannot be made arbitr&ailye for a given application. At
some point, there is a tradeoff between the dyng@oweer lost due to charging and
discharging the gate of the transistor and thestigsi power lost in the conducting
channel. Above this point, decreasing the on-stistance by increasing the size of the
capacitor causes the overall power loss to increstber than decrease.

Finding this point is crucial both for DC-DC conterdesign and also for general
high-speed circuit design. The power lost dueatiiching a transistor at a certain
frequency is found by multiplying the frequencythg power lost in a single cycle. An
estimate for the single cycle power loss of a istasis found by simply calculating the
energy stored in the gate-channel capacitor andvaeg that this is all lost when the
capacitor is discharged. This is generally trug,dince the capacitance is voltage

dependent and is composed of junction capacitafrieging capacitances, and the
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Figure 31: Ideal ID vsVDSrelationship. When the curve goesflat, thetransistor is
in saturation and further increasesin VDS do not result in additional drain current.
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Figure 32: Drain-sourceresistance for two ideal transistors. Note that theresistance
changesrapidly asthe saturation voltage isreached.
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parallel plate capacitance directly under the gatbe channel, the estimate for capacitor
energy is just an estimate. The energy storedcapacitor is given by equation 70 which

yields the frequency dependent power transistorgpdess in equation 71.

E= %CV2 Equation 70

1 -
Pswitching = EfCVZ Equation 71

Further substituting the first order equation fantsistor gate capacitance,
CoxWL, the switching loss of a transistor of givenesa a certain frequency can be

estimated, as shown in equation 72.
1 -
Pswitching = EfcoxVVLV2 Equation 72

The resistive loss in the above circuit dependthershape and amplitude of the
current waveform. The loss can be estimated byiphyihg the square of the average
current by the Bs of the transistor at the average current levélis €stimate works well
as long as the maximum current is well below tharaéion current where thepRis
fairly constant. Assuming that the channel resistadoes not appreciably affect the
current waveform, then it can be assumed thattrnesi®sses are determined by the gate
drive voltage and the dimensions of the transistor.

A key insight here is that the resistive lossesekese linearly with gate drive

voltage but the switching losses increase withstiigare of the driving voltage.
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Therefore, as the switching losses gain parity Withresistive losses, the resistive losses
can be kept constant by widening the transistordamuteasing the drive voltage. At the
same time, the area term of the equation for theking losses goes up linearly with the

width but the voltage squared term will drop du¢hte lower gate drive voltage.

3.1.6 Discrete Power Switches

There are several technologies that could the@ilgtibe used for the power
switch — BJTs, Darlington pairs, J-FETs, IGBTs, MQSFETSs.

Bipolar transistors such as the BJT and Darlingtamch is just two cascaded
BJTs to boost the total current gain) are best uwgezh the current, saturation voltage
product is lower than the current angsRroduct of a MOSFET. Typical saturation
voltages are between 0.4 — 0.3 volts and a typisafor a good MOSFET is well under
100 nQ2. For a worst-case MOSFET and a best-case BJDgdington), the current
where power dissipation is equal is about 3 A.

Power loss due to the base current means that @®RET is still a good choice
at higher currents, especially with better qua\f@SFETs. Even higher current
MOSFET switching supplies can be designed, su¢heaS0+ Amp microprocessor
supplies, using multiple phases. These designsegrend the scope of this thesis, but
are mentioned as an example of how far MOSFET bwigcsupplies can be pushed.

The JFET works by varying the depth of the condauncthannel in a long channel
of semiconductor. It does this by varying the Wwidf the depletion region surrounding
the gate implant. Because of their relatively lahgnnels, JFETSs typically have fairly

high Rys, between X2 and 302, which makes them unsuitable for a switching syppl
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Even the low Bs power JFETSs offered by Vishay have assBf 100mOhms which is
ten to 100 times higher than power MOSFETs. Thmmadvantage of JFETs in some
power applications is their much lower gate capacié (which is just the junction
capacitance of the reverse biased PN junction).véxy high frequency circuits, such as
high frequency DC-DC converters and digital audnpéfiers, where the switching
power losses are comparable to channel resistassed, a transistor with a low gate
capacitance but higherpRwould be a good tradeoff.

Isolated gate bipolar transistors (IGBTs) are feadly used for very high current,
very high input voltage power supplies. They carthought of as a cross between a
MOSFET and a BJT where the input is isolated lIR@SFET, but the power switch
exhibits the low saturation voltage of a BJT. Theg constructed as four-layer, three
terminal devices in such a way that the MOSFET tingansistor feeds current into the
base region of the vertical BJT in much the samgtivat a Darlington transistor
functions. This is actually an oversimplificatiohall the processes going on in an
IGBT, but it is a workable conceptual model. LB&Ts, IGBTs are not typically used in
low voltage, low current applications because MOB$-gerform very well in these
applications.

MOSFETSs clearly are the best technology for smailiching supplies because of
their very low power dissipation and zero gate entrr Discrete power switches have
several tradeoffs versus integrated power switchékereas integrated power switches
are limited to relatively low gate and¥voltages, discrete MOSFETS are typically
designed to handle larger voltages on the ord0afolts or more for both gate and

drain-to-source voltages. These switches arecapable of handling continuous
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currents measured in amps instead of milliampdgs pérformance comes at the cost of
increased gate capacitance and, in some casesearttaximum usable frequency.

There are several popular, standardized transstes available with footprints
smaller than 3mm x 3mm. The most common sizedsSAT-23 and its derivatives.
Some of the common sizes are listed in Table 4.

A full survey of all transistors in the 3mm x 3mimesrange would require a
careful examination of over 1,200 transistors tidtg DigiKey. Instead, the SO-323,
SC-70 size will be examined. This size transig@maller than the much more common
SOT-23 but still offers a decent selection of trstas models to choose from (over 175

unique part numbers.)

Table4: Comparison of SMT MOSFET package types and sizes.

Package name(s) Width (mm) Length (mm)
SOT-23 0.11” (2.80) 0.047”" (1.2)
(roughly the size of

EIA1206 package)

— 844 items

SOT-416, SC-75 — 0.063” (1.6) 0.032” (0.8)
67 items

LGA (leadless grid 0.067” (1.7) 0.043" (1.1)
array) varies Varies
SOT883, SC-101 — (2.0) (0.6)

5 items

SOT-346, SC-59 — (3.0) (1.6)

46 items

SOT-323, SC-70 — (2.0) (1.25)

175 items

SC-89 — 40 items (1.6) (0.88)
SOT-143 — 17 items (2.9) (1.3)
SOT-523 — 33 items (1.6) 0.032” (0.8)
SOT-723 — 15 items 0.047” (1.2 0.032” (0.8)
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As the main switch will be a high-side switch, thevey was further refined to P-
channel MOSFETs. Finally, MOSFETSs with on-resis&higher than 1 Ohm were
omitted. This left 14 parts to sort through. éflthe remaining parts had maximum
current ratings above 0.5A and maximum power ratwfgapproximately 300 mW.

There are therefore three discriminating factorsrgrthese transistors: threshold
voltage, gate charge, and drain-source resistance.

As was seen in previous sections, threshold volpdaes an important part in
determining the resistance of the transistor. Beéythat, it is important that the transistor
can be adequately turned on given a range of vptdges. For this reason, itis
important to find a transistor with a low threshetiltage. Fortunately, all the transistors
that were examined had maximum threshold voltagésabl.5 volts with typical values
in the 0.7 to 0.9 volt range.

The gate capacitance of a transistor is specifyeshénufacturers in one of two
ways: total gate charge or input capacitangg, The two measures are related but not
directly comparable.

Total gate charge, RQis the actual amount of charge in coulombs plawethe
gate to achieve a certain gate voltage apgldr Iprs. Because the capacitance of the gate
changes with the applied voltage, which changehagye is added to the gate, the
capacitance of the gate at a certain operating pomot exactly the same as would be
calculated from the charge and voltage on the gateput it another way, the
capacitance at the operating point, dQ/dV, is goiaéto Q/V as is the case with ideal or
near ideal capacitors. Gate charge is most usdfeh determining how much charge

will be displaced in a switching circuit.
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Input capacitance is the total instantaneous ctgrae@ of the gate with regards to
both source and drain at a specified operatingtpddata sheets specify this capacitance
at certain values of 3, Vps, Vep, and bs. Unfortunately, the operating points are not
standardized even in data sheets from the sameasgmNevertheless, this metric is a
better measure than gate charge when determingngctinal small signal capacitance
seen at the gate of a transistor.

Drain-source resistance, also frequently referoegston resistance or simplpdR
is similarly described as a certain resistancesgtegified gate voltage and load current.
This figure is the most important in determining tlesistive losses in a transistor. The
drain-source resistance, as well as the gate cladjénput capacitance, of several SOT-

323 transistors is shown in Table 5.

Table5: SOT323 P-channd transistors. Notethe inverserelationship between Rps
and Cis or gate charge.

Rps@ Vgs = Gate
Part Number 2.5V Ciss Charge
DMG1013 0.7 | 59.76pF | 622.4pC
SI11303DL 0.7 1.7nC
SI1307EDL 0.435 3.2nC
NTS2101P 0.078 | 640pF 6.4nC
A07413 0.15 | 512pF | 4.9nC
AO7407 0.137 | 540pF 6.2nC
A07401 0.207 | 409pF 5.06nC
DMP2160 0.09 | 627pF
SI1305DL 0.315 2.6nC
DMP2240 0.134 | 320pF
NTS4101P 0.104 | 603pF 6.4nC
SI1305EDL 0.315 2.6nC
SI1303EDL 0.56 1.9nC
BSS209PW 0.563 | 89.9pF | 0.92nC
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One final difference to note about discrete transssis that the body diode, the
diode formed between the body and the drain dileetgource-body connection, is
usually designed to be quite robust. Often, thidylmhode is rated to handle as much
current as the transistor itself. This featuressful in the design of inductive circuits
such as inductive voltage supplies and motor ctiatsosince this diode rectifies the
inductive current and prevents dangerous voltagesprom damaging the rest of the

circuit.



CHAPTER 4

SIMULATIONS, CALCULATIONS, AND OPTIMIZATIONS

Now that switching theory has been explained amtvelé and circuit elements,
both integrated and discrete, have been examihed:entral question of the thesis will
be examined: Can a micropower switching regulagodésigned on the scale of an
integrated circuit? To answer this question, tiega have to be defined: what
performance must the design meet in order to bepaable?

The first criterion is efficiency. If the switclgrconverter does not perform at
least as well as a linear regulator, there is notpo wasting the extra silicon to build the
converter. Efficiency, as has already been sseaifected by resistive losses and
dynamic losses. Resistive losses are due toaasesin the power switches and reactive
components. Dynamic losses are due to switchipgatances in the power switches
and controller, and the high-current, high-voltagasitions in the switches during turn-
on and turn-off.

The second criterion is output ripple. Output &gé ripple is a function of the
inductor ripple current which in turn is a functiohthe inductance, series resistance of
the coil, input and output voltage, and conductiore. Voltage ripple is also directly

related to the size and quality of the output capac
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To summarize, a successful on-chip converter vadengood efficiency and low
output ripple. The question then becomes: can-aigiugh quality components be built
in silicon or must they be placed off-chip?

Answering this question requires a combinationimiutations, calculations, and
physical devices. Although a test chip was bthi, device was not well suited to testing
anything other than the spiral inductors. The bestrds are not designed to exactly
mimic an integrated circuit, but to show similaleagtion and to gain further insight into
the workings of the buck converter. The boards wiesggned to use devices similar in
size to EIA 0805 which are easily soldered by hahkese circuits are examined first
and data gathered will be extrapolated from theseds to more general controllers.

Simulations were run in Matlab to test the behawiarircuits with a range of
device characteristics. The results of these sitrars will be compared to the results of
the actual circuits tested. This should give sooridence that the simulation results
carry over to the smaller devices.

The results of the simulations and testing wilther be generalized to integrated
circuit technologies other than the C5N technolthgyt was used to create the test chip.
The idea is to determine if moving up or down iattere size helps the efficiency of an
integrated switching converter.

At the end of this chapter, it should be obvioustfiabrication technologies if
any are feasible for designing integrated switctsngplies. If it is feasible, the
conditions under which it is possible will be sthteAdditionally, if it is feasible to place

some components off-chip and onto the chip cartmse components will be identified.
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4.1 Test Circuits

The test circuits were assembled on custom-desiginedit boards which
included a high-side P-channel MOSFET, a dioddiija inductor, and a chip capacitor.
Provisions were made to add additional resistamtle coil as well as for testing the
individual components using test structures. Tihmuit design is shown in Figure 33.
Note that no controller is provided for — the coiiar is a frequency generator generating
a square wave of manually variable duty cycle.

Six boards in total were ordered along with a \greé parts with which to
assemble them. Two different types of SOD-123 eliwdre ordered: 1N4448 PN
switching diodes and B0520 Schottky diodes. Thypes of SOT-323 p-channel
MOSFET were ordered: DMP2240, DMG1013, and NTS21BRA0805 inductors were
ordered in both 100uH and 1uH sizes. Ceramic EO&0&apacitors were ordered in
22uF (R =5.82) and 4.7uF (BR= 3.392). The sizes of inductor and capacitor

correspond with the largest value components in0OBO8 and EIA0805 sizes.
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Figure 33: Switching supply test board with test structures.
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Each board used a different combination of parsich a way that each board
varied from one other board by at most two partasto isolate the influence of the

individual parts. The parts used for the boaréstalbulated in Table 6.

4.1.1 Initial Testing and Observations

Initial testing of the circuit boards used a fregexegenerator at 100kHz, a load
resistance of 1®, and input voltage of 5 volts. The output voltégeoretically should
have been approximately 2.5 Volts since the dutyecwas 50%. However, the output
was five volts.

The reason for this is that there is nothing t@ sk supply from completely
charging the output capacitor up to the input \gdtavhen the load current is small. The
diode does not actively pull the common drain-diotkictor node (hereafter referred to
simply as “the common node”) down to zero sinceanircannot flow backwards
through a diode. As a result, if the ripple cutiemrmuch larger than the load current, the
output capacitor will continue to charge due toriképositive current through it. In

other words, the converter is in DCM mode.

Table 6: Board assembly parts

Board Number | Diode Inductor | Capacitor | MOSFET
1 B0520 Schottky 100uH 22uF DMP2240
2 B0520 Schottky 100uH 4. 7uF DMP2240
3 B0520 Schottky 100uH 22uF DMG1013
4 1N4448 PN 1uH 22uF DMG1013
5 B0520 Schottky  1uH 4.7uF NTS2102
6 1N4448 PN 1uH 4. 7uF NTS2102
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The open loop control used on the board only exated this problem since the
duty cycle remained at 50% regardless of the outplage. Nevertheless, all switching
supplies will have this problem at low load cureeahless some method of drastically
reducing the duty cycle, such as PFM or pulse skgqps used.

Further testing of the boards partially fixed theput voltage problem by using
100Q resistors and a switching frequency of 1 MHz. Tigher frequency leads to a
smaller ripple current and the lower load resistati@ws 10 times more load current.
Initial testing using these new parameters showatithe output voltage was lower than
5 volts and could be varied with the duty cycle.

The transistors were tested using the test sticioown in Figure 33. Initial
testing only tested the on-state resistance oMO&FETSs. Instead of a fixed resistor,
Rq, a source meter was used to pull a constant 9@ramA the drain of the transistors.
Initially, smaller load currents were used, but $slerce-meter voltage varied almost
imperceptibly right up until the threshold voltagas reached.

The voltage compliance for the load current sowas set to +/- 5 volts so as not
to exceed the drain-source voltage rating. Somnegers were used to supply the input
and gate voltages so as to ensure their accuracy.

The testing in this scenario showed that the tstois, though tiny in physical
size, had reasonably low on-state resistance amthie@shold voltage. The minimum
on-state resistance for all transistors was foundsg = -5V and increased slowly with
gate voltage until approximately -3 volts, at whpdint it rapidly increased. The
threshold voltage was determined as the gate \@Hlagvhich the source meter reached

its compliance limit. On-state resistances andghold voltages are shown in Table 7.
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Table7: MOSFET on-resistances and threshold voltages.

Transistor | Rgs at Ves=0 | Threshold voltage (est)
DMP2240 | 1.27672 -0.9 volts
DMG1013 | 1.633X2 -0.9 volts
NTS2102 1.2422) -0.7 volts

Further testing of the test board will include detmations of the diode forward
voltage drop and differential resistance, estiméiesotal gate capacitance, and
efficiency measurements for the switching circutiva variety of load currents and

inductor resistances.

4.2 Test Board Results

The boards were tested to determine the efficie@/PWM switching regulator
with diode rectification in both DCM and CCM modeEBhe first test performed was a
constant load current, variable frequency, and dutje test. The results of this test are
shown in Figures 34 and 35. Note that boards S6acwlld not be set to output 3.3 Volts
except at high frequencies, so these boards wstedtevith 100mA current and 3.8 Volts
output.

The boards that used the larger coil definitely Aacdfficiency advantage over
the boards that used the smaller coils. The Igeeiormance is in spite of the fact that
the smaller coils had one-tenth of the resistat¢keolarger inductors. In addition, the
MOSFET on-resistance is the same as or lower taMOSFET resistance on the first
four boards.

The difference is that the output voltage, and bdehe output power, are

considerably higher on boards 5 and 6 in this testwever, board 4, which is very
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Efficiency vs. Frequency, Vou = 3.3V, IOu = 70mA
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Figure 34: Constant power (230mW), variable frequency output. Boards 1-3 used
10uH coils, whileboard 4 used a 1uH cail.
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Figure 35: Constant power (380 mW), variable frequency and duty cycle. Boards5
and 6 used 1uH cails.
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similar to boards 5 and 6, shows the same decredeiéncy at the lower, 230 mW
output level. As a result, this likely reflectseal, inherent difference in the efficiency
across a range of frequencies.

One possible explanation is that since the powgyutus essentially fixed, each
cycle at a certain frequency should transfer timeesamount of energy to the load. Since
the inductors are smaller in boards 4, 5, andé thust conduct for a longer portion of
the cycle (or continuously) in order to transfeifisient energy to the load. This of
course raises the resistive losses in the indactdithe power switches. This effect is
exacerbated by the fact that the current doesismtinearly with time but instead
follows an exponential curve. This effect may be teason for the decreased efficiency
with the smaller inductors.

In general, the boards which used the PN diodeshbsst 3% lower efficiency
across the range of frequencies. This was expélctedo the higher resistance and turn-
on voltage of the PN diodes as well as the revesavery charge of the PN diodes from
which the Schottkys do not suffer.

The efficiency of board 3 is initially lower thaomérds 1 and 2 at low frequency;
however, above 200kHz, the efficiency is much betBoard 3 combined both the
Schottky diode with a MOSFET (the DMG1013) that loaé-fifth the input capacitance
and one-tenth the reverse recovery capacitanaearl| it is better to sacrifice a little
low-frequency performance for much better overalfgrmance especially at high
frequencies.

A second set of tests was run with a fixed outmltiage, but varying current.

These tests were run at several frequencies taaaither dimension to the efficiency
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measurements. Again, the output was regulatedty By manually varying the duty
cycle within the available range of 20% to 80%.

As can be seen in Figure 36, the efficiency of ddais a function of both
frequency and output current. At 250kHz, the éfhicy drops slightly with current,
especially above 50mA. At higher frequencies cedficy actually rises with output
current. This rise in efficiency correlates witie tpower supply moving from the DCM
region of operation into the CCM region. This vexpected based on the writings of
other authors [13], [8].

Finally, note that although testing was performekbad currents down to 1 mA,
these results are not graphed. The reason foisthigat because of the limited duty cycle

range of the function generator, the duty cycldad¢owt be made small enough to output

Efficiency vs. Current, Board 1
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Figure 36: Board 1 efficiency vs. current for four frequenciesin the controlled
region. Nominal output voltage was 3.3 Volts.
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the standard 3.3V at these load currents. Insthadyutput voltage ranged from 4.79V
at 1mA and 250kHz down to the controlled voltag8& &fvolts, typically at or around
10mA load.

The data set for board 5 is limited, as seen inf@@7, since the converter could
not be set to 3.8 Volts due to the duty cycle landn. The limiting factor is that smaller
inductors tend to transfer more energy for a gpelse time due to their much higher
peak current. An inductor with half the inductaé@nother inductor will have twice
the peak current and four times the energy stareeéak current since energy is
proportional to the square of the current. In &ddj the energy passed by the inductor is
twice what is passed in the larger inductor duthéohigher current into the filter. All of

this extra energy transfer comes at the price @kimsed ripple, as shown in Figure 38.

Efficiency vs. Current, Board 5
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Figure 37: Efficiency vs. current for board 5in the controlled region. Nominal
output voltage was 3.8 Volts.
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Figure 38: Output rippleat several output currents.

The graph of the output ripples of boards 1 ana Bigure 38 shows a slight

upward trend with output current. This is expearde in CCM mode, the inductor

ripple is only weakly related to the output currbgitthe duty cycle.

Although a converter in PFM mode was not builtoiperation can be inferred to

some degree based on measurements of the conartifferent frequencies and duty

cycles and hence, pulse lengths. Figure 39 shiosvpulse energy for board 1 at a

variety of pulse lengths. Note that only DCM psglsee used in the figure since CCM

pulses contain pulse energy as well as DC enefgg. determination of which samples

were DCM was based on visual inspection of the comnode voltage.
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4 4% 10° Energy vs. Pulse Time
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Figure 39: Board 1 energy transferred per pulse asa function of total pulsetime (t;
plust,).

As can be seen in Figure 39, the energy transféotkxvs a parabolic or
exponential curve with increasing energy over tirBecause the converter data above
are collected from the DCM region, there is littlkeno change in the energy due to the
load current. In other words, the rightmost enidhe data sets follow the general
upward curve.

In Figure 40, the pulse energy is correlated withhigh-side conduction time.
The curve is essentially the same but slightlyest#b the left. The diode conduction
time, or low-side MOSFET if synchronous rectificatiis used, should scale with the

high-side conduction time by a factor roughly edoalou/(Vin + Vouw).
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1 4% 10°® Energy vs. Pulse Time
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Figure 40: Pulse energy asa function of high-side conduction time (t;). The
exponential and linear estimations curve equal the chargetransferred, Q, multiplied
by the output voltage plusthe stored energy.

The exponential estimation curve is based on a&antugimulation with measured
values for switch and inductor resistance £/8.21Q) and the inductance, 10 uH. Once
the current was estimated from these parametershitrge was determined by
numerical integration and multiplied by the outpaltage. This gives the power output
to the load up to timg. The energy stored in the inductor is simiglyi(t;)°>. The sum
of these two quantities is the pulse energy detgeo the load per cycle. The fact that
the exponential estimation underestimated the gneeans that the current rose faster

than expected and was larger than expected.
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The linear estimation curve is based on a lineamasion of the inductor current
(which is known to be exponential). As expectéds estimation underestimates the
charge transfer, and therefore the energy transyesn amount that grows with the
conduction time. At 2.5us, approximately two tioestants have passed. According to
Table 1, the error at this point should be 23.8B&t,it is actually 39.24% below the
measured value. The increase in the error isrmigrge part to the underestimation of
the current at;t

The data from board 1 were separated into DCM abil Gets and plotted in
Figure 41. An estimate for CCM efficiency was aditie the plot based on the static
efficiency equation, which overestimated the eéiy. If the remaining inefficiency is

assumed to be a fixed dynamic loss, the seconma&stishown is the result.
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Figure4l: CCM efficiency at multiple loadswith estimates.
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The converter was observed to be coming out of GiMe, as evidenced by
diode conduction dropping rapidly, starting at 25nmPhis may explain the inflection in
the efficiency curve at this load in Figure 41 silynamic losses should drop
significantly under DCM mode.

Figure 42 shows the turn-on voltages and conducésistances of the PN and
Schottky diodes. This figure clearly shows thdedldnces between the two types of
diodes. As expected, the Schottky diode had a raveér turn-on voltage, but it also
turned out to have a lower conduction resistarideese two factors, together with the
Schottky diode’s lack of a reverse recovery mearanaffected the efficiency of boards

4 and 6, as discussed above.

Diode Current vs. Voltage
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Figure42: Linear fitsfor PN and Schottky diodes with turn-on voltages and
conduction resistances noted.
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4.3 Extrapolation from Board Results

As was seen in Chapter 2, the best choice for twlcurrent is pulse frequency
modulation. This type of control was not possiblth the test setup used with the test
boards. However, there is an equivalence betwé&dh &hd PWM-DCM in that both
control methods effectively adjust the duty cycline former through the use of variable
interpulse time and fixed pulse duration, the fattevariable pulse duration and fixed
interpulse time.

The difference in efficiency is evident when thendmic power is comparable to
the resistive power which typically occurs at loutpgut power. In this case, a converter
operates best when it operates least because dypamwer is greater than resistive
losses. A PFM controller does this by idling whiea output voltage is within tolerance,
thereby reducing the effective switching frequengyPWM controller cannot do this
because the switches always operate at a fixeddraxy regardless of how light the load
is or, conversely, how short the pulse is.

The pulse energies of various length pulses wayesshin Figure 40 and Figure
39. From these pulse lengths, the approximateiénecy of operation can be inferred for
several pulse lengths. For a 10mW load and pelsgths of 0.484us, 0.976us, 1.47us,
and 2.02us, the operating frequencies will be 11 K3.6kHz, 16.7kHz, and 9.44kHz,
respectively.

Several inferences can be made about the efficiendgr PFM operation. First,
the amount of energy lost during the active portobthe cycle (when the switches are on
and conducting) will be equal for equal pulse lésgtince the beginning and ending

conditions are the same. In fact, because oftdaag-state assumptions, there is no
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operational difference between a PFM converteraR4VM-DCM converter with the
same frequency and load. The steady-state assumeguarantee that the both
converters under feedback control will adjust tfieiquency and conduction time
respectively to match each other and achieve theacmutput energy.

Therefore, if the energy loss in the controllens ba ignored, either because they
are small or similar to each other, the efficiesbpuld be nearly identical. Of course,
energy loss in the controller cannot be ignoredeemlly at low output currents where
the converter power becomes a significant portioth@ total power drawn from the
input supply. Fortunately, the energy loss in MRIentroller should be lower than the
energy loss in a PWM controller.

In general, the duty cycle of a PFM converter ai¥\aVI-DCM converter will be
similar, but not identical. Differences arise do¢he fact that the input current has a
very small DC component compared to the rippleentrrwhich also happens to be

exponential.

4.4 Integrating the Components

The main components that need to be integratethangower switches, inductor,
and output capacitor. The input capacitor has lassaomed up to this point, and while it
could be integrated, most designs should use amrettor on-package bulk capacitance
with at most a smaller, high-frequency bypass dépaintegrated on the front end.
Finally, the controller including both the feedbamicuit and the gate drivers will need to

be integrated.
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4.4.1 Power Switches

There are three main concerns with the power sestcbn-resistance,
capacitance, and physical size. Resistance aratitapce have a reciprocal relationship
with efficiency, especially at the kinds of freqeess that will be encountered. Larger
MOSFETSs have lower resistance, but higher capamtand dynamic loss. Smaller
MOSFETSs have higher resistance, but lower capamtaiesulting in lower dynamic loss
and smaller gate driver chains.

The relationship between resistance and capacifand¢MOS and P-MOS
transistors is shown in Figure 43. According t6][and [24], the best choice for
transistor size is one in which the resistive leggals the capacitive loss at a certain
frequency. This characteristic is shown in FigBevhere total transistor loss is plotted
vs. width at a variety of loads and frequenciegghidr current favors wider transistors
and higher frequency favors narrower transistésthe frequencies plotted, the
transistors are surprisingly small.

The correct size for the transistor depends omxipected frequency of the
converter. This obviously depends on the siz&é®efinductor since the inductor
determines the per-cycle energy transfer. Accagrtiin9] and [14], the optimum width
can be determined by equation 73 whey@ndE are the resistance and gate energy of a

1 um wide, minimum length transistor.

Roifms :
W = ,T Equation 73
sSw
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Figure43: Transistor energy loss as a function of width. Asexpected, high-
frequency and low-current favors narrow transistors.

Since the K’ of CMOS processes is directly reldte@. (and the carrier
mobility), the on-resistance and gate capacitanake st approximately the same rate. In
other words, smaller processes have greater gpéeitance, but they also have lower
on-resistance. Therefore, making transistors op-fcn low-power, high-frequency

converters should not be a problem for most CMQfggsses.

4.4.2 Inductors
From the research on inductors [22] and other mtmolconverters [9], the dual

layer spiral seems to be the best choice for hgligtance and low resistance in a small
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area. Figure 44 shows the inductance and resesfaninductors of a given number of
turns with increasing inner and outer diameters.

The inductance is a function of the physical sizé mumber of turns of the
inductors. The resistance is a function of thelti@ngth of the inductor divided by the
length. In Figure 44, the width-to-diameter ratias kept constant for all the coils tested.

If size were no object, the best choice for induetould be as large as possible
with the widest tracks possible, and the lowegstasce possible. In Figure 44, larger
inductors were clearly better. However, physiczae svill almost always determine the
size of the inductor simply because they are tggdst component to be fabricated. The

guestion then is what balance should be struckdmtvinductance and resistance.

Inductance and Resistance vs. Turns
70r
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Figure 44: Double-layer spiral inductance and resistance as a function of the
number of turns.
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Decreasing the resistance will also decrease thetance. However, resistance
has a direct effect on efficiency, whereas indumaaifects efficiency by changing the
duty cycle. In general, it is better to go witeraaller inductance with smaller resistance.

As has been previously discussed, the inductaneecoil is dependent on the
physical size of the inductor. Process parameteyschange the quality of the inductor,
not its inductance. Therefore, a coil with a dertaductance will be the same size in
every fabrication technology. There is therefolegher cost to be paid in lost active
device area for smaller process sizes.

The conduction time of the inductor should be lengugh that sufficient energy
is transferred to the load that the repetition dietcy does not result in excessive
switching loss. However, it should also be shadugh that the inductor does not start to
act like a resistor. A good method for picking tmaduction time in PFM mode is the
time constant of the coil. At timte= r = L/R, the inductor is still continuing to store
additional energy as flux, but most of the induatoitage is due to Ohm’s law. Further
conduction is more and more wasteful as the sel§t@nce becomes the sole source of

voltage drop across the inductor.

4.4.3 Output Capacitor
The output capacitor has two main consideratidmaust maintain the output
current flow between cycles, and it must suppresttput ripple. Constructing a
capacitor of sufficient size will require multiplieyers.
Starting with a MOSCAP, a poly-poly2 capacitor tenbuilt on top of and

parallel with the MOSCAP. Metal 1 can then be tageon top, followed by metal 2.
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Metal 3 should be left as a bus layer, althougérieiving the terminals will add a small
amount of additional capacitance. Without counthmgfringing capacitance obtained by
fingering and alternating layers, the 100% fill aeppance with all these layers is 3397
aF/unf.

Due to device spacing requirements, the multilaggracitor will not be 100%
space efficient. Realistically, the best that barachieved with the MOSCAP cells is
approximately 30-50% depending on the length ofdindce. Placement of active
contacts between polysilicon limits the amountpce that the polysilicon can cover.
Upper layers can be spaced at the minimum distiaoiteto maximize space and to
capitalize on fringing capacitance. The MOSCAP uhates the achievable capacitance
(it is 72% of the theoretical maximum) so the readble capacitance per area is
approximately 40% of the maximum, or 1360;aﬁ3’.

Since capacitance is inversely related to the sé¢ipardistance between parallel
plates, smaller processes will have higher capamit@er area than larger processes. In
addition, smaller processes often have more mayal$ available which can add even

more capacitance per area.

4.5 Test Designs

Based on the test results using the test boardthanchlculations above, several
theoretical designs will be evaluated numericance the inductor determines the
conduction time and frequency, these designswsitirtan inductor design and
extrapolate the circuit elements from there. Talewdations are run iteratively in Matlab

to obtain the final values quoted below.
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4.5.1 Double Spiral 1 — 60 x 60Qum, two turns

The inductor used is a 6@@®n diameter double-layer coil with 2 turns per layer
This coil has 12.88 of series resistance and 19.84 nH of inductarceinitial guess of
10 Ohms was used for the MOSFET on-resistancee if@vations were run in Matlab.
The final pulse time was 0.906 ns with a pulse gynef 72.802 pJ per pulse. For an
output voltage and current of 3.3V and 3mA, thetawng frequency is 135.98MHz with
an effective duty cycle of 18.67%. The RMS valf@i¢he inductor current was 12.2mA.

The Matlab program makes use of equation 73 taméate the optimal transistor
width. The value that was calculated was a trémswgidth of 23 times the minimum
width of 3um, or 69um wide. The resulting on-resistance was 8. Q5&fficiency was
calculated using a modified form of equation 54vimich the RMS current (which was
already calculated) was multiplied by the MOSFESis&nce and the inductor resistance
to obtain the static power loss. Dynamic loss astgsnated by multiplying the switching
frequency by the per-cycle gate energy loss. €halting efficiency was 75.16%, well
above the minimum required value of 66%. The ddtieciency will be somewhat
lower due to stray capacitances not taken intowatgthe ESR of the capacitor, and
shoot-through current — all of which were not ctdted.

Using the ripple voltage equation from Chapterqijaion 51, and assuming 1%
ripple, the output capacitor must be 0.4798 nFcapacitor this size would take up an
additional 0.3528 mf Not counting the area taken up by the powerchei or

controller, the converter takes up 0.7128nm
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4.5.2 Double Spiral 2 - 6Q@n x 60Qum, five turns

The second test case uses the largest, widesttardhat was previously
calculated. This inductor is a 5 turn inductorhwtitace width of 6@um and outer
dimension 60Qum. This inductor has inductance 63.16 nH witheseresistance 26.28
Q.

The Matlab calculations were run again with the nales for inductance and
resistance. The resulting switching frequency 8#28MHz. The MOSFET width was
54um for a resistance of 11.24. Overall efficiency was little changed from the
previous test: 75.09%.

The capacitor required is 59.926pF — almost ondhitére size of the previous
test’s output capacitor. The capacitor area in h844mm. Therefore, the total area is

reduced to 0.404mMm- much smaller than the previous converter example

4.5.3 External Inductor — MuRata LQF1SHS, EIA 04D20nH

This design uses an external inductor with 120niatance and 1.Q of
resistance. Such an inductor could be mountedttjr the silicon or could be
mounted just off-chip in the same mounting packabee results of the Matlab
calculations are an efficiency of 75.10%. The ehiitg frequency is a relatively slow
86kHz. The problem with this design is that thguieed transistor is 11.067mm long for
an on-resistance of only 56.0n This transistor could be built in about the sapace
as one of the integrated inductors. This desigaires a LF output capacitor which

cannot be built in silicon.



CHAPTER 5

CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

In this thesis, the theory of buck converters was@nted. The concept of the
ideal switching supply was introduced and, procegdliom general to specific, the
intricate details of switching supplies were coger&quations were either presented or
derived to describe the operation and behaviouoklzonverters.

An in-depth discussion followed in which the maomgponents of a switching
supply were discussed. Power switches, inducém capacitors were introduced in a
systematic way, highlighting the important featused distinctions between devices and
technologies. Especially important was the disomssf integrated inductors.

Several test boards were built using a varietyantp These boards reinforced
the understanding of switching supplies while @dding new insight into the operation
of switching supplies both in continuous and disoamous conduction modes. These
boards were found to work at efficiencies approag!90% despite their use of diode
rectification. The data taken from these test i®avere generalized to pulse frequency
modulation circuits.

Finally, the integrated devices were examined imawtepth with the goal of

determining if they were suitable for building mdittac switching supplies. A design
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approach for fabricating both the power switches thie capacitors was presented. The
inductors, however, proved to be a disappointm@sspite using a great deal of space,
the inductors just could not be coaxed into opegagifficiently.

In the test cases, the series resistance of thediotated the operating frequency
of the converter and the size of the transistodsaapacitors. The resistance of the coils
meant that the converters had to operate at vgtyfnequencies. Nevertheless, by
correctly sizing the transistors, the efficiencysvkept above 75%.

Based on the theory examined, the equations deraretithe test cases examined,
it should be feasible to build fully integrated lgp@wer buck converters in most CMOS
processes provided that sufficient area is avail& the inductor. The power switches
and capacitor are both smaller than the integriaigatctor.

In addition to the possibility of adding integrateductors onto integrated
circuits, it should also be possible to add a nscabe inductor and capacitor to an IC.
External transistors are not advantageous in #se since suitable transistors can be
build on-chip. The external solution did not pragebe any more efficient, although it

did allow more design freedom and lower switchiregjtiencies.

5.2 Future Work

The lack of a proper signal source hampered thimtethat was performed using
the test boards. Any future testing using dis¢ratieface mount parts would benefit
greatly from an on-board, variable pulse lengthgerr circuit. In addition, the
frequencies involved were sufficiently high thatrtsmission line ringing was observed

throughout testing.
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A real silicon integrated circuit would have beeatpful in testing the real world
efficiency of the test designs. It is possiblet tha physical devices will perform better
or worse than predicted. The design equations imsdte inductors were based on RF-
coils operating at much higher frequencies thaireverter would use.

A comprehensive way of determining inductor sizeilddoe useful for future
designers. Such a methodology was not founderalitire except for CCM converters
under heavy load. Instead, the current approaems¢o be to use as much area as is
available. A better way should be found in thesfat

Because the purpose of the thesis was to deteifmitegrating inductive
supplies was even possible, no controller cirongse discussed except at very high
levels. Future designs will need to address tihistsoming to determine the real

efficiency of integrated switching supplies.



APPENDIX A

THE MATLAB CODE

V.in = 5;
V_out = 3.3;

I _out = 0.003;
RL =1.3;

L = 120e-9;

% nitial guess for R on
R on0 = 1;

tau = L/ (R _L+R on0);

P_out = V_out*| _out;

EO fets = 4.2678e-13; %oul es

RO = 207;

_pk = (V_in-V_out)/(RL + Ron0)*(1l-exp(-1));
Wpulse = 1/3*tau*V_out*l_pk + 0.5*L*|_pk."2;
f _sw = P_out/Wpul se;

D = tau*5/V_out*f_sw,

| rnms = | _pk*(D/3)."0.5;

W= (RO*I _rns."2/f_sw EO_fets).”0.5;

R on = RO/W

%Second iteration

| _ pk = (V_.in-V_out)/(RL + Ron)*(1l-exp(-1));
tau = L/ (R_L+R on);

Wpulse = 1/3*tau*V_out*l _pk + 0.5*L*|_ pk."2;
f_sw = P_out/W pul se;

D= tau*V_in/V_ out*f _sw,

| rnms = | _pk*(D/3).70.5;

W= (RO*I rns."2/f_sw EO_fets).”0.5;

R on = RO/ W

%hird iteration

I pk = (V_.in-V.out)/(RL + Ron)*(1l-exp(-1));
tau = L/ (R_L+R on);

Wpulse = 1/3*tau*V_out*l_pk + 0.5*L*|_pk."2;
f_sw = P_out/W pul se;

D = tau*V_in/V_out*f_sw,

Il rns = | _pk*(D/3).70.5;

W= (RO*I _rns."2/f_sw EO_fets).”0.5;

R on = RO/W
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%-ourth iteration

I pk = (V_.in-V.out)/(RL + Ron)*(1l-exp(-1));
tau = L/ (R_L+R on);

Wpulse = 1/3*tau*V_out*l_pk + 0.5*L*|_pk."2;
f _sw = P_out/Wpul se;

D = tau*V_in/V_ out*f_sw,

Il rns = 1 _pk*(D/3).70.5;
W= (RO*I _rns."2/f_sw EO_fets).”0.5;
R on = RO/W

%-ifth iteration

| pk = (V_.in-V_out)/(RL + Ron)*(1l-exp(-1))
tau = L/ (R_L+R_on)

Wpulse = 1/3*tau*V_out*l _pk + 0.5*L*|_ pk.”"2
f _sw = P _out/Wpul se

D =tau*V_in/V out*f sw

Il rms = | _pk*(D/3).70.5
W= (RO*I rns.”2/f _swEO fets).”0.5
R on = RO/W

%Ef ficiency Cal cul ation

efficiency = V. out*l _out/(V_out*l _out + WEO fets +
| _rms. "2*(R_L+R on))

C = 0.5*0.003*(tau + L/(-1*V_out-

0.5*1 _pk*(R_on+R_L))+tau*l _pk/I _out)/0.033
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