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ABSTRACT

The main objectives of this study were to identify the legdprtopagating patterns of
atmospheric variability over the Midwest, and to deterniimerelationships of these patterns
with Midwest precipitation. Complex Hilbert empirical odgonal function (HEOF) analy-
sis was performed on daily mean 850-hPa horizontal moidtaresport, 850-hPa tempera-
ture advection, jet relative frequency, and the differebewveen 850-hPa and 250-hPa vor-
ticity advection. Atmospheric fields were derived from the@urly NCEP-NCAR reanalysis
on a year-round and within-season basis. Additionally, HiEg€OFs were phase-shifted to
maximize the correlation between the real part of the sceres and area-weighted power-
transformed Midwest precipitation.

In the year-round analysis, the leading HEOF of combinetkjetive relative frequency
and 850-hPa horizontal moisture transport captured th&sahmigration of the jet and at-
tendant low-level circulation features. The second HEQ#w&d high jet relative frequency
over the Midwest on the upstream side of a trough, and madtansport from the Gulf of
Mexico into the Midwest. The leading within-season HEOFarhbined jet relative relative
frequency and 850-hPa horizontal moisture transport stoaveimilar pattern in winter,
spring, and fall. In all seasons, the monthly mean scordsadetading HEOF of combined jet
relative relative frequency and 850-hPa horizontal moesttansport were better estimates of

Midwest precipitation than the Pacific-North American patt North Atlantic Oscillation,



and El Nho-Southern Oscillation teleconnection indices.

In addition, this study examined the relationship betwéeneading winter propagating
patterns of variability and lake effect precipitation ovke Great Lakes region. Here, the
leading HEOF of combined jet relative relative frequencyl &b0-hPa horizontal mois-
ture transport was phase-shifted to maximize the coraeiatietween the real part and a
lake effect precipitation fraction time series. The phak#ted HEOF did not resolve the
mesoscale features of lake effect snow, but did positiosyheptic-scale circulation so that

flow developed the expected northerly component over thatGakes.



TABLE OF CONTENTS

ABSTRACT . .
LIST OF FIGURES. . . . .. e

LIST OF TABLES . . . . .. e

CHAPTERS

1. INTRODUCTION . ...

1.1 Global precipitationtrends . . .. ...
1.2 Regional precipitation and cyclonetrends ................ .. ...

1.3 Regional influence of teleconnections ........... ...

2. DATAAND METHODS . . . ..

2.1 Data . ... e
2.1.1 Precipitation and atmosphericfields ..........................
2.1.2 Teleconnections . ..........c. i i

2.2 Derivedvariables. .. ... ... .
2.2.1 Area-weighted Midwest precipitation ......................
2.2.2 Temperature advection and vorticity advection . .................
2.2.3 Jetstreamrelative frequency . .......... .. . ..
2.2.4 Horizontal moisture transport . . ........ ...

2.3 Statisticalmethods. . ... . e
2.3.1 BOOtStrapping . . . .« oo i e
2.3.2 Empirical orthogonal functionanalysis .....................

2.3.3 Computation of Complex Hilbert Empirical OrthogonahEtions . . .



2.3.4 Phase shift of complex Hilbert empirical orthogonaiddtions. . ... .. 24

RESULTS AND DISCUSSION . . . . ..o 30
3.1 Compositefields . ......... .. e 30
3.2 The annual cycle of Midwest precipitation . . ..................... 34
3.3 Within-season Midwest precipitation variability . ...... .. ............. 43
3.3.1 Relationship with jet stream probability and horidmoisture trans-
PO . o 43
3.3.2 Relationship with vorticity advection and temperatadvection . . . . . 46
3.3.3 Relationship with teleconnections .. ....................... 54
3.4 Wintervariability. . . ... .. e 58
3.4.1 Propagating patterns relevant to lake effectsnow ............. 63
3.5 Summervariability ........... .. . . e 68
SUMMARY AND CONCLUSIONS . . .. ... 78
REFERENCES. . . . . . 82

Vi



LIST OF FIGURES

The region within the black box defines the Midwest. Dotsastie locations
of precipitation stations, and thin lines indicate Voropolygons. Light gray
shading indicates Voronoi polygons included in the Midvgeshain, and dark
gray shading denotes the Midwest polygons that were useeftoedthe lake
effect snow indexinsection3.4. . .. ... ... ... 11

Time series and histogram BfandP%2°. a) and b) correspond . c) and d)
correspond t&°2°. In a) and c), years are indicated at 01 January. .. ....... 13

Wind speed (msh), tropopause pressure (hPa), and the SMW alorig\00
The solid black line indicates the tropopause. Black c&dlalicate can-
didates for SMW pressures, and filled red circles indicate SMW. Areas
containing speeds 25.7 m s (50-knot) are outlined in white. . .. ........ 15

1958—2008 composite me@x(filled contours) andjv (arrows) for a) DJF, b)
MAM, c) JJA,and d) SON. . ... . e 16

For the leading HEOF of DJ&v: a) the real and b) the imaginary part prior
to phase shifting, c) the real and d) the imaginary part ofghase-shifted
HEOF. Units are standardized. . ........... ... . . . . ... 27

Real (solid line) and imaginary (dashed line) parts of tweatation between

P25 and the leading HEOF of DJGv as a function of the phase shifi.

The dotted line indicates the modulus correlation. Gray white squares
indicate the real and imaginary parts of the correlatioomo phase-shifting.
Circles denote the real and imaginary parts of the correlatibh phase shift
Or=—0.337T. . . . e 82

Composite anomalies &f (shaded contours) arg¥ (kg kg~'m s, arrows)
on days withP%25 in the 90" percentile for a) DJF, b) MAM, c) JJA, and d)
SON. The zerocontourisinbold.............. ... ... ........... 31

Composite anomalies ®A (s2, contours) and’A (K s—1, shading) on days
with P%25 in the 90" percentile for a) DJF, b) MAM, c) JJA, and d) SON.
Dashed contours indicate negative values, solid contouikate positive
values, and the zero contour is in bold. The contour inteimaVA is 0.4 x

1070 S 2 32



10

11

12

13

14

15

16

17

18

19

20

21

Composite anomalies of column total precipitable water ifkef, shaded
contours) and 850-hPa wind (m’s arrows) on days withP%2° in the 94"
percentile for a) DJF, b) MAM, c) JJA, and d) SON. The zero oants in bold. 33

Composite anomalies 6f(shaded contours) arg¥ (kg kg~*m s™1, arrows)
on days withP%25 in the 10" percentile for a) DJF, b) MAM, c) JJA, and d)
SON. The zerocontourisinbold. ............. ... .. ... ......... 35

Composite anomalies of column total precipitable watey itk 2, shaded
contours) and 850-hPa wind (Mm% arrows) on days wittiP%2° in the 1@"
percentile for a) DJF, b) MAM, c¢) JJA, and d) SON. The zero oanis in bold. 36

Composite anomalies MA (s~2, contours) andA (K s, shading) on days
with P%25 in the 18" percentile for a) DJF, b) MAM, ¢) JJA, and d) SON.
Dashed contours indicate negative values, solid contowdikate positive
values, and the zero contour is in bold. The contour inteimaVA is 0.4 x

The real and imaginary parts of HEOF1 and HEOF2 of combthéshaded
contours) andjv (arrows). a) and b) correspond to HEOF1. c) and d) corre-
spond to HEOF2. . ... . . . e 38

Jan 1958-Dec 1963 of the score series of a) HEOF1 and b) BBOtom-
binedC andqv. Ticks are every Jan 1, Apr1,Jul1,and Oct1. ........... 41

Bold curves show the long-term weekly time series of thamaf a)P®25, b)
HEOF1, and c) HEOF2 of the combin€dandqy fields. Light green shading
defines areas within the faand 94" percentiles. Dark green shading defines

areas within the ZBand 7% percentiles. ........................... 42
HEOF1 of combine (shaded contours) angv (arrows) for a) DJF, b)

MAM, c) JJA, and d) SON. The zero contourisinbold. .............. 45
Scatter plots aP%25 (mmP23) vs. score series for HEOF1 of combin€end

gv for a) DJF, b) MAM, c), JJA,andd) SON. . .......... ... .. . uuu.. 49
HEOF1 ofgv for a) DJF, b) MAM, c) JJA,andd) SON. ................. 50
HEOF1 ofC for a) DJF, b) MAM, ¢) JJA, and d) SON. . .. ............... 51
HEOF2 ofC for a) DJF, b) MAM, ¢) JJA, and d) SON. . .. ............... 52

HEOF1 of combine®A (contours) andr’A (shaded contours) for a) DJF, b)
MAM, c) JJA, and d) SON. Dashed contours indicate negativeeg solid
contours indicate positive values, and the z&fcontour is in bold. The
contour interval foNMAIS 0.01. . ... ... .. . . 53

viii



22

23

24

25

26

27

28

29

30

31

32

33

C (shaded contours) argy (arrows) on the days with the 9 hlghest combined
€ andqv HEOF1 scores in DJF. The zero contour is in bold. . e, D9

VA (contours) and’A (shaded contours) on the days with the 9 highest com-
bined € and qv HEOF1 scores in DJF. Dashed contours indicate negative
values, solid contours indicate positive values, and thre ¥& contour is

in bold. The contour interval foVAis 2x 10952 .. ................. 60

C (shaded contours) arqi/ (arrows) on the days with the 9 lowest combined
€ andqv HEOF1 scores in DJF. The zero contour is in bold. . . 61

VA (contours) andrA (shaded contours) on the days with the 9 lowest com-
bined € and qv HEOF1 scores in DJF. Dashed contours indicate negative
values, solid contours indicate positive values, and thre ¥& contour is

in bold. The contour interval fovAis 2x 10 2s™ . ... ... ... ........... 62

P0-25 for DJF 1957/1958-1962/1963. Tick marks are every Jan 1....... 65

Composite anomalies of &) (shaded contours) amgl/ (arrows) and b)VA
(contours) and@A (shaded contours) for days wiB?-> > 0.90. The zero con-

tours forC andVA are in bold. The contour interval fofAis 1x 1071°s-1, . 66

HEOF1 of combine€ andqv phase-shifted to maximize the modulus corre-
lation of the real partanB®2%. .. ... ... ... .. 67

HEOF1 of combine@ andqv phase-shifted to maximize the modulus corre-
lation of the real part anB%2° with the domain bounded by 48-60°N. .... 69

C (shaded contours) arg (arrows) on the days the 9 highest combirad
andgv HEOF1 scores in JJA. The zero contourisinbold. ........... 73

VA (contours) and’A (shaded contours) on the days with the 9 highest com-
bined C and qv HEOF1 scores in JJA. Dashed contours indicate negatlve
values, solid contours indicate positive values and thre ¥& contour is

in bold. The contour interval fovAis 1x10 %1 . ... ................ 74

C (shaded contours) amgy (arrows) on the days with the 9 Ioweqsl HEOF1
scores in JJA. The zero contourisinbold. ......................... 75

VA (contours) andrA (shaded contours) on the days with the 9 lowest com-
bined € and qv HEOF1 scores in JJA. Dashed contours indicate negative
values, solid contours indicate positive values, and thre ¥& contour is

in bold. The contour interval fovAis 1x 10 %1, ... ... ........... 76



LIST OF TABLES

Percent of the variance explained by the first three HEORReofear-round
NNR-derived variables. .. ........ . . . i 39

Correlation coefficients of the long-term weekly means athwces of year-
round combined andgv HEOF scores anB%2%, Mean is abbreviated “mn”
and variance is abbreviated “var”. Bold values are staadliy significant at
O =0.05. . . e 44

Correlation coefficients of precipitation and the leadirig®¥Fs of the within-
season NNR-derived variables. All values are statisgicsitjnificant ata =
0,05, L e 47

Percent of variance explained by the first three HEOFs ofiitigin-season
NNR-derived variables. ........ ... . . L 48

Correlations between monthly mean values of within-se&H6@F1 of com-
bined C and qv score series and teleconnection indices. Bold values are
statistically significantatr =0.05. ........ ... ... .. .. .. 55

Correlations between monthly meB*2° and teleconnection indices. Corre-
lations between monthly med@2° and HEOF1 of combine@ andqv are
shown in the last column. Bold values are statistically gigant ata = 0.05. 56



CHAPTER 1

INTRODUCTION

1.1 Global precipitation trends

Much of the literature regarding precipitation has focuseddata averaged over large
areas that span the past 50 to 100 years. Trenberth et al7)(2B0wed that trends in
global average precipitation anomalies derived from th@0+2005 Global Historical Cli-
mate Network (GHCN; Vose et al., 1992) and 1901-2002 CRU TSMNittiell and Jones,
2005) datasets were statistically insignificant owing te tancellation effects of regional
precipitation anomalies. For example, annual precigitatiends were positive over most of
North America and Australia, but largely negative over westAfrica and South America.
Furthermore, these trends were sensitive to the time pesed. During 1970-2005, annual
precipitation increased over much of western Africa, wiilest of North America showed
almost no trend, except for the southwest United States \WI&re precipitation decreased.

In addition, trends in precipitation totals may be mislegglisince they do not tell whether
increases or decreases result from changes in precipitetiensity (individual events gen-
erating more or less precipitation than normal), frequefmgre or fewer overall events in
a given interval), or a combination of the two. In fact, trend frequency and/or intensity

may be present without a significant trend in mean precipitatKarl and Knight (1998)



addressed this issue by expressing the trend in total ptaigm as the sum of the trends
in event frequency and intensity, and assessing both coemgeror different precipitation
percentiles over eight subregions in the conterminous Uk®. study found that increases
in both the intensity and frequency of events over all suioregcontributed to the upward
trend in annual precipitation over the conterminous U.Sndal increases in intensity over
most of the subregions primarily resulted from increaseét@avy” (90" to 95" percentile)
and “extreme” & 95" percentile) events. These findings agree with those of Gaiset al.
(2004) and Groisman et al. (2005), which showed statisyicadnificant increases in days
with “very heavy” (> 99.7"" percentile) precipitation for parts of the central U.S thall of
the increase taking place after approximately 1970.

The incidence of extreme precipitation events has also besasured in terms of return
periods, or recurrence intervals. From 1931 to 1996, thqueacy of 7-day events with
one-year return periods increased over a broad area erggfrdim the Southwest northeast
into the north-central U.S., though only the trend over tbehrern Great Lakes region was
significant (Kunkel et al., 1999). Trends are similar for d@nations of 1- and 20-year return
periods and 1-, 5-, and 30-day intervals (Kunkel, 2003). Byraximating precipitation with
Generalized Extreme Value (GEV) distributions, DeGaet@t)9) found increases in the
precipitation amounts corresponding to 2-, 50-, and 10&-yeturn periods (or, alternately,
decreases in the median return periods for certain pretipit amounts) over most of the
U.S., especially in the Northeast and western Great LalgsneThis was the case for both
partial-duration series (time series of varying lengths) &0-year running series spanning

1950 to 2007, where changes were computed with respect ®-1959 return period values.



1.2 Regional precipitation and cyclone trends

Given the variability in precipitation trends and behayiorgional studies provide a
useful perspective. In addition to circumventing trendasiation, regional analysis results
may have greater value in terms of practical applicatiogjireers do not design structures
to withstand global mean values of rainfall, nor do farmdespcrops based on the annual
average precipitation over the conterminous U.S. Owingéoviarying quality and extent of
data sets among regions, some locations are better suitlhfpterm precipitation analysis
than others. As such, this research focuses on changes Mitiveest U.S., as it has a
relatively dense precipitation network with most stati@tadextending to at least the 1950s.
The Midwest also has the advantages of a lack of direct infleidry tropical systems and
high terrain, making it easier detect relationships betwwecipitation and possible synoptic
scale driving mechanisms.

Taking into consideration the spatial scale of precipiasystems, Konrad (2001) found
that extreme precipitation computed from maximum mean Y2 {ogi@cipitation totals in-
creased for small (2500 kfjy medium (100,000 kR), and large (500,000 kfj events
over the Midwest (displaced somewhat west of the domain uséuis study) from 1950
to 1996. Konrad (2001) also examined the seasonal distiboff the centroids of events
in the three size categories, and found that most largeesva@nts were concentrated in late
spring (MAM) and early summer (JJA), while about 60% of sksalhle events occurred in
July and August.

Shifts in precipitation may also be tied to trends in occucee or characteristics of
cyclones and storm tracks. The Midwest is collocated withaaimum in cyclone frequency

centered over the Great Lakes (e.g., Zishka and Smith, 1R8@an, 1974; Wernli and



Schwierz, 2006). In winter, this area is part of two cyclorggdctories that extend from
Colorado and Alberta in the lee of the Rocky Mountains, whilmser cyclones originate
near eastern Montana and tend to follow a path along the Ca8ada border (Zishka and
Smith, 1980; Isard et al., 2000). In addition, strong cyelrdefined as those with a central
pressure< 992 mb, increased over the Great Lakes region on an annualfbas 1900 to
1990 (Angel and Isard, 1998). This increase was concentratdfhe November—April cold
season, and occurred during 1900-1950 and 1985-1990. ddpacincy ofall Great Lakes
cyclones, however, decreased prior to 1939, and exhibiegigmificant trend between 1966
and 1990. These results differ from those for the U.S. as deyiowhich 1905-1940 was
characterized by an increase in cyclone totals, followed bgcrease between approximately
1950 and 1985 (Reitan, 1979), then another increase thrtneghmid-1990s (Agee, 1991,
Chagnon, 1995). Conversely, Hayden (1999) found no chandeeifréquency or intensity
of storm tracks over North America during 1885—-1996.

Angel and Isard (1998) showed that monthly average pretipit had significant posi-
tive correlations with the frequency of strong cyclonesgimost of the cold season, as well
as September and August, over the 90-year period. Konrdd j20so noted that late-spring
large- and medium-scale precipitation events were often@ated with 500-hPa cyclones,
and that the upward trends in both categories parallelednitrease in North American
cyclone frequencies found in Key and Chan (1999). Similarlygo and Davies (2000)
found decreases in 1979-1996 October—March northern Breditean precipitation were
associated with a reduced occurrence of intense cyclones.

In the northeast U.S., Bradbury et al. (2003) found that evirgrecipitation was re-

lated to the first two rotated principal components (RPCs)yalane frequency, both of



which emphasized the influence of marine cyclones that camyrtoack along the East
Coast. However, neither of these RPCs exhibited significanids; rather, the first RPC
was characterized by low-frequency variability assodatgth the Southern Oscillation
Index (SOI) and the Pacific Decadal Oscillation (PDO), wiiie second was related to
regional sea surface temperature (SST) patterns. ResoisHartley and Keables (1998)
revealed a similar East Coast cyclone track in compositeg@bnic activity for the seven
highest scores from the leading (unrotated) PC of New Emplaimter snowfall. Though
decadal variability in the PC time series was related toargi SSTs as in Bradbury et al.
(2003), snowfall was not significantly related to the SOIrtRermore, cyclonic activity
was enhanced over interior New England for high-score cakggneral precipitation and
low-score cases of snowfall. The increased likelihood @iwgall associated with coastal
cyclones was attributed to the tendency of these systemsottupe more low-level cold

advection into the area.

1.3 Regional influence of teleconnections

Teleconnections impact precipitation and its associatedgsses in the Midwest, partic-
ularly during winter months. Angel and Isard (1998) foundttthe Pacific-North American
(PNA) pattern was anticorrelated with strong cyclone omsnce over the Great Lakes during
November, December, and January. Likewise, an inversgaeship between precipitation
in winter months and the PNA index was documented over th® @iner Valley (ORV)
(Coleman and Rogers, 2003) and the Midwest in general (Lesatiteal., 1991; Serreze
et al., 1998). In addition, Isard et al. (2000) found thatdbteakes cyclones occurred more

frequently over Canada during the positive phase of the PNA,aver the southwest U.S.



in the lee of the Rockies during the negative phase.

Precipitation is also influenced by the Elid—Southern Oscillation (ENSO), where El
Niflo events, characterized by warm SST anomalies in the eastgratorial Pacific, are
associated with reduced precipitation over the Midwesimarily in the vicinity of the
ORYV during winter (e.g., Gershunov and Barnett, 1998a; Md &ohemm, 2008; Becker
and Berbery, 2009; Zhang et al., 2010). Eichler and Higg2®6) showed corresponding
changes in winter storm tracks, with the Midwest experiegen increase in surface cyclone
frequency during La Nia events. However, the results of Becker and Berbery (2009)
revealed a relative increase in the intensity of winterydpilecipitation (1975-2005) over
the upper Midwest during El Ko events, and a decrease in intensity over the ORV (their
Fig. 9).

The precipitation anomalies associated with ENSO in otkassns differ from those
in winter. While composites of SST anomalies in a study by Bated Hoerling (2001)
depicted warm anomalies in the east Pacific during the 1@atetpring (April-June) periods
in the central U.S., the overall correlation between céhir8. precipitation and Pacific SST
anomalies was not significant. Furthermore, no correspmn8iST pattern was present in
the composite analysis for the driest springs. For summagiHs et al. (2007) showed
that portions of the upper Midwest experienced 5-10 % moys eath precipitation> 1
mm, as well as greater accumulated heawy90th percentile) precipitation, in JAS during
moderate—strong El Kb events compared to La M events (their Figs. 6 and 7, respec-
tively). Composite El Nio—La Niha difference maps in Mo and Schemm (2008) (their
Fig. 9) revealed similar patterns in daily precipitatioroaralies during JAS and, to a lesser

extent, ASO.



Decadal variability of Midwest precipitation is largely\ggrned by the Pacific Decadal
Oscillation (PDO; Mantua et al., 1997), which is linked to &M (e.g., Gershunov and
Barnett, 1998b; Newman et al., 2003; Schneider and Corn2€@5). The positive phase of
the PDO is defined by positive SST anomalies that extend fnenGulf of Alaska, along the
West Coast into the central equatorial Pacific (Mantua el887). This “warm horse shoe”
surrounds an area of cold SST anomalies in the central Padifiom the 1950s through
the mid 1970s, the PDO tended toward a negative phase, flldwy a predominantly
positive phase in subsequent decades (e.g., Mauget, 2608eifer and Cornuelle, 2005).
In general, a positive PDO phase corresponds to an incraasemmer precipitation over
portions of the Midwest (Barlow et al., 2001; Higgins et &007). Higgins et al. (2007)
also showed that the PDO accounts for most of the contribwiohe observed difference in
precipitation in the central U.S. between the 1976—-2004184@—-1975 periods, though the
significant area only includes the southwest portion of thévi#st (their Fig. 11). However,
Ault and George (2010) found that decadal variability ontynprises a significant portion
(i.e.,> 10%) of the variance in winter precipitation for a few logats in the U.S., including
Minnesota.

To summarize, positive trends in extreme precipitatiorgdiency and intensity have
occurred over the Midwest during the past 50 to 100 years. d¥ew most studies tend
to consider changes in precipitation separately from gatedriving mechanisms, such
as shifts in cyclone occurrence, both of which are tied to EN&hd other patterns of
low-frequency variability. Overall, much uncertainty std regarding the relationship among
precipitation, associated atmospheric features, anddefections in the Midwest. Further-

more, few studies have examined the relationship betwegmagating circulation patterns



and regional precipitation. Thus, the main objective of this study is to bridge this gap
through detailed investigation of the propagating synoptic scale patterns of variability that

link Midwest precipitation to larger-scale standing wave teleconnections.



CHAPTER 2

DATA AND METHODS

2.1 Data

2.1.1 Precipitation and atmospheric fields

The Midwest was defined as the area bounded By8&N and 83-95"W — essentially
the region encompassing the Upper Mississippi and Midwdstegions in Groisman et al.
(2004) and Groisman et al. (2005). Daily (00:00-23:59 UT@ltprecipitation in mm from
1 December 1957 to 28 February 2009 was obtained from theaGldistorical Climate
Network (GHCN) daily dataset available from the National Gltin Data Center (NCDC;
http://www.ncdc.noaa.gov/). A total of 150 stations witlihe Midwest were retained after
the inspection of all data, ensuring that no more than 10%efieasurements were missing
from any record.

Atmospheric fields described in subsections 2.2.2-2.2ré Wwased on daily values de-
rived from the NCEP-NCAR Reanalysis (NNR) (Kalnay et al., 199®vided by the Phys-
ical Sciences Division of the NOAA Earth Systems Researcbotatory (NOAA/OAR/
ESRL PSD) in Boulder, CO (http://www.esrl.noaa.gov). Souly values were developed
for each field, and daily means were then calculated to matetdaily mean precipitation

data.
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2.1.2 Teleconnections

Monthly mean values of two teleconnection indices were iabth from the Climate
Prediction Center (http://www.cpc.ncep. noaa.gov): thetiNatlantic Oscillation (NAO;
Barnston and Livezey, 1987), and the PNA (Wallace and Giyti2881). Both teleconnection
indices were computed from the rotated principal companéag., Horel, 1981; Barnston
and Livezey, 1987) of standardized 500-hPa height anoméalésed on the three-month
period centered on each month. The Multivariate ENSO Indiék1( Wolter and Timlin,
1993, 1998) is defined based on the first unrotated principadponent of combined sea
level pressure, surface u and v winds, SST, surface air teatype, and cloud cover over the
central Pacific from the Comprehensive Ocean-Atmosphera Bat (COADS). Bimonthly

MEI values were obtained from the NOAA/OAR/ESRL PSD (hitpww.esrl. noaa.gov).

2.2 Derived variables
2.2.1 Area-weighted Midwest precipitation

Voronoi weighting was applied to the Midwest precipitat&tations that were retained
following the initial quality control procedures. The pess of constructing Voronoi dia-
grams is detailed in Aurenhammer (1991). For a particulaict p, a polygon was drawn
around that station whose edges were closgrtttan any other adjacent site. Fig. 1 shows
the Voronoi map for the Midwest stations. The bounds for tlkeo¥oi mapping scheme
were extended beyond the Midwest to avoid errors in polygorstruction that occur at the
edges of the domain. The area within the polygon defined tlghiwe applied to the station.

Thus, the area-weighted precipitation for the Midwest &giby
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Fig. 1. The region within the black box defines the Midwest.t¥show the locations of
precipitation stations, and thin lines indicate Vorondiygons. Light gray shading indicates
Voronoi polygons included in the Midwest domain, and darkygshading denotes the
Midwest polygons that were used to define the lake effect sndex in section 3.4.
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wheren is the number of stations in the domain. Shifting the Midwastude and longitude
bounds by+ 2.5° yielded precipitation time series correlated wRhatr > 0.95, meaning
that the results presented here are robust to realistis@Bd changes in the definition of the
Midwest.

Since the precipitation time series was positively skeveegpwer transformation was
applied toP (Fig. 2). The optimal power transformation was determingariinimizing the

d statistic (Hinkley, 1977)

| mean-mediar

d
spread

: (2)

and corresponded to raising precipitation to the powdr. The transformed Midwest precip-
itation time series (Fig. 2c¢,d) more closely approximat&@hbassian distribution than the raw
precipitation time series (Fig 2a,b). The trends in the rad/ thansformed precipitation time
series are Bx 10> mm day (5.5 x 10-2 mm decade!) and 32 x 106 mm®25day 1 (1.2

x 10~ 2mmP25decade?). Because of the large sample sine<{18718), these small trends

are significant atr = 0.05 under bootstrapping.

2.2.2 Temperature advection and vorticity advection
Temperature advection at 850 hPa, dendidd(K s 1) and the difference in vorticity

advection between 850 and 250 hPa, denadtads 2), were analyzed because they are
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closely related to geostrophic temperature and diffeaémrticity advection, which are
associated with large-scale vertical motion accordindpéottaditional omega equation (e.g.,
Holton, 2004).

Upward motion, indicated by negative values of omega, iglaoive to the formation of
clouds and precipitation in a sufficiently moist environmeNegative omega is diagnosed
when low-level geostrophic temperature advection ancedfitial vorticity advection are
positive (i.e., geostrophic vorticity advection becomesrenpositive or less negative with
decreasing pressure). However, the geostrophic assumgi@restimates the observed wind
in troughs and underestimates the observed wind in ridgdsis,MA and TA were used

instead of omega to approximate large-scale vertical motio

2.2.3 Jet stream relative frequency

The relative frequency of jet stream occurrence in the upmesosphere, denoted,
was derived from the surface of maximum wind (SMW), which iired as the surface
passing through the greatest wind speed in each column f@@hhBa to the tropopause or
the upper bound of tropospheric jet streams extending imddwer stratosphere (Strong
and Davis, 2005). Use of the SMW rather than wind speed on staohpressure surface
takes into consideration horizontal variations in jetecpressure. In the example in Fig. 3,
filled circles denote the SMW at each latitude. Applying thetimod used in Strong and
Davis (2008)C was computed by dividing the number of times a jet occurrexdgatd point
by the total number of observations in a given time period.

The mean 1958-2008 pattern (Fig. 4) captures the seasonal shift in both therpola

and subtropical jets. Higl over the eastern U.S. in winter (DJF) (Fig. 4a) indicates the
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Fig. 3: Wind speed (m3"), tropopause pressure (hPa), and the SMW aloig\@The solid
black line indicates the tropopause. Black circles indiczndidates for SMW pressures,

and filled red circles indicate the SMW. Areas containingesfse> 25.7 m s (50-knot) are
outlined in white.
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Fig. 4: 1958—-2008 composite me@r(filled contours) andv (arrows) for a) DJF, b) MAM,
c) JJA, and d) SON.
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mean position of the eddy-driven jet, and a trough over tisteea U.S. reflects the frequent
occurrence of synoptic waves. In spring (MAM) (Fig. 4€) values decrease over most
of the contiguous U.S. as the eddy-driven jet migrates namlal the local maximum over
Mexico indicates the subtropical je&t.is maximized over Canada in summer (JJA) (Fig. 4c),
and the seasonal minimum in synoptic wave activity is iniddy ridging over the central
U.S. In fall (SON) (Fig. 4d), relatively higf values over eastern U.S. signal the return of
the eddy-driven jet. As in DJF, a mean trough over the easleBnindicates an increase in

the occurrence of synoptic waves.

2.2.4 Horizontal moisture transport

To analyze horizontal moisture transport, the vector fald= (qu,qv) was calculated
at 850 hPa. qv yielded propagating patterns that were highly correlateth Wlidwest
precipitation during all seasons (Section 3.3). The vefétat proved to be more useful than
the scalar moisture advectiony - [1g) becausev indicates the magnitude and direction of
moisture transport.

Though vertically integrated horizontal moisture flux is @ complete measure of
atmospheric moisture transport, its use would have had amalnmpact on the correlation
between precipitation and moisture transport, as most spihw@ric water vapor is concen-
trated in the lower troposphere. Furthermore, the Greah®laow-Level Jet (GPLLJ), an
important means of moisture flow from the Gulf of Mexico to tbentral U.S., is often
present at the 850-hPa level, though its peak wind spee@stlypoccur below it at approx-

imately 750 to 1000 m above ground level (Bonner, 1968; Milickt al., 1995).
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2.3 Statistical methods
2.3.1 Bootstrapping

Bootstrapping was used to test the statistical significaha# Pearson correlation coeffi-
cients ) reported here. The process (e.g., Wilks, 1995; Horow@®,12 involves resampling
the data to empirically determine the sampling distributad r. Bootstrapping makes no
assumptions about the shape of the distribution, and issihitesd for the precipitation data.

Bootstrapped samples were constructed by selectipgirs of values with replacement
from a sample oh pairs, and was calculated for each bootstrapped sample. A total of 1000
bootstrapped samples were developed for each correlaiwh,thea = 0.05 confidence
interval of the bootstrapped distribution was determinsith@i the percentile method, where
the interval (100a) was bounded byl — a)/2 anda /2 (Efron, 1981). If the values that
defined the 28 and 97.8" percentiles of the bootstrappediistribution were of the same
sign, there was a 5% chance that the correlation coefficimisearom sampling variability

alone .

2.3.2 Empirical orthogonal function analysis
Empirical orthogonal function (EOF) analysis, or prindig@mponent analysis, has
often been used in climate studies to objectively identdgding modes, or patterns, of
atmospheric variability. Traditional EOF analysis has gn&ariations, all of which are
based on the process initially outlined in Lorenz (1956)jolnhseeks to limit the size of
a data set such that only the factors that explain the mo&nae in the data are retained.
More specifically, the data are manipulated to create liceanbinations of variables that

are uncorrelated with one another, and explain a largeiractf the variance in the original
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data set. Each linear combination is ordered so that thectrsibination explains the most
variance in the data, the second combination explains twnsdargest amount of variance,
and so on. The standard method of traditional EOF analysisigdly outlined here to
establish notation that will be used to define a phase shiftéonplex Hilbert EOFs in
subsection 2.3.3.

Following the presentation in Jolliffe (2002) and Hannaetal. (2007), EOF analysis is
performed by arranging a field measured atl, ..., ntimes andj =1, ..., plocations as

then x p centered (zero time-mean) matrix

X11 X12 - Xip
X21 X2 -+ Xzp

X=Xp=1|. . . (3)
Xn1 X2 -+ Xnp

For EOF analysis performed aX, the objective is to find the coefficients of the vector
a1 = (011, ..., a1p)", where(:)T indicates the transpose, such that the sample variance of

by = Xa1

(bgi — by)? (4)

l_]\/]:

L
n—12%£
is maximized. This procedure is repeated fpr= Xay throughb, = Xap, with the
stipulation thatalak =1, and allz time series are uncorrelatedyy is referred to as the
kh EOF, andby is the corresponding principal component time series (cots” series).
Finding the vectors, gives rise to an eigenvalue problem as follows. The p

covariance matrixSis
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1
S=—XTX. 5
r——] )
The variance oK projected ontaxy is
_ 1 T T
variXey] = — 1(Xak) (Xag) = oy So (6)

and can be maximized subject to the orthogonality conStmﬁak =1 by introducing a

Lagrange multiplier

o Sy — A logf o — 1] . (7)

Setting the derivative of (7) with respectdég equal to zero yields

Sa = Ao, (8)

showing thatA is an eigenvalue of with corresponding eigenvectat,. The largestA
maximizesa] Sa = ol Ao = A.
While EOFs may be determined by solving (8) in term&gberforming a singular value

decomposition (SVD) on the centered data maXix more computationally convenient.
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The SVD of then x p matrix X is

X=AXUT, 9)

where X is a diagonalp x p matrix containing the singular values &f along its main
diagonal,A is ann x p matrix with left singular vectors in its columng] is anp x p
matrix with right singular vectors in its columns, apds the rank ofX. In addition, the
columns ofA andU are orthonormal, meaning"A andUTU both result in the identity
matrix |.

The right singular vectors (columns bf) are the eigenvectors &and the EOFs oK.
The square roots of the eigenvalues lie along the diagorglarid are ranked in descending
order; hence, the first eigenvector explains the most veeiamthe data, the second explains
the second largest amount of variance, and so forth. Thesitegular vectors (columns &)

are the score series.

2.3.3 Computation of Complex Hilbert Empirical OrthogonahEtions
While traditional EOF analysis is useful for identifying tleading patterns, or modes, of
variability within a data set, its inability to resolve pragating wave-like structures (Barnett,
1983) is a limitation. Complex Hilbert EOF (HEOF) analysisakves propagating patterns
by complexifying the input data so that its imaginary pathesoriginal data set phase shifted
in time by 71/2 as described later in this subsection (Barnett, 1983; IHb884; Hannachi

et al., 2007). Here, HEOF analysis was applied separatefgetaetrended complexified
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fields ofC, qv, VA, andTA The components ajv were combined to form the x 2p matrix

qui1 -+ QqUp Qva1 -+ QVpp
V- \V,

0— qlle ) ql':'2p q:21 ) q:2p . (10)
QUnz - QUhp QVhr - QVnp

In addition, HEOF analysis was performed on the 2p matrices of the combined fields
of € andqv, € andTA, VA and TA, andVA andqv. Thus, eight HEOF calculations were
performed in total for three individual and five combineddiel

Since the variables have different units, the data wereecedtand standardized (i.e.,
the anomalies were divided by the standard deviation) tmfarcorrelation matrix rather
than a variance-covariance matrix, resulting in a singuddue matrixZ with correlation
coefficients along the diagonal. The analysis domain exefrdm 20N to 60°N and 60W
to 110W on the 25° x 2.5° NNR grid. The HEOFs were not rotated because the domain
size was comparable to the scale of the circulation featfrederest (Horel, 1981).

Following the notation in Hannachi et al. (2007), the stadd&d vector data field

spanning times=1, ..., natp locations

Xt = (X1, -+ 5 %p) | (11)

was complexified by the operation

Yt = Xt +17 (%) . (12)
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7 () denotes the Hilbert transform, which is defined as the Caudhgipal value of

_ 1o f(Y)
%:—/_m(t_r)dr. (13)

n

yt was then arranged in theex p matrix

Y =W -, yn)T . (14)

As with traditional EOF analysis, the HEOFs were obtainedifthe SVD of the transformed

complex correlation matrix

R= nTlY*TY , (15)

where(-)* is the complex conjugate. The HEOFs

Uk:(Ukly"'aukp)T7k:17---7p (16)

are, thus, the eigenvectors Rf The score serieg = Yuy is the projection of the data onto
the K" HEOF. Together, the real and imaginary parts of an HEOF g parsimonious
representation of a propagating pattern that would othesappear as two degenerate pat-

terns in quadrature in traditional EOF analysis (Hannathl.e2007). Here, it was verified
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that the phases of the first two traditional EOFs of the irdiieil and combined fields of the

NNR variables were in quadrature.

2.3.4 Phase shift of complex Hilbert empirical orthogonaddtions

Because it is complex, an HEOF has a spatial amplitude anskeplaad its associated
score series has a temporal amplitude and phase. Since #se jgh arbitrary, the real
and imaginary parts of an HEOF may by themselves depictrpatigith little or no clear
relevance to variations at a fixed location like the Midweshe HEOFs are thus phase-
shifted by the amoungy that maximizes the correlation between the real score sane
the precipitation time series. This differs from the methndvon Storch et al. (1988),
which effectively maximizes the magnitude of the real pdrthe HEOF, and minimizes
the magnitude of imaginary part of the HEOF without using ¢berelations of each part
with an external variable.

The phase-shifted HEOF and associated PC are defined as

G = e %uy (17)

% = Yy . (18)

The Voronoi weighted precipitation time series in vectanias

P:(plu"'u pn)T7 (19)
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and the scalar complex correlation betwé&eandzy is

hg = 2 ~—~— (20)

whereP andZ, aren x 1 vectors containing the means Bfand Z,, respectively. Here,
the order of computation of the numerator is important(&s— %)*T (P — P) yields the
complex conjugate dfic. It can be seen from (17) and (18) thmtdepends omy, meaning
that maximizing the real part di will produce the desired phase shift. Considering that the

correlation ofP andZy is

fi = hee "% = Re(hy)cospg — Im(hy) sing, (21)

where R¢:) is the real part and I(n) is the imaginary part, differentiating (21) with respect

to ¢k and setting the result to zero

“’;;‘;(f'o — _Re(hy) sing — Im(hy) cosp = O, (22)

yields the critical point

O = arctan{— ::TGEES} ; _7_21 <@ < g; Re(hy) # 0. (23)
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If the second derivative of Rby) < 0 atq, theng, is a local maximum and

0°Re(hy) - Re(hy)® + Im(hy)
Toa? = % Rahy @9

resulting in the phase shift

if Re(hy) >0,
o+ ifRe(hy) <O,

B«

(25)

ES
I

since cogy > O for (—11/2, 11/2).

To illustrate the utility of the phase shijk, the leading HEOF of DJBv is considered
as an example. Prior to the application of the phase shift7j &nd (18), the leading HEOF
of qv depicts a cyclonic circulation centered over the Midweghmreal part (Fig. 5a), and
northeasterlygv over the domain in the imaginary part (Fig. 5b). Most of the #bsolute
value, or modulus, of the correlation between the unshif€&DF (@, = 0) andP%?° is
comprised of the imaginary part (Itm); Fig. 6, white square), and the negative sign on
Im(hy) is expected because the imaginary part of the unshifted HEg= 5b) depicts
relatively dry flow from the Midwest toward the moisture soeirin the Gulf of Mexico.
Re(y) (Fig. 6, gray square) has a smaller magnitude because ahpa#g of the unshifted
HEOF (Fig. 5a) depicts weagv with an anticyclonic circulation centered over the Midwest

While the proportion of each part that contributes to the nhosldlepends om, the

modulus itself does not. Therefore, shifting the phaseisfitfEOF such that the correlation



27

Imaginary

1
B R R N I N AP e

60W

80W

\ ‘
‘ /

— [ SN T T SR //IW
T AAN~ 1 =
PrrAAN-Y 7%
:;/1:‘ p

...... 1 L./
— A

Z Z Z Z Z

= (=) (=) (=] (=)

\e v <t on [¢\l

, z

d A NG)
S
X 3
4 =
v 0
v
\
\
N
~
-1 S
OOOOOO O
o

Z

S

Ne)

60W 100W 8OW 60W
.04

80W

100W

Fig. 5: For the leading HEOF of DJ§v: a) the real and b) the imaginary part prior to

phase shifting, c) the real and d) the imaginary part of thespkshifted HEOF. Units are

standardized.



28

05

0.3

0.2

R
o
=

correlation
(@]
T

I
©
=

T

0.4

0
phase shift

Fig. 6: Real (solid line) and imaginary (dashed line) paftthe correlation betweeR%2°
and the leading HEOF of DJv as a function of the phase shiff. The dotted line indicates
the modulus correlation. Gray and white squares indicagerd¢fal and imaginary parts of
the correlation prior to phase-shifting. Circles denote i@ and imaginary parts of the
correlation with phase shifty = —0.3371.



29

between DJF precipitation and the real part of the scoreesas maximized simplifies
interpretation of the HEOF, as all of the explanatory powkeDJdF precipitation resides
in the real part. In this example, the desired phase shithis- —0.33m (Fig. 6, gray
circle). Centered between an upstream cyclone and downsaretcyclone, moist southerly
850-hPa flow is present over much of the Midwest in the real plthe HEOF (Fig. 5¢),
which accounts for 45% of the variance in DP£2°. Since the imaginary part has zero
correlation with DJFPY2° (Fig. 6, white circle), it is statistically irrelevant, sémg only
to indicate the propagation of the pattern. All HEOFs in tihissis were phase-shifted to
maximize their real correlation witR%2°, and only the real parts of the phase-shifted HEOFs
are shown in subsequent sections for patterns with relgtsienple eastward propagation
like those in Fig. 5. For patterns with other types of progega(e.g., meridional), the real

and imaginary parts are shown.



CHAPTER 3

RESULTS AND DISCUSSION

3.1 Composite fields

Composite anomalies of the NNR-based variables for days etlvy precipitation,
defined here as precipitation in the®™@ercentile of all days, for DJF, MAM, JJA, and
SON provide a first-order assessment of the large-scalecemaent on days with heavy
precipitation. The exit sector of an upper-level troughriesent over the Midwest (Fig. 7)
with the largest positiv€ anomalies centered northeast of the Great Lakes in DJF, MAM,
and SONqv vectors depict a cyclonic circulation upstream of the Midinxand a downstream
anticyclonic circulation in all seasons, though the pattersomewhat weaker in JJA.

Anomalous positivelA over the Midwest and strong cyclonitA anomalies upstream
(Fig. 8) also define the $Bpercentile environment. As before, this pattern perstsisugh-
out all seasons, but is weaker in JJA, particularly with rdga the positiveVA anomaly
over the central U.S. Composite anomalies of'@@rcentile 850-hPa wind vectors (Fig.
9) are similar to the composite anomaliesgef depicting southerly or southwesterly flow
over the Midwest between an upstream cyclonic circulatiod downstream anticyclonic
circulation in all seasons. Positive column-total preteipie water anomalies are present over

the Midwest as well (Fig. 9), indicating the presence of hagimospheric moisture content
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Fig. 7: Composite anomalies 6f(shaded contours) amy (kg kg~*m s™2, arrows) on days
with P%25 in the 90" percentile for a) DJF, b) MAM, ¢) JJA, and d) SON. The zero oant
is in bold.
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Fig. 8: Composite anomalies ®A (s 2, contours) andA (K s~1, shading) on days with
P25 in the 90" percentile for a) DJF, b) MAM, c) JJA, and d) SON. Dashed corso
indicate negative values, solid contours indicate pasitalues, and the zero contour is in
bold. The contour interval fovAis 0.4 x 107° s72,
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that is necessary for heavy precipitation. Usiopgas a proxy for atmospheric moisture
rather than preciptable water is advantageous becausevitssthe pattern in the 850-hPa
wind field, and indicates the source region of the moistutdénGulf of Mexico.

Overall, the 90-percentile patterns depict large-scale dynamics thar farecipitation.
The increased likelihood of a jet suggests the presenceyrfapsic cyclone and/or jet streak
which, when combined with sufficient atmospheric moistwan enhance precipitation.
Likewise, positiveTA and VA anomalies are indicative of increased instability andngsi
motion in the vicinity of the Midwest, as in the presence ougstream trough, which may
generate heavy precipitation.

By contrast, composite anomalies for dry days, defined asetidth P°2® in the 10"
percentile, show conditions the opposite of those fof' §@rcentile precipitation days.
NegativeC anomalies and a low-level anticyclonic circulation areal®d! upstream of the
Midwest (Fig. 10). Northeasterlgv indicates the predominantly northerly flow and relative
lack of moisture over the center of the domain (Fig. 11). Bifeatures occur in conjunction

with anticyclonicVA located upstream ofA minima over the Midwest (Fig. 12).

3.2 The annual cycle of Midwest precipitation
EOF or HEOF analysis often begins with the removal of the aeascycle through
filtering, or focusing on individual seasons. Prior to s@paiseason analyses (section 3.3),
a year-round view is presented to illustrate the role of pggiing patterns in the annual
cycle. The configuration of the real and imaginary parts ig. EBa,b indicates that the
leading HEOF (HEOF1) of combinétiandqv is a largely meridionally-propagating pattern,

and accounts for 16% of the variance in the combined fieldléTap Year-round HEOF1
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Fig. 10: Composite anomalies 6f (shaded contours) amgy (kg kg~'m s1, arrows) on
days withP%2% in the 18" percentile for a) DJF, b) MAM, c) JJA, and d) SON. The zero
contour is in bold.
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Fig. 12: Composite anomalies WA (s~2, contours) and’A (K s™1, shading) on days with
P25 in the 18" percentile for a) DJF, b) MAM, c) JJA, and d) SON. Dashed corso
indicate negative values, solid contours indicate pasitalues, and the zero contour is in
bold. The contour interval fovAis 0.4 x 107° s2.
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Fig. 13: The real and imaginary parts of HEOF1 and HEOF2 of ioed C (shaded
contours) andyv (arrows). a) and b) correspond to HEOF1. c) and d) corresporiEOF2.
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Table 1: Percent of the variance explained by the first thie®HFs of the year-round NNR-
derived variables.

HEOF  qv C TA VA Caq CTA VAgqu VATA
1 15 29 17 12 16 16 12 12
2 11 10 8 5 10 9 8 5
3 9 7 6 5 7 5 7 4
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of combinedC andqv will be referred to as the “annual cycle HEOF”. The annualleyc
score series (Fig. 14a) clearly shows that this patteroviaithe seasonal cycle of jet stream
migration shown in Fig. 4, with positive scores during thenster months reflecting the
northward displacement of the jet stream and enhanced smigherly flow (Fig. 4c), and
negative scores corresponding to the opposite winter sicefiag. 4a).

The second HEOF (HEOF2) of combin€dand qv (Fig. 13c,d) accounts for 10% of
the variance in the combined field (Table 1), and stronglgmddes the “storm” pattern
of the composite anomaly fields in Fig. 7. Year-round HEOF2ahbinedC andqv will
be referred to as the “storm HEOF”. Though the storm HEOFesseries exhibits a large
amount of noise, scores are generally negative in the suramempositive in the winter,
indicative of the seasonal shift in the high-frequency aaitity associated with synoptic
waves. Together, the annual cycle and storm HEOFs accouapfooximately 25% of the
variance in the combined field, and are well-separated doupto the North criteria (North
et al., 1982). The correlation coefficients between the ahaycle and storm HEOFs and
daily precipitation are 0.25 and 0.57, respectively.

High-frequency variability was removed from the annualleyand storm HEOF score
series by computing the long-term weekly means (Fig. 155e lthe daily scores (Fig. 14),
long-term weekly mean annual cycle HEOF scores (Fig. 15bpasitive in JJA and negative
in DJF. The long-term weekly mean storm HEOF scores (Fig) &Begenerally positive in
winter and summer, but tend to be negative during early-mlid £ong-term weekly mean
P9-25 (Fig. 15a) closely follows the long-term weekly mean anrayale HEOF scores (Fig.
15b), and the variance is generally aligned with the vagandhe long-term weekly mean

storm HEOF scores (Fig. 15c).
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within the 16" and 9¢" percentiles. Dark green shading defines areas within tHea2sl
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The long-term weekly mean and variance of the annual cycl@Hgcores were retained
as predictors in a backward stepwise regression onto lermg-tveekly mearP%2° (statis-
tically significant ata = 0.05), and accounted for 69% of the variance in the regression.
However, the significant correlation between the long-tevaekly variance of the storm
HEOF and long-term weekly mean precipitation (Table 2)gatks that the storm HEOF is
also an important component of the annual cycle of Midwestipitation. In early-mid fall,
negative long-term weekly mean storm HEOF scores indit¢eethe field of combine@
andqv projects negatively onto the pattern in Fig. 13c,d. THlisalues must be small or
negative, and/ogv must have dominant northerly component over the centereofltmain.

Since the variance of the long-term weekly mean storm HE@fescis positively cor-
related with long-term weekly med?P-2%, and most of the explanatory power of the storm
HEOF results fromgv, it is unlikely that negative long-term weekly mean storm G
scores result from predominantly negatige. Rather, the negative storm HEOF scores
probably reflect the tendency for strong southerly low-leweisture transport and a low

occurrence of a jet over the Midwest in the fall.

3.3 Within-season Midwest precipitation variability
3.3.1 Relationship with jet stream probability
and horizontal moisture transport
In all seasons, HEOF1 of combin€candqv (Fig. 16) captures th€ pattern and propa-
gating low-level cyclone-anticyclone couplet presenhim®0"-percentile composite anoma-
lies. HEOF1 of combine€ andqv also resembles the storm HEOF from the year-long

analysis (Fig. 13c,d).
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Table 2: Correlation coefficients of the long-term weekly meand variances of year-round
combinedC and qv HEOF scores an@®2°. Mean is abbreviated “mn” and variance is
abbreviated “var”. Bold values are statistically significata = 0.05.

P%2>mn P%%®vyar HEOF1mn HEOF1var HEOF2mn HEOF2 var
PY9-25 mn 1

PO-25 yar -0.559 1

HEOF1 mn 0.563 0.062 1

HEOFlvar 0.906 -0.567 0.522 1

HEOF2mn -0.006 -0.006 0.048 0.334 1

HEOF2var 0.622 0.126 0.762 0.665 -0.220 1
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Fig. 16: HEOF1 of combine@ (shaded contours) argV (arrows) for a) DJF, b) MAM, c)
JJA, and d) SON. The zero contour is in bold.
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In DJF, MAM, and JJAP®25 has the greatest correlation with the combizendqv
HEOF1 score series (Table 3). Correlations are strongesdihdhd MAM and weakest in
JJA. In other words, the pattern that explains the most naggTable 4) in combined and
gv in JJA is a poor estimate of precipitation variability, evough similar HEOFs have

comparatively robust relationships with precipitationatiner seasons and the regressions

are all statistically significanto( = 0.05). The seasonal variation in the relationship between

HEOF1 ofC andqv and Midwest precipitation is visible in scatter plots (FiF). Stratifica-
tion of P%2° in the scatter plots likely results from subjective bias regipitation amounts
reported at Cooperative Observer Program (COOP) stationy @Dal., 2007).

HEOF1 ofgv alone (Fig. 18) is nearly identical to tlg field in HEOF1 of combined
C andqv. Both HEOFs are similarly correlated wi??-2> (Table 3), indicating that most of
the explanatory power in the combined field®&andqv is derived fromqv. HEOF1 ofC
alone (Fig. 19) resembles the annual cycle HEOF from the-geard analysis (Fig. 13a,b),
and has a low correlation witB%2 in all seasons (Table 3). HEOF2 Gfalone resembles
the storm HEOF from the year-round analysis (Fig. 13c,d) Jir QFig. 20a) and SON (Fig.
20d). However, MAM (Fig. 20b) and JJA (Fig. 20c) are charaeésl by a zonal jet over the

central U.S., which is accompanied by ridging in JJA.

3.3.2 Relationship with vorticity advection

and temperature advection
The leading HEOF of combinedA and TA (Fig. 21) captures aspects of a propagating
synoptic wave. The loadings are similar to the compositevaiies in Fig. 8, except that

the local maximum in warm advection is somewhat broader amthid more north-south



Table 3: Correlation coefficients of precipitation and thadieg HEOFs of the within-season NNR-derived variables] values are
statistically significant atr = 0.05.

DJF MAM
PO25 qu C TA VA Cqu C,TA VAqu VATA| P55 quv C TA~ VA Caqu C,TA VAqu VATA

P0.25 l 1

Qv 0670 1 0663 1

o 0.132 0179 1 0.248 0.240 1

TA 0571 0.825 0.047 1 0.576 0.807 0.147 1

VA 0.471 0.750 0.078 0.757 1 0.495 0.719 0.100 0.726 1

C,qu 0.674 0986 0.285 0.806 0.736 1 0.673 0.977 0.400 0.775 0.672 1

G, TA 0590 0.817 0.149 0.955 0.749 0.835 1 0.618 0.797 0.447 0911 0.655 0.846 1

VA qv 0.653 0.986 0.158 0.852 0.848 0.969 0.843 1 0.652 0.977 0.200 0.841 0.841 0.943 0.807 1

VA TA 0.565 0.852 0.070 0.959 0.909 0.834 0.928 0.911 10.577 0.831 0.134 0.945 0.909 0.788 0.857 0.908 1

JIA 1 SON

PO qu C TA~ VA Cqu C,TA VAqu VATA| P55 quv C TA~ VA Cqu C,TA VAqu VATA

P0.25 l 1

Qv 0.406 1 0579 1

o 0226 0.324 1 0.180 0.187 1

TA 0.316 0.586 0.121 1 0569 0.756 0.181 1

VA 0.318 0.451 0.085 0.561 1 0.444 0.650 0.068 0.600 1

C,qu 0426 0972 0.479 0536 0.404 1 0.564 0.957 0.392 0.749 0.600 1

C,TA 0.377 0.685 0.603 0.723 0.403 0.774 1 0.534 0.692 0.551 0.862 0.555 0.819 1

VA qv 0.412 0981 0.283 0.674 0.583 0.937 0.703 1 0.595 0.978 0.159 0.800 0.787 0.926 0.707 1

VA TA 0.357 0.610 0.112 0.926 0.817 0.555 0.668 0.731 10.563 0.781 0.150 0.945 0.879 0.754 0.801 0.870 1

LY



Table 4. Percent of variance explained by the first three HEGIFhe within-season NNR-derived variables.

DJF MAM
HEOF Qv C TA VA C,qv C,TA VA qv VA TA qv C TA VA C,qv C,TA VA qv VATA
1 20 17 19 14 15 12 16 15 17 15 16 13 13 10 14 13
2 9 10 8 5 8 9 7 5 10 11 8 6 9 7 7 5
3 8 8 7 5 7 6 6 4 8 8 6 5 7 6 6 4
JJIA SON
HEOF qv C TA VA C,qv C,TA VA qv VA TA qQv C TA VA C,qv C, TA VA gv VATA
1 14 12 10 8 11 8 11 7 16 18 17 13 13 12 13 13
2 9 10 6 5 7 7 6 4 9 11 8 6 9 9 7 5
3 8 7 5 4 6 5 5 3 8 8 5 4 7 6 6 4

8v
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Fig. 17: Scatter plots aP%25 (mmP®25) vs. score series for HEOF1 of combin€dand qv
for a) DJF, b) MAM, c), JJA, and d) SON.
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Fig. 19: HEOF1 of for a) DJF, b) MAM, c) JJA, and d) SON.



60N

50N -
40N
30N
20N -
60N -
50N
40N
30N

20N -

52

DIJF MAM

-0.08  -0.04 0 0.04 0.08

Fig. 20: HEOF2 of for a) DJF, b) MAM, c) JJA, and d) SON.
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-0.06 -0.02 0.02 0.06

Fig. 21: HEOF1 of combineWA (contours) and’A (shaded contours) for a) DJF, b) MAM,
c) JJA, and d) SON. Dashed contours indicate negative vakmil contours indicate
positive values, and the zeX contour is in bold. The contour interval fofAis 0.01.
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in the HEOFs. The center of warm advection is also displatigtitty north of the 9¢-

percentile location in JJA. In DJF, MAM, and JJA, HEOF1 of ¢oned VA andTA has a
lower correlation withP®2> than the leading HEOF of combiné&land qv (Table 3). In
SON, P%25 s similarly correlated with all leading HEOFs except HEGHL and HEOF1

of VA

3.3.3 Relationship with teleconnections

The PNA is one of the leading modes of variability in the wirterthern Hemisphere
500-hPa height field (Wallace and Gutzler, 1981). The pasjthase of the PNA depicts a
wave train consisting of an anomalously strong Aleutian Ljoesitive height anomalies over
the western U.S., and negative height anomalies over thiheastern U.S. Both the PNA
and the MEI are significantly correlated with HEOF1 of congali€ andqv (Table 5) and
precipitation (Table 6) during DJF, which may reflect a cartioen between the PNA and
the El Nino-Southern Oscillation (ENSO) phenomena (e.g., Namiak ,€1988; Trenberth,
1990; Blad, 1999; Hannachi, 2010), though disagreement existsdieggathe strength and
nature of this connection. However neither the PNA nor thd B¥plain as much variability
in DJF Midwest precipitation as HEOF1 q¥ (Table 6).

The correlation between the PNA and DBE?® is in agreement with the results of
Leathers et al. (1991), which showed correlations rangiognfabout -0.40 to -0.50 between
the PNA and winter precipitation over the Midwest. Additadly, Rodiionov (1994) found
that composites of the 700-hPa height field for 14 wintersywiery high and very low
precipitation over the Great Lakes strongly resembled th&tpe and negative phases of

the PNA pattern, respectively. Coleman and Rogers (2008)falsnd that monthly mean
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Table 5: Correlations between monthly mean values of wigitiason HEOF1 of combined
C andqv score series and teleconnection indices. Bold values atistgtally significant at

a = 0.05.
Teleconnection
NAO PNA MEI
DJF 0.245 -0.455 -0.332
MAM 0.095 0.215 -0.064
JIA -0.072 -0.136 0.022
-0.057

SON 0.138 -0.093
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Table 6: Correlations between monthly mei?° and teleconnection indices. Correlations
between monthly meaP2> and HEOF1 of combine@ andqv are shown in the last column.
Bold values are statistically significant@at= 0.05.

Teleconnection

NAO PNA MEI HEOF1 ofC andgv
DJF 0.155 -0.407 -0.227 0.614
MAM -0.059 0.229 0.052 0.530
JJA 0.268 0.037 0.144 0.486
SON -0.014 0.188 0.064 0.462
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precipitation in the Ohio River Valley (ORV), most of whicle$ in the southeastern part
of the Midwest domain, is linked to the PNA during DJF. Defgithe “ORV Index” as
the average standardized precipitation anomaly over atllosts, the authors found that the
meridional component of 850-hPa moisture flux, den@edvas significantly greater over
the ORV for winters in the upper-most quintile of the ORV iRd®mpared to winters in the
lowest quintile. Furthermore, the pattern of tipevectors in HEOF1 of combined andqyv
mirrors that ofgqv during the wettest winters, which has an axis oriented sees-northeast
extending from the Gulf of Mexico to the eastern U.S.

The propagating wave associated with HEOF1 of combidesdqv (Fig. 16) projects
onto the trough upstream of the Midwest defined in the negathase of the PNA (Wallace
and Gutzler, 1981, their Fig. 16). The centers of action @GHield (Fig. 16a) are located
between the maximum and minimum in 500-hPa height anomalies the U.S. in the
negative phase of the PNA (Wallace and Gutzler, 1981, thigir 6), as the enhanced
height gradient between the upstream trough and downstrelya implies the presence
of a jet stream. This is in agreement with Strong and Davi®820which found that the
negative phase of the second EOF of winter Northern HemispberatropicalC anoma-
lies, characterized by a merged jet stream over centraliN&nherica, is associated with
the negative phase of the PNA. However, HEOF1 of combifiexhd qv is more highly
correlated with Midwest precipitation than the PNA, the MEr the NAO in all seasons
(Table 6) perhaps because it captures patterns associategrapagating regional waves

rather than hemispheric standing waves.
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3.4 Winter variability

Though HEOF1 of combined andqv is a reasonable estimate of daily DJF precipitation,
the linear regression accounts for only about 45% of theawae in DJAP®-2%, This results
in part because the HEOF analysis does not fully resolve sted®processes like lake effect
snow that occur during the winter. Because the domain irrdwsttions near Lake Michigan,
Lake Superior, and Lake Huron, lake effect snow contribtad3JF precipitation.

Lake effect snow in the Great Lakes region often occurs Walig the passage of an
upper-level trough, which typically results in low-levednth or northwesterly flow over the
lake surface. Provided that the lake is unfrozen, and thd&eei to 850-hPa lapse rate is
about 10-13°C (e.g, E. W. Holroyd, 1971; Niziol et al., 1995), cold adventover the
lake results in upward heat and moisture fluxes, favoringdiaeelopment of clouds and
precipitation (e.g., Rothrock, 1969; R.R. Braham, 1988list the characteristics of a lake
effect snow environment in the Great Lakes region are etelgt opposite those shown in
HEOF1 of combinedC andqv. Additionally, these conditions (i.eqv vectors pointing
south, southeast, or even southwest over the Great Laleespadepicted in the subsequent
four HEOFs.

Because the synoptic environment in which lake effect snoeurs is quite different
from the one that favors precipitation from mid-latitudeclones, it is possible that a lake
effect pattern is present on days with large negative coethihand qv HEOF1 scores.
Not surprisingly, anomalies for days in DJF with the 9 highemmbinedC andqv HEOF1
scores (Figs. 22 and 23) generally resemble Figs. 7 and B pegitiveC anomalies, south-
southwesterlygv, 850-hPa warm advection, and cyclon/& over the Midwest. The 9

lowest combined andqv HEOF1 scores (Figs. 24 and 25) correspond to days with nonzer
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Fig. 22:C (shaded contours) amgy (arrows) on the days with the 9 highest combizand
gv HEOF1 scores in DJF. The zero contour is in bold.
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Fig. 23: VA (contours) andlA (shaded contours) on the days with the 9 highest combined
C andqv HEOF1 scores in DJF. Dashed contours indicate negativesabolid contours
indicate positive values, and the z&fé contour is in bold. The contour interval fMA is
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Fig. 24:C (shaded contours) argy (arrows) on the days with the 9 lowest combir@@dnd

gv HEOF1 scores in DJF. The zero contour is in bold.
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Fig. 25: VA (contours) andlA (shaded contours) on the days with the 9 lowest combined
C andqv HEOF1 scores in DJF. Dashed contours indicate negativesabolid contours
indicate positive values, and the zeré contour is in bold. The contour interval fMA is
2x10%9s71,
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precipitation (Fig. 17a), but are characterized by the atsef a strong upper-level jet, by
weakVA, and by cold advection over Great Lakes, all of which are cenet to lake effect
snow. However, in most cases the direction of 850-hPa meistansport does not depict the
north-northwesterly fetch that is associated with moselakect snow events in the Great
Lakes region. Thus, the low-score cases do not offer coivellesidence of a lake effect
snow environment.

Recall that the wave captured in the real part of HEOF1 of doetbC and qv is
composed of two low-level circulations (Fig. 16). As notadiata and methods, the phase of
the HEOF is arbitrary, and may be adjusted to optimize cati@h with an external variable
such as Midwest precipitation. However, the additiorrmb the phase of HEOF1 & and
gv in DJF depicted in Fig. 16a would reverse the moisture flowations, resulting in the
northerly component of 850-hPa flow necessary for lake effeow. In the next section, an
alternative phase shift for HEOF1 of combin€dand qv was calculated to highlight how

lake effect snow relates to this propagating pattern.

3.4.1 Propagating patterns relevant to lake effect snow
A subset of stations was subjectively chosen to form a “ldlex# time seriesB). The
stations were located in Michigan near the eastern sideské Michigan and the southern
edge of Lake Huron downwind of the dominant northwest lakehf¢dark gray patches in
Fig. 1). The fraction of total Midwest precipitation attuted to the lake effect stations was

calculated as
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_ SiLiBpiwi

i SiL1Piw;

, (26)

wherew refers to the area weights in data and methods, raigdthe number of Midwest
stations. The variablg is one ifi € L and zero otherwise, where is the set of lake
effect stations (Fig. 1, dark gray shaded contours). Siake kffect snow tends to occur
in conjunction with large-scale subsidence, the remaionéitre Midwest domain is unlikely
to experience precipitation during lake effect snow evemtgplying a relatively largeR
value. As done for total Midwest precipitation, @4lpower transformation was applied to
R, yielding the transformed time seri@?>. R is undefined on days for which = 0.
The number of days Witﬁ’,o-25 > 0.90 is around 7 per season over the entire period, and is
comparable to the climatology of days in DJF with snowfall inch(2.54 cm) at two sites
on the eastern side of Lake Michigan (Chagnon, 1968). SixessntfP%2° are shown in
Fig. 26.

Composite anomalies for days wii-?> > 0.90 (Fig. 27a) show north—northeastegy
over the Midwest, including the Great Lakes region, impdyweak moisture advection and
a dominant northerly component of the 850-hPa wind field sitant with cold advection
over the lake surface as seen in Fig. 27b. As expected, thedids in the exit sector of an
upper-level trough (Fig. 27a), and is experiencing stroold advection (Fig. 27b).

Phase-shifting the leading HEOF of combit@endqv to maximize correlation between
the real part of its score series aR?> moves the pattern in Fig. 16a approximately one-half
of a wavelength downstream, placing the Midwest in norttezBsqv and low C (Fig.

28). However, the correlation of HEOF1 of combin€dand qv with DJF P%25 is only



65

[ 2| 1 i
o[ T U

0.6

0.25

0.4

0.21

1958 1959 1960 1961 1962 1963

Fig. 26: P|°~25 for DJF 1957/1958-1962/1963. Tick marks are every Jan 1.
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0.20 (significant atr = 0.05). Though HEOF1 of combine@ and qv does not clearly
resolve a lake effect pattern in the 850-hétafields, the difference inp between the
shifts corresponding t& and the Midwest precipitation timeseries is approximatelgs
anticipated.

Since the analysis domain is larger than the domain usedittedake effect precipitation
stations, features outside of the Great Lakes region likelye the greatest impact on the
direction of moisture transport. In fact, the magnitudeshsfqv andC loadings in Fig.
28 are relatively large over the Gulf of Mexico. Thereforee phase shift that maximizes
the correlation between the real part of HEOF of combi6eahdqv andP%2® is probably
weighted toward the large positi@and, more importantly, the large negatiyevalues over
the southern part of the domain. While reducing the latitabixtent of domain of the HEOF
analysis to 40N-60°N produces a northwesterly fetch over the eastern Greatd edggon
in HEOF1 of combine® andqv (Fig. 29), it does not increase the correlation betqu%??
and the real part of the score series. In addition, the cyclarculation is also located north
and west of its position in Fig. 28, which suggests that théepais sensitive to the large

decrease in the domain size.

3.5 Summer variability
Owing to the northward displacement of the jet stream andrstoack, summertime
precipitation in the central U.S. tends to result from isethconvective processes. In par-
ticular, mesoscale convective complexes (MCCs, Maddox, 1&&0responsible for a large
portion of summer rainfall in the Midwest (Fritsch et al.,.88). MCCs generally contribute

to the upper end of the precipitation distribution becauddbair relatively long duration and
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Fig. 29: HEOF1 of combine@ andqv phase-shifted to maximize the modulus correlation
of the real part ané?2° with the domain bounded by 4R-60°N.
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high precipitation efficiency (Cotton et al., 1989). Furtnere, MCCs tend to form in moist
environments with low vertical wind shear, often downstneaf a weak midlevel trough,
and are frequently preceded by a low-level jet (Maddox, 1983

Anderson and Arritt (1998) noted similar conditions prasguring June and July 1993
— a period characterized by a large number of MCCs and persistengated convective
systems (PECs), where PECs are differentiated from MCCs by shape. A robust low-
level jet and large-scale ascent were present in compdsitdmth systems, though ascent
was somewhat stronger for PECs than for MCCs. The area of negafi@-hPa height
anomalies was also broader and centered farther east for PR for MCCs (their Fig. 8),
suggesting that more intense upper level dynamics areviedah the production of PECs
compared to MCCs. Results from Bell and Janowiak (1995) alseated the presence of
a 200-hPa jet streak within a ridge centered over the eakté3n and an upstream trough
over the western U.S. during the 1993 Midwest floods. Thetmgitrance region of the jet
streak maintained an average position over the Midwest dadd<? resulting in persistent
rising motion that likely assisted in the the developmerthefsystems that generated much
of the heavy precipitation.

Theqv field in HEOF1 of combine® andqv is a proxy for low-level moisture and the
GPLLJ, both of which are key components in the production afrwseason precipitation.
Both the GPLLJ and MCCs tend to occur at night (e.g., Bonne@18&ddox et al., 1982),
meaning that a large portion of summer Midwest precipitai®likely nocturnal, as well.
Using NNR data for MJJA 1985-1989, Higgins et al. (1997) shawhat the presence of
nocturnal (00-12 UTC) jets was associated with a greateepéage of precipitation over

portions of the Midwest relative to the nocturnal mean, wiité largest positive anomalies
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tending to shift south and east throughout the season @#mggst 12 and 13). This is con-
sistent with shift in anomalies of vertically integrated istare flux into the Midwest (their
Fig. 20), which closely resemble HEOF1 @f in May and June. During July and August,
the cyclone-anticyclone couplet assumes a north—souitiggusand flow from the Gulf is
maximized over the southeast U.S. and ORV.

By comparing the ratios of 90 percentile precipitation associated with strongest jets
in July (PPP*) to 90" percentile precipitation associated with the weakest (i&"er),
Monaghan et al. (2010) showed that the amount of nocturra [(BT) precipitation over
the central U.S. is influenced by the intensity of the GPL%;:,—: was impacted by the
position of the jet exit region, as well, with the strongegtsjexhibiting the greatest values of
%ﬁ: for exit regions located north and northeast of the centi@hB (their Fig. 6). These
results are consistent with the findings in Tuttle and Da2®306), which, in addition to
linking jet strength to precipitation, identified the exégion of the GPLLJ as an area of
convergence, instability, and potential frontogenesis.

Thus, one of the primary reasons for the weak relationshiwéen HEOF1 of combined
€ andqgv and summer precipitation is its inability to resolve diéfaces in the strength of the
GPLLJ, which exhibits both diurnal and month-to-month &hariity, and is partly dependent
on the strength of the upper-level jet. Because HEOF1 eng#sathe strongest features of
theqv field, itis likely describing the GPLLJ in early summer, bdsa the month-to-month
changes in the moisture flux field in Higgins et al. (1997). PbsitiveC anomalies present
in the combined HEOF1 of combinéd andqv (Fig. 16) also indicates the propensity of
HEOF1 of combine® andqv to highlight a robust GPLLJ that occurs in conjunction with

fairly strong synoptic forcing, as in the case of PECs in Asdarand Arritt (1998).
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As a result, composites corresponding to the 9 highest amesibcombined andqv
HEOF1 scores are highly variable. Whde anomalies are generally southerly (Fig. 30) and
TA tends to be anomalously positive (Fig. 31) over most of thewist in the high-score
cases, no primary pattern emerges in the low-score casgs. @2 and 33). Furthermore,
C anomalies are overwhelmingly positive regardless of theessign, whileVA anomalies
occur nearly equally in either case.

The strength of upper-level winds has been shown to infludremtensity of the GPLLJ
as well. Composites of 200-hPa zonal wind and streamlinestfong GPLLJ events in Mo
and Berbery (2004) (their Fig. 13) show a speed maximun®24 m s'1) over the Great
Lakes region embedded in a ridge with the entrance regigmedi with the exit sector of
the GPLLJ. Conversely, weak GPLLJ events are characterigetblver zonal winds, with
a ridge over the central U.S. and a downstream trough cehtese the Midwest. Similarly,
Byerle and Paegle (2003) found that JJA vertically integptanoisture flux, 700- and 850-
hPa wind, and precipitation over the central U.S., inclgdparts of the Midwest, were
positively correlated with 200-hPa zonal wind, particijasver the region encompassing
the Rockies.

This is supported by Trenberth and Guillemot (1996), whonfbthat Gulf moisture
transport was a critical component of the large-scale tat@n during the 1993 Midwest
floods. However, it was the interaction of this moist flow wilie southward shifted storm
track, enhanced jet stream, and antecedent soil moistatauttimately favored sustained
heavy rainfall. Thereforegv, or any measure of atmospheric moisture for that matterf mus
be used in conjunction with other variables to definitivelgntify an environment conducive

to heavy precipitation (i.e., horizontal moisture trangpoto the Midwest collocated with
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positiveC anomalies embedded in a ridge, and negative or weak posifivenomalies).
In all likelihood, JJA precipitation does not have one (oo}warticular environments that
typify heavy precipitation events. Thus, the leading HE@té&s primarily be capturing the
characteristics of isolated events with large contritngito Midwest precipitation, such as

the 1993 floods.



CHAPTER 4

SUMMARY AND CONCLUSIONS

Ultimately, the value of HEOF analysis lies in its abilityresolve propagating waves in a
few simple patterns. Furthermore, relationships betwesingle HEOF and one or multiple
time series are easily determined by adjusting the phasbeoHEOF. While this partic-
ular analysis does not resolve any unexpected patternsriaibildy in Midwest regional
circulation, it does condense most of the variability cep@nding to daily precipitation
into one HEOF, whereas traditional or rotated analysis @dwve produced two patterns
approximatelyrt/2 out of phase.

Both the composites and the leading HEOFE€TA, VA, andqv provide a reasonable
representation of the environment conducive to precipitain the Midwest. In addition,
the pattern depicted in the composites of dry days, whiclffésgvely opposite that of 30
percentile precipitation days, is implicit in the negatiwadings of these HEOFs. Further-
more, the fact that the HEOFs were computed independentheqgirecipitation time series,
and the consistency in the patterns on different time scabegseases confidence that the
composite anomalies are not merely byproducts of the statisnethods used.

Year-round analysis of 1958—2008 daily aver&ggndqv derived from the NNR data set
over the Midwest produces the meridional migration of theajed accompanying low-level

circulation inherent in the annual cycle of both variable$iEOF1 of combined€ andqv
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(“annual cycle” HEOF). The weighted precipitation timeissris most highly correlated
with HEOF2 of combined: andqv (“storm HEOF”) which depicts a jet stream oriented
southwest-northeast over the central U.S., coupled withihgsly 850-hPa flow into the
domain. Together, the annual cycle and storm HEOFs accoutw®é-thirds of the variance
in the long-term weekly mean annual cycle of precipitatibarthermore, the similarity be-
tween the storm HEOF and composite anomalie&s afidqv for 90 percentile precipitation
days indicates that the pattern is representative of aatoaspheric features associated with
heavy precipitation.

The within-season analysis of the NNR-derived data redetilat HEOF1 of combined
C and gv has the strongest relationship with precipitation. Thelings show the same
general wave feature present in the storm HEOF, which ctsnefsa propagating cyclonic
circulation over the central U.S. and a downstream antayiclcirculation located along the
East Coast, with moisture transport occurring from the GélMexico into the Midwest.
The correlation between HEOF1 of combin@@ndqv and precipitation is greatest in DJF
and MAM, with the linear regression explaining approxina#s% of the variance in daily
Midwest precipitation in both seasons.

Although HEOF1 ofgv explains nearly the same amount of varianc®¥°, HEOF1
of combinedC andqv provides the most comprehensive view of the regional pratiag
circulation features that influence precipitation becaitisedicates the position of the jet
stream, the magnitude of moisture transport, the moistouece region, and the properties
of the 850 hPa wind field. The latter is more informative beseait provides additional
information about jet-level variations. In addition, tBepattern may be compared with

teleconnection patterns in height or scalar wind fields.
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In addition, applying a phase shift that maximizes the datien betweerP®2® and the
real part of HEOF1 of combined andqv in DJF shifts the pattern in HEOF1 of combined
C andqv approximately half of a wavelength downstream as expectéle case of a lake
effect snow environment. However, the direction of moistwansport is not aligned with the
fetch that is typical of most lake effect snow events in thedbt akes region. The inability
of HEOF1 of combined andqy to fully resolve the lake effect snow environment likely
results from the large weighting of circulation featuregothe Gulf of Mexico, which has
a larger influence on the correlation between the real pashidsfed HEOF1 an(ﬂ>|°-25 than
loadings over the Great Lakes region. Though adjusting tiadyais domain of HEOF1 of
combinedC and qv from 20°N-60°N to 40°N—6C°N produces northwesterlgv over the
eastern Great Lakes, the cyclonic circulation in tiefield is shifted north and west of its
original position, indicating that the pattern is sengtio large changes in the domain.

Overall, the HEOF analysis presented here isolated the coengs of the regional cir-
culation that best explain Midwest precipitation resgtinom propagating synoptic-scale
features. This is evidenced by the strong relationship eetAHEOF1 of combine@ and
qv and the PNA in DJF. As a result, HEOF1 of combir@dndqv has the strongest linear
relationship with DJF precipitation, and is weakly cortethwith precipitation in JJA when
the jet stream shifts over the northernmost part of the domaaid precipitation tends to
result from convective processes. Though horizontal ramstransport is still the most
important variable of the ones assessed in determining ®utime precipitation, none of
the HEOFs clearly capture mesoscale features, partiglN#tICs, that are the main sources
of precipitation during this time.

While combininggV with VA or C results in a parsimonious representation of possible
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sources of this instability, such as cycloMA or the dynamic processes associated with the
jet stream, doing so produced HEOFs with more components dhaanalysis of a single
variable. Thus, it is likely that multiple HEOFs of combinedper and lower-atmospheric
features best approximate an MCC environment, with each gpkaiaing a very small
portion of the total field variance.

In addition, limitations arose from the fact the NNR dataisetodel-generated, meaning
that it may smooth out mesoscale, or subtle large-scalepooants of the flow that might
otherwise indicate conditions favorable for convectiorisdi the use of daily mean values
of precipitation made it difficult to ascertain whether pp#@ation recorded on consecutive
days resulted from a single event spanning multiple dayseparate daily events. This
also produced uncertainty in determining the timing of ppiation with respect to the
occurrence of atmospheric phenomena captured by the HEOFs.

Future work could, therefore, address these issues by @sdifferent reanalysis with
higher spatial and/or temporal resolution, such as thetNamerican Regional Reanalysis
(NARR), although the period of record only extends as farkbas 1979. Another option
is to compare HEOFs obtained from 6-hourly NNR data to a silypdeecipitation data set
averaged over the same time period. Satellite or radar daitial @ssist in the interpretation
of the precipitation data, although these sources are raglwavailable prior to the 1970s,
and often contain missing values. Whether different datauaegl or not, the methodology
applied in this study is easily adaptable to other regionsyigded the precipitation network

over a given location is sufficiently dense.



REFERENCES

Agee, E. M., 1991: Trends in cyclone and anticyclone fregyesnd comparison with
periods of warming and cooling over the Northern Hemisph&r€limate 4, 263—266.

Anderson, C. J., and R. W. Arritt, 1998: Mesoscale conveatmmplexes and persistent
elongated convective systems over the United States du#i8g and 1993Vlon. Wea. Rey.
126, 578-599.

Angel, J. R., and S. A. Isard, 1998: The frequency and intgi$iGreat Lakes cyclones.
Climate 11, 1861-1871.

Ault, T. R., and S. S. George, 2010: The magnitude of decadhhaultidecadal variability
in North American precipitation]. Climate 23, 842—850.

Aurenhammer, F., 1991: Voronoi diagrams—a survey of a forefdal geometric data
structure ACM Computing Survey&3, 345—-405.

Barlow, M., S. Nigam, and E. H. Berbery, 2001: ENSO, Pacificadtal variability, and US
summertime precipitation, drought, and streamfldwClimate 14, 2105-2128.

Barnett, T. P., 1983: Interaction of the monsoon and pac#ite wind system at interannual
time scales: Part I: The equatorial castmn. Wea. Reyl111, 756—773.

Barnston, A., and R. E. Livezey, 1987: Classification, seaktynand persistence of low-
frequency atmospheric circulation patterhon. Wea. Rey115 1083-1126.

Bates, G. T., and M. P. Hoerling, 2001: Central U.S. springtipnecipitation extremes:
Teleconnections and relationships with sea surface teatyrerJ. Climate 14, 3751-3766.

Becker, E. J., and E. H. Berbery, 2009: Understanding theackexistics of daily precipita-
tion over the United States using the North American Redi®®analysisJ. Climate 22,
6268-6286.

Bell, G. D., and J. E. Janowiak, 1995: Atmospheric circolatssociated with the Midwest
floods of 1993Bull. Amer. Meteor. Soc76, 6268—6286.

Bladé, I., 1999: The influence of midlatitude ocean-atmosphengpking on the low-
frequency variability of a gcm. Part II: interannual vaiiél induced by tropical sst forcing.
J. Climate 12, 21-45.



83

Bonner, W. D., 1968: Climatology of the low-level jélon. Wea. Rey96, 833—850.

Bradbury, J. A., B. D. Keim, and C. P. Wake, 2003: The influerfaegional storm tracking
and teleconnections on winter precipitation in the Northea United StatesAnn. Assc.
Amer. Geog.93, 544-556.

Byerle, L. A., and J. Paegle, 2003: Modulation of the Greatirf?l low-level jet and
moisture transports by orography and large-scale cirmrlatJ. Geophys. Red 08 doi:
10.1029/2002JD003005.

Chagnon, D., 1995: Determining cyclone frequencies usinglegrea circlesMon. Wea.
Rev, 123 2285-2294.

Chagnon, S. A., 1968: Precipitation climatology of Lake Mgan Basin. Bulletin 52, State
Water Survey, 43 pp., Urbana, IL.

Coleman, J., and J. Rogers, 2003: Ohio River Valley winterstaoeé conditions associated
with the Pacific—North American teleconnection pattéirClimate 16, 969—981.

Cotton, W. R., M. Lin, R. L. McAnelly, and C. J. Tremback, 1989.cémposite model of
mesoscale convective complexbton. Wea. Reyl17, 765—-783.

Daly, C., W. P. Gibson, G. Taylor, M. Doggett, and J. I. SmitBp2: Observer bias in
daily precipitation measurements at United States cotipemaetwork stationsBull. Amer.
Meteor. S0¢.88, 899-912.

DeGaetano, A. T., 2009: Time-dependent changes in extma@pitation return-period
amounts in the continental United StatésAppl. Meteorol. Clim.48, 2086—2099.

E. W. Holroyd, 1., 1971: Lake effect cloud bands as seen frozativer satellitesl. Atmos.
Sci, 28, 1165-1170.

Efron, B., 1981: Nonparametric standard errors and conéieantervals. Technical Re-
port 67, Division of Biostatistics, Stanford University) $p., Stanford, CA.

Eichler, T., and W. Higgins, 2006: Climatology and ENSO-tethvariability of North
American extratropical cyclone activity. Climate 19, 2076—2093.

Fritsch, J. M., R. J. Kane, and C. R. Chelius, 1986: The corttdbwf mesoscale convective
weather systems to warm season precipitation in the Unitate§J. Climate 25, 1333—
1345.

Gershunov, A., and T. P. Barnett, 1998a: Enso influence oaseasonal extreme rainfall and
temperature frequencies in the contiguous united statbse®ations and model resulis.
Climate 11, 1575-1586.



84

Gershunov, A., and T. P. Barnett, 1998b: Interdecadal natidui of ENSO teleconnections.
Bull. Amer. Meteor. Sogc79, 2715-2725.

Groisman, P. Y., R. W. Knight, D. R. Easterling, T. R. Karl,G Hegerl, and V. N. Razuvaey,
2005: Trends in intense precipitation in the climate recdr€limate 18, 1326—1350.

Groisman, P. Y., R. W. Knight, T. R. Karl, D. R. Easterling, 8n, and J. H. Lawrimore,
2004: Contemporary changes in the hydrological cycle overctimtiguous United States:
trends derived from in situ observatiods Hydrometeoro).5, 64—85.

Hannachi, A., 2010: Toward a nonlinear identification oféi@ospheric response to ENSO.
J. Climate 14, 2138-2149.

Hannachi, A., I. T. Jolliffe, and D. B. Stephenson, 2007: HKiogl orthogonal func-
tions and related techniques in atmospheric science: Aewevnt. J. Climatol, 27, doi:
10.1002/joc.1499.

Hartley, S., and M. J. Keables, 1998: Synoptic associatidngnter climate and snowfall
variability in New England, USA 1950-199mt. J. Climatol, 18, 281—-298.

Hayden, B., 1999: Climate change and extratropical storssine the United States:An
assessmend. Amer. Wat. Resourc. Assp85, 1387-1397.

Higgins, R. W., V. B. S. Silva, W. Shi, and J. Larson, 2007: &ehships between climate
variability and fluctuations in daily precipitation oveetinited Statesl. Climate 20, 3561—
3579.

Higgins, R. W,, Y. Yao, E. S. Yarosh, J. E. Janowiak, and K. C, W@97: Influence of
the Great Plains Low-Level Jet on summertime precipitadiod moisture transport over the
central United Stated. Climate 10, 481-507.

Hinkley, D., 1977: On quick choice of power transformatiéppl. Stat. 26, 67—69.

Holton, J. R., 2004An Introduction to Dynamic Meteorologyth ed., Elsevier Academic
Press, Burlington, MA.

Horel, J., 1981: A rotated principal component analysishefinterannual variability of the
northern hemisphere 500 mb height figldlon. Wea. Rey109 2080-2092.

Horel, J., 1984: Complex prinicpal component analysis: Themd examples. Appl.
Meteorol. Clim, 23, 1660-1673.

Horowitz, J., 2001: The bootstragandbook of Econometricd. J. Heckman and E. Leamer,
Eds., Elsevier Science B.V., Vol. 5, 3160-3228.

Isard, S. A., J. R. Angel, and G. T. VanDyke, 2000: Zones djiorof Great Lakes cyclones
in North America, 1899-199@on. Wea. Rey128 474-485.



85

Jolliffe, 1. T., 2002: Principal Component AnalysisSpringer-Verlag New York, Incorpo-
rated.

Kalnay, E. et al., 1996: The NCEP/NCAR 40-year reanalysisegtoBull. Amer. Meteor.
Soc, 77, 437-470.

Karl, T. R., and R. W. Knight, 1998: Secular trends of prdeiffon amount, frequency, and
intensity in the United StateBull. Amer. Meteor. Soc79, 231-241.

Key, J. R., and A. C. K. Chan, 1999: Multidecadal global andargli trends in 1000 mb
and 500 mb cyclone frequencies.Geophys. Re26, 2053—2056.

Konrad, C. E., 2001: The most extreme precipitation evengs the eastern United States
from 1950 to 1996:Considerations of scaleHydrometeoy.2, 309-325.

Kunkel, K. E., 2003: North American trends in extreme prdaijpon. Nat. Hazards 29,
291-305.

Kunkel, K. E., K. Andsager, and D. R. Easterling, 1999: Ldoewgn trends in extreme precip-
itation events over the conterminous United States and Gada@limate 12, 2515-2527.

Leathers, D. J., B. Yarnal, and M. A. Palecki, 1991: The Pabifirth American telecon-
nection pattern and United States climate. Part I: Regiteraperature and precipitation
associations]. Climate 4, 517-528.

Lorenz, E. N., 1956: Empirical orthogonal functions andisteal weather prediction. Sci.
Rep. No.1, Statistical Forecasting Project, Dept. Meteor., M.I4R pp.

Maddox, R. A., 1980: Mesoscale convective compleBedl.. Amer. Meteor. Soc61, 1374—
1387.

Maddox, R. A., 1983: Large-scale meteorological condgi@associated with midlatitude,
mesoscale convective complexton. Wea. Reyl11, 1475-1493.

Maddox, R. A., D. M. Rogers, and K. W. Howard, 1982: Mesoscalavective complexes
over the United States during 1981—-Annual summisign. Wea. Rey110, 1502-1514.

Mantua, N. J., S. R. Hare, Y. Zhang, J. M. Wallace, and R. Fsark®97: A pacific
interdecadal climate oscillation with impacts on salmarduction.Bull. Amer. Meteor. Sog.
78, 1069-1079.

Mauget, S. A., 2003: Intra- to multidecadal climate vari@piover the continental United
States: 1932949l Climate 16, 2215-2231.

Mitchell, M. J., R. W. Arritt, and K. Labas, 1995: A climat@y of the warm season great
plains low-level jet using wind profiler observatioMea. Forecastingl0, 576-591.



86

Mitchell, T. D., and P. D. Jones, 2005: An improved method afistructing a database
of monthly climate observations and associated high-vtigmi grids.Int. J. Climatol, 25,
693-712.

Mo, K. C., and E. H. Berbery, 2004: Low-level jets and the sumprecipitation regimes
over North AmericaJ. Geophys. Re409, doi:10.1029/2003JD004106.

Mo, K. C., and J. E. Schemm, 2008: Droughts and persistent padissover the United
States and Mexical. Climate 21, 980—994.

Monaghan, A. J., D. L. Rife, J. O. Pinto, and C. A. Davis, 2010ob@l precipitation
extremes associated with diurnally varying low-level jét<Climate 23, 5065-5084.

Namias, J., X. Yuan, and D. R. Cayan, 1988: Persistence ofhNeetific sea surface
temperature and atmospheric flow pattethLlimate 1, 682—-703.

Newman, M., G. P. Compo, and M. A. Alexander, 2003: ENSO-fdrcariability of the
Pacific Decadal Oscillatiod. Climate 16, 3853—-3857.

Niziol, T. A., W. R. Snyder, and J. S. Waldstreicher, 1995: nWr weather forecasting
throughout the Eastern United States. Part IV: lake effiectvsMon. Wea. Reyl10, 61-77.

North, G. R., T. L. Bell, R. F. Cahlan, and F. J. Moeng, 1982: @arg errors in the
estimation of empirical orthogonal functioridon. Wea. Rey110, 699-706.

Reitan, C., 1974: Frequencies of cyclones and cyclogenesiddrth America, 1951-70.
Mon. Wea. Rey102, 861-868.

Reitan, C., 1979: Trends in the frequencies of cyclone dgtower North AmericaMon.
Wea. Rey.107, 1684—-1688.

Rodiionov, S. N., 1994: Association between winter preaeafmn and water-level fluctua-
tions in the Great Lakes and atmospheric circulation pastdr Climate 7, 1693—-1706.

Rothrock, H. J., 1969: An aid in forecasting significant lakews. Tech Memo WBTM
CR-30, National Weather Service, Central Region, 12 pp., &asty, MO.

R.R. Braham, J., 1983: The Midwest snowstorm of 8—11 Deceit®g7.Mon. Wea. Rey.
111, 253-272.

Schneider, N., and B. D. Cornuelle, 2005: The forcing of theifiRaDecadal OscillationJ.
Climate 18, 4355-4373.

Serreze, M. C., M. P. Clark, and D. L. McGinnis, 1998: Charastes of snowfall over the
eastern half of the United States and relationships withggral modes of low-frequency
atmospheric variabilityd. Climate 11, 234—250.



87

Strong, C., and R. E. Davis, 2005: The surface of maximum wgdraalternative to the
isobaric surface for wind climatologGeophys. Res. LetB2, doi:10.1029/2004GL022039.

Strong, C., and R. E. Davis, 2008: Variability in the positaord strength of winter jet stream
cores related to Northern Hemisphere teleconnectidriSlimate 21, 584-592.

Trenberth, K., 1990: Recent observed interdecadal climlaéamges in the Northern Hemi-
sphereBull. Amer. Meteor. Soc71, 988—993.

Trenberth, K., and C. J. Guillemot, 1996: Physical processasved in the 1988 drought
and 1993 floods in North Americd. Climate 9, 1288-1298.

Trenberth, K. E. et al., 2007: Climate Change 2007: The PhlyBiasis. Contribution of
Working Group | to to the Fourth Assessment Report of thergeernmental Panel on
Climate Change, chap. 3. Observations: surface and atmasgherate change, 235-336.
Cambridge University Press, Cambridge, UK.

Trigo, I. F., and T. D. Davies, 2000: Decline in Mediterraneainfall caused by weakening
of Mediterranean cyclone§&eophys. Res. LetR7, doi:10.1029/2000GL011526.

Tuttle, J. D., and C. A. Davis, 2006: Corridors of warm seasatipitation in the central
United StatesMon. Wea. Rey134, 2297-2317.

von Storch, H., T. Bruns, |. Fischer-Bruns, and K. Hasselmd®88: Principal oscillation
pattern analysis of the 30- to 60-day oscillation in the gaherculation model equatorial
tropospherel. Geophys. Re93, 11 022-11 036.

Vose, R. S., R. L. Schmoyer, P. M. Steurer, T. C. Peterson, RnHé. R. Karl, and
J. K. Eischeid, 1992: The Global Historical Climatology NetwLong-term monthly
temperature, precipitation, sea level pressure, andst@iiessure data. Technical Report
ORNL/CDIAC-53, NDP-041, Carbon Dioxide Information Analystenter, Oak Ridge
National Laboratory, 325 pp., Oak Ridge, TN.

Wallace, J. M., and D. S. Gutzler, 1981: Teleconnectiondhédgeopotential height field
during the Northern Hemisphere wintdon. Wea. Rey109, 784-812.

Wernli, H., and C. Schwierz, 2006: Surface cyclones in the ERAdataset (19582001).
Part I: Novel identification method and global climatologyAtmos. Sci63, 2486—-2507.

Wilks, D. S., 1995: Statistical methods in the atmospheric sciencksademic Press,
California.

Wolter, K., and M. S. Timlin, 1993: Monitoring ENSO in COADStWwia seasonally adjusted
principal component indeXroc. of the 17th Climate Diagnostics Workshdmrman, OK.

Wolter, K., and M. S. Timlin, 1998: Measuring the strengthEddSO events: How does
1997/98 rankeather 53, 315-324.



88

Zhang, X., J. Wang, F. W. Zwiers, and P. Y. Groisman, 2010: The influence of large-scale
climate variability on winter maximum daily precipitation over North Amerid¢aClimate,
23, 2902-2915.

Zishka, K. M., and P. J. Smith, 1980: The climatology of cyclones and anticyclones over
North America and surrounding ocean environs for January and July, 199@en7 Wea.
Rey, 108, 387-401.



