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ABSTRACT

Single Photon Emission Computed Tomography (SPECT) myocardial perfusion imaging

(MPI), a noninvasive and effective method for diagnosing coronary artery disease (CAD), is

the most commonly performed SPECT procedure. Hence, it is not surprising that there is a

tremendous market need for dedicated cardiac SPECT scanners. In this dissertation, a novel

dedicated stationary cardiac SPECT system that using a segmented-parallel-hole collimator

is investigated in detail. This stationary SPECT system can acquire true dynamic SPECT

images and is inexpensive to build.

A segmented-parallel-hole collimator was designed to fit the existing general-purpose

SPECT cameras without any mechanical modifications of the scanner while providing higher

detection sensitivity. With a segmented-parallel-hole collimator, each detector was seg-

mented to seven sub-detector regions, providing seven projections simultaneously. Fourteen

view-angles over 180◦ were obtained in total with two detectors positioned at 90◦ apart.

The whole system was able to provide an approximate 34-fold gain in sensitivity over the

conventional single-head SPECT system.

The potential drawbacks of the stationary cardiac SPECT system are data truncation

from small field of view (FOV) and limited number of view angles. A tailored maximum-

likelihood expectation-maximization (ML-EM) algorithm was derived for reconstruction

of truncated projections with few view angles. The artifacts caused by truncation and

insufficient number of views were suppressed by reducing the image updating step sizes of the

pixels outside the FOV. The performance of the tailored ML-EM algorithm was verified by

computer simulations and phantom experiments. Compared with the conventional ML-EM

algorithm, the tailored ML-EM algorithm successfully suppresses the streak artifacts outside

the FOV and reduces the distortion inside the FOV. At 10 views, the tailored ML-EM

algorithm has a much lower mean squared error (MSE) and higher relative contrast.

In addition, special attention was given to handle the zero-valued projections in the

image reconstruction. There are two categories of zero values in the projection data: one

is outside the boundary of the object and the other is inside the object region, which is

caused by count starvation. A positive weighting factor c was introduced to the ML-EM



algorithm. By setting c > 1 for zero values outside the projection, the boundary in the

image is well preserved even at extremely low iterations. The black lines, caused by the

zero values inside the object region, are completely removed by setting 0 ≤ c < 1.

Finally, the segmented-parallel-hole collimator was fabricated and calibrated using a

point source. Closed-form explicit expressions for the slant angles and rotation radius were

derived from the proposed system geometry. The geometric parameters were estimated

independently or jointly. Monte Carlo simulations and real emission data were used to

evaluate the proposed calibration method and the stationary cardiac system. The simulation

results show that the difference between the estimated and the actual value is less than 0.1◦

for the slant angles and the 5 mm for the rotation radius, which is well below the detector’s

intrinsic resolution.
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CHAPTER 1

INTRODUCTION

1.1 Importance of Cardiac SPECT

Cardiovascular disease (CVD) is the leading cause of death in the U.S. for both men and

women, killing 597,689 Americans in 2010—that is 1 in every 4 deaths [1, 2]. According

to statistics released by the American Heart Association (AHA), over 84 million American

adults suffer from CVD and on average 2,100 people die of CVD every day [3]. Early

detection and risk assessment is key to preventing death. Single Photon Emission Com-

puted Tomography (SPECT) imaging, presently considered state-of-the-art for myocardial

perfusion imaging, involves injection of a small amount of radioactive tracers into the

blood to produce accurate images of blood flow and perfusion. Myocardial perfusion

imaging is performed in conjunction with either physical stress (exercise) or pharmacologic

stress, identifying areas of relatively reduced blood flow in the myocardium associated

with ischemia or scars. Unlike cardiovascular magnetic resonance imaging (MRI), cardiac

SPECT is safe for patients with pacemakers and other metallic devices. In addition, it

is much more affordable compared with myocardial positron emission tomography (PET)

and cardiovascular MRI. Cardiac SPECT myocardial perfusion imaging has proven to be

valuable in diagnosing, assessing, and evaluating treatment of CVD. It has been the most

important imaging modality for coronary artery disease.

1.2 Cardiac SPECT Imaging

A typical cardiac SPECT scan involves three steps. Before the SPECT scan, the patient

is injected with a chemical that is radiolabeled. These tracers mix with the blood and are

taken up by living heart muscle. The gamma rays emitted from tracers are processed by a

gamma camera, as shown in Figure 1.1. At the top of the camera is a collimator which is

made of lead or tungsten. The lead walls, called septa, between the holes in the collimator

absorb most photons and only those from nearly the same direction as the collimator holes

can pass through the holes. These photons are further absorbed by a thallium-activated
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Collimator

NaI (TI) crystal

Photomultiplier tubes (PMI)

Pre-amplifiers

Position decoding circuits

Organ with radioactive emission

Figure 1.1: A SPECT camera head contains collimator, NaI(Tl) crystal, PMTs, pre-
amplifier, and position decoding circuits.
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sodium iodide [NaI(Tl)] crystal, typically 0.95 cm (3/8 inch) thick, causing the emission

of visible light and ultraviolet (UV) radiation. A large number of 5.1- to 7.6-cm (2- to

3-inch) diameter photomultiplier tubes (PMTs) are coupled to the scintillator crystal to

convert the light and UV photons into electrical signals and amplify the signals [4], which

are further amplified by the preamplifiers. The position of each photon intersection in the

crystal is determined by the relative amplitude of the pulse. The total energy deposited in

the crystal produces the energy signal. Finally, the two-dimensional (2D) projections are

converted into 3D images by reconstruction methods.

1.3 Weakness of Conventional SPECT System

The conventional SPECT system usually has two large cameras consisting of a NaI(TI)

crystal with large photomultiplier tubes and parallel-hole collimators. The detectors collect

the high-energy photons emitted by the patient and rotate 180◦ or 360◦ around the patient’s

body to provide a sufficient number of untruncated projections. However, in cardiac

imaging, only a small portion of the detector area is used to image the heart, which leads

to the system being inefficient (see Figure 1.2). In addition, dynamic SPECT studies are

complicated in the rotation system because the radionuclide concentration in the field of

view (FOV) changes over the time of acquisition for the different projections, resulting in

inconsistent projection data.

1.4 Commercial Dedicated Cardiac SPECT

In an effort to overcome these limitations of the conventional SPECT system, several

manufacturers recently developed innovatively designed dedicated cardiac SPECT systems

with small FOV. The D-SPECT system, developed by Spectrum Dynamics, contains 10

sweeping parallel-beam detectors [5]. Digirad created a dedicated cardiac SPECT system

that has stationary detectors and a rotating chair. The projections are collected by rotating

the patient on the chair [6]. The CardiArcR© scanner uses stationary curved detectors and

a sweeping aperture arc with a series of vertical slots. The aperture arc rotates back and

forth to provide enough view-angles and the horizontal vanes provide collimation in the

axial direction [7]. All these three systems can be positioned very close to the patient

to achieve high-sensitivity performance, but none of them are fully stationary. UC San

Francisco and Western Cardiology Associates designed a stationary cardiac SPECT system

using a multipinhole technique [8, 9]. Another newly developed stationary cardiac scanner

is GE Healthcare’s Discovery NM 530cR©, which uses Alcyone technology, consisting of

an array of CZT detectors and focused multipinhole collimators. With the multipinhole



4

Figure 1.2: In the conventional SPECT system, only a small portion of the detectors are
used for imaging the heart.
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collimators, the scanner can simultaneously image all views with no moving parts during

data acquisition [10, 11]. However, the image sensitivity is reduced as the multipinhole

collimator operates in minification mode for human cardiac studies.

1.5 Pinhole vs. Parallel-hole

In this dissertation, a stationary cardiac SPECT system using a novel segmented slant-

hole collimator has been investigated. This system is completely stationary during acquisi-

tion and is ideal for dynamic cardiac imaging.

The detection resolution and sensitivity of pinhole and parallel-hole were compared

before collimator design. Collimator resolution and efficiency are usually used to describe

the performance of the collimator. Collimator resolution R is defined as the full width at

half maximum (FWHM) of the radiation profile of a point source projected on the detector

through the collimator. Collimator efficient g is defined as the fraction of γ rays passing

through the collimator per γ ray emitted by the source. Equations for collimator resolution

(Rph,Rpar) and collimator efficiency (gph, gpar) for pinhole and parallel-hole collimators are

given by [12]:

Pinhole Collimator:

Rph ≈ dph(fph + bph)/fph (1.1)

gph ≈ d2ph/(16b
2
ph), (1.2)

where fph is the focal-length of the pinhole. bph and dph represent the object-to-pinhole

distance and the pinhole size, respectively.

Parallel-hole Collimator:

Rpar ≈ dpar(L+B)/L (1.3)

gpar ≈ K2(dpar/L)
2, (1.4)

where L indicates the hole length and B is the object-to-parallel-hole distance. K is a

constant that depends on the hole shape (0.24 for round holes and 0.26 for hexagonal holes)

and dpar represents the hole size. Here, we assume K = 0.25. The septal thickness and the

penetration of gamma rays are not considered in the theoretical comparison part. For a

fair comparison of the multipinhole collimator and segmented parallel-hole collimator, we

assume these two systems have the same magnification factor and the object is placed at

the same distance, that is, fph = bph = B (see Figure 1.3).
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(a) (b)

Figure 1.3: Parameters in pinhole and parallel-hole systems. (a) Parameters in a pinhole
system. (b) Parameters in a parallel-hole system.

1.5.1 Detection Sensitivity Comparison at Equal Resolution

For equal resolution that Rph = Rpar, we can easily get LR = L = B/(2β − 1), where

β = dph/dpar, from Equation 1.1 and 1.3. When L = B/(2β − 1), the detector sensitivity

ratio of both systems is given by

gpar/gph = (2− 1/β)2. (1.5)

Because β = dph/dpar is always larger than 1 in practice, gpar/gph = (2− 1/β)2 > 1, which

means the parallel-hole collimator has better sensitivity.

1.5.2 Image Resolution Comparison at Equal Sensitivity

For equal sensitivity that gph = gpar, the parallel hole length LS = L = B/β according

to Equation 1.2 and 1.4. Substituting this value for L in Equation 1.1 and 1.3, we can get

the resolution ratio of two systems as

Rpar/Rph = (L+B)/(2βL) = 1/2 + 1/(2β). (1.6)

When β > 1, which is always satisfied, Rpar/Rph < 1. As a consequence, the parallel-hole

system has higher resolution than the pinhole system.

From the two comparisons above, we can see that the parallel-hole system outperforms

the pinhole system in both resolution and sensitivity as long as the parallel-hole length is

in the range of LR < L < LS , which is equivalent to B/(2β − 1) < B/β. This condition is

always satisfied as β > 1.
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1.6 Some Potential Concerns of Stationary
Cardiac SPECT Systems

In a dedicated cardiac SPECT system, all detectors are constrained to image just the

heart to ensure low cost and high efficiency. The potential drawback of a small FOV is that

the background and other organs around the heart are truncated when they are not seen by

all views. Another consideration of a stationary system is the lack of sufficient view-angles.

These two problems were carefully studied in the design of the stationary cardiac SPECT

system. In addition, a tailored Maximum-Likelihood Expectation-Maximization (ML-EM)

algorithm has been developed for image reconstruction of truncated projections with limited

number of views.

1.7 The Organization of the Dissertation

This dissertation focuses on stationary cardiac SPECT system design, image reconstruc-

tion problems in small FOV, and calibration approaches specific to the proposed system.

There are six chapters in this dissertation, including this introductory chapter. In Chapter 2,

a segmented slant-hole collimator is designed for a stationary cardiac SPECT system. A

completely stationary cardiac SPECT system can acquire all projections simultaneously

and is ideal for dynamic cardiac imaging. The multipinhole technique is widely used in

current stationary SPECT systems [8–11, 13, 14]. In small animal SPECT, multipinhole

collimation can provide high-sensitivity and high-resolution images for operating in the

pinhole magnification mode [15], where the distance between the detector and the pinhole

is larger than the distance between the pinhole and the object. However, for human

cardiac studies, the multipinhole system operates in image reducing (instead of magnifying)

mode, that is, the cardiac image is smaller than the heart. The detection sensitivity is

reduced as a result. When the pinhole magnification factor is less than 1, the pinhole

detection sensitivity becomes worse than that of a parallel-hole system. In this situation,

the parallel-hole collimator outperforms the pinhole in detection sensitivity. So, we use a

segmented slant-hole collimator in place of the multipinhole collimator to provide greater

detection sensitivity. With segmented slant-hole collimators and two detectors, 14 views

are acquired simultaneously. The Monte Carlo simulation results show that the proposed

segmented slant-hole stationary cardiac SPECT system is able to acquire sufficient data for

cardiac imaging and has very high sensitivity gain.

Chapter 3 presents a tailored Maximum-Likelihood Expectation-Maximization (ML-

EM) algorithm for reconstruction of truncated projection data at small number of views.

In dedicated stationary cardiac SPECT systems, the FOV is usually small and barely covers
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the heart [10, 11, 16]. As a result, the background and other organs are severely truncated.

Another potential drawback is the lack of sufficient number of views. Both drawbacks cause

part of the object outside the FOV not to be fully scanned by the detector. The ML-EM

algorithm [17, 18] is commonly used in emission tomography for image reconstruction. It

has advantages of accurately modeling the imaging geometries, physics effects, and Poisson

noise. When the projection data are not truncated, it is robust against noise and systematic

inconsistencies. However, when the data are truncated and the view-angles are not sufficient

at the same time, some image pixels outside the FOV diverge to extremely large values

after a certain number of iterations, resulting in highly distorted reconstruction within the

FOV. In order to suppress the artifacts caused by data truncation and insufficient angular

sampling, a tailored ML-EM algorithm is introduced by reducing the image updating step

sizes for the pixels outside the FOV. As a result, the reconstruction is more stabilized and

the streak artifacts and distortion are suppressed.

In Chapter 4, a positive constant weighting factor c is introduced to zero-valued pro-

jections in the ML-EM algorithm. Recently, high-speed acquisition and dynamic studies

are usually performed in cardiac imaging, generating low count data. When the measured

count is very low, there is a probability that a zero-valued projection is measured. It may

also happen when a preprocessing method, such as scatter correction, is applied. The zero

measurement is correct if the projection ray does not pass through the radiation source

body and it is most likely incorrect if the projection ray passes through the body. The

wrong zero-measurement projections cause the black lines in the reconstruction when the

ML-EM algorithm c > 1, so that the pixels in the background converge to 0 quickly and

the boundary of the heart phantom is accurately reconstructed at low iterations. For zero

values inside the projection of the radiation body, we de-emphasize the zero measurement

by setting weighting factor c < 1. Without any correction, the ML-EM results show black

lines due to the zero-values inside the object projection. With a change of the c value to a

very small number that is less than 1, the black lines are completely removed.

In order to achieve accurate image reconstruction, a geometric calibration of the seg-

mented slant-hole SPECT system is necessary. In the past thirty years, many calibration

methods using one or multiple point sources have been proposed for parallel, fan-beam,

cone-beam, and pinhole geometries [19–26]. In Chapter 5, a specific calibration method has

been developed to estimate the geometric parameters of the segment slant-hole collimator

used in the stationary cardiac SPECT system. The segmented slant-hole collimator includes

seven sub-collimators slanted towards a common volume at the rotation center. The
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parameters are first estimated independently from each section and further improved by a

joint objective function that uses all collimator sections. The proposed calibration method

was validated by Monte Carlo simulations and was implemented to a prototype stationary

cardiac SPECT system.

Summary of the main contributions of this dissertation and some suggestions for future

work are given in Chapter 6.
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CHAPTER 2

SEGMENTED SLANT-HOLE COLLIMATOR

FOR STATIONARY CARDIAC SPECT:

THE MONTE CARLO SIMULATIONS

2.1 Abstract

This work is preliminary to the design of a stationary cardiac SPECT system. The goal

of this research is to propose a stationary cardiac SPECT system using segmented slant-hole

collimators and to perform some computer simulations to test the feasibility. Compared to

the rotational SPECT, a stationary system has a benefit of acquiring temporally consistent

projections. The most challenging issue in building a stationary system is to provide

sufficient projection view-angles.

A GATE (Geant4 Application for Tomographic Emission) Monte Carlo model was

developed to simulate the two-detector stationary cardiac SPECT that uses segmented

slant-hole collimators. Each detector contains seven segmented slant-hole sections that slant

to a common volume at the rotation center. Consequently, 14 view-angles over 180◦ were

acquired without any gantry rotation. The NCAT phantom was used for data generation

and the tailored maximum-likelihood expectation-maximization (ML-EM) algorithm was

used for image reconstruction. Effects of limited number of view-angles and data truncation

were carefully evaluated in the paper.

Simulation results indicated that the proposed segmented slant-hole stationary cardiac

SPECT system is able to acquire sufficient data for cardiac imaging without a loss of image

quality. A short hole-length not only reduces the dead-zone between two sub-collimators,

but also increases detector sensitivity. The measured sensitivity gain is about 34-fold over

the conventional single-head system.

The GATE Monte Carlo simulations confirm the feasibility of the proposed stationary

cardiac SPECT system with segmented slant-hole collimators. The proposed collimator

consists of combined parallel and slant holes, and the image on the detector is not reduced

in size.
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2.2 Introduction

The growth of cardiovascular disease (CAD), which is a leading cause of death and

morbidity worldwide, has created an urgent need for an efficient, noninvasive tool. Among

current diagnostic methods, Single Photon Emission Computed Tomography (SPECT), in

particular SPECT myocardial perfusion imaging (MPI), remains the most important and

efficient method for diagnosing coronary artery disease noninvasively.

In the past decade, several high-speed cardiac SPECT systems have been developed,

e.g., D-SPECT (Spectrum Dynamics, Caesarea, Israel) [1, 2], Cardius 3 XPO (Digirad,

Poway, CA) [3], and CardiArc (CardiArc, Lubbock, TX) [2, 4]. In comparison with the

conventional SPECT system, dedicated cardiac SPECT permits fast acquisition of high

sensitivity and quality images, facilitating the process of dynamic cardiac imaging. The

usage of novel photon-collection and scanning geometries increases the detector efficiency

significantly, but the detector motion or the slit motion in current cardiac systems leads to

data inconsistencies between views, as do conventional rotational SPECT systems.

To create a stationary system, the multipinhole technique, which is the state-of-the-art in

small animal imaging, has been extended to human cardiac SPECT [5–10]. With the main

advantage being the pinhole magnification effect (Figure 2.1a), it allows a high-sensitivity,

high-resolution image to be obtained in small animal imaging [11]. However, for human

cardiac studies, the multipinhole system operates in minification mode, that is, the object

is placed away from the pinhole and the images on the detector are smaller than the object

(Figure 2.1b) e.g., UC San Francisco and Western Cardiology Associate’s stationary multi-

pinhole system [7, 8, 12], Discovery NM 530c (GE Healthcare, Haifa, Israel) [9, 10]. The

detection sensitivity thus decreases dramatically, even more than that for a parallel-hole

collimator when the object is far away from the pinhole. In this situation, the parallel-hole

collimator outperforms the pinhole in detection sensitivity for human cardiac SPECT.

We therefore have investigated a novel dedicated stationary cardiac SPECT system with

segmented slant-hole collimators, to provide greater detection sensitivity over the multi-

pinhole cardiac SPECT system. The segmented slant-hole collimator, which is designed

to fit existing dual-head SPECT cameras, includes seven sub-collimators. During data

acquisition, our novel system is completely stationary and 14 views in total are acquired

simultaneously. Detailed computer simulation results of the whole system are presented

and compared with that of the conventional SPECT system.
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(a) (b)

Figure 2.1: Pinhole collimation. Left: For small animal cardiac studies, the pinhole
operates at magnification mode. Right: For human cardiac studies, the pinhole works in
image reducing mode.
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2.3 Design and Methods

2.3.1 Imaging Configuration and Modification

To take advantage of the existing dual-detector system and lower the cost of a stationary

cardiac SPECT system, our strategy is to redesign the collimator for the conventional

SPECT system to acquire projections at more view angles for each detector position.

In UC San Francisco’s stationary multipinhole system, a 3×3 configuration, as shown

in Figure 2.2a, is used [7]. Although the 3×3 configuration has 9 pinholes in total, it

only provides 3 view-angles in the horizontal (i.e., transaxial) direction and 3 view-angles

in the vertical (i.e., axial) direction. Similarly, GE’s Discovery NM 530c (DNM), which

has 19 pinholes configured in the 3×9 format, only provides 9 independent views in the

transaxial direction [10, 13]. However, a slight shift of the pinholes’ position can provide

more view-angles in the horizontal plane, which is perpendicular to the rotation axis. In

Figure 2.2b, we see that view-angles are staggered in the horizontal plane by shifting the top

row of pinholes to the left and the bottom row of pinholes to the right, providing 7 different

view-angles in the horizontal plane. The view-angles in the horizontal direction provide the

main contribution for image reconstruction. This modified approach increases the number

of independent view-angles in the transaxial direction and is extended to the design of the

segmented parallel-hole collimator (as seen in Figure 2.2c). The projection data acquired

from the anterior to left anterior oblique (LAO) aspects of the patient’s body have lower

attenuation to the heart while the signal-to-noise ratio is relatively high. Accordingly, in our

design, two detectors are positioned in an L-configuration (Figure 2.3), making it possible

to acquire data by all segments over 180◦ from the LAO direction.

2.3.2 Collimator Designs

Our primary concern at this stage is the optimization of the collimator segment angles.

The distance from the rotation center to the surface of the detector and the slant angle

are chosen to minimize the overlap of the projections, maximize the acquisition angle

(180◦), and avoid out-of-boundary truncation of the projections in the region of interest

(ROI). According to surveys of patient sizes and heart dimensions in a relatively large

population [14–16], the size of the heart does not change very much between male and

female, nor between small patients and large patients. Therefore, it is possible to design a

collimator that fits all patients. In our system, the central-field-of-view (CFOV) is set at

12 cm in diameter which is large enough to cover the left ventricle.

We assume the heart is contained in a sphere positioned in front of the CFOV and is seen

by all sub-detectors simultaneously. Its projection is a circle at the central sub-detector and
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(a) (b) (c)

Figure 2.2: Image configuration and the view-angles in the horizontal direction. (a) UC
San Francisco’s 3×3 pinhole configuration of their pinhole system. (b) A revised, shifted
2-3-2 configuration. (c) The 2-3-2 configuration is used in the segmented parallel-hole
collimator.

Figure 2.3: Two detectors are in an L-configuration.
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an ellipse at the outer position (see Figure 2.4). Parameters are illustrated in Table 2.1. Each

detector should cover 90◦ to get the 180◦ full coverage by two detectors. There are seven

sub-detection regions in each detector, thus, the angular sampling interval θ=90◦/7=12.9◦.

In order to perform the L-configuration, the rotation radius F is chosen as half of the

detector length, this is F=53.3/2=26.65 cm. Each slant angle η is determined according to

Figure 2.5a. As seen in Figure 2.5a and 2.5b, the slant angle is also limited by the detector

size and must satisfy:

R

cosϕ
+R ≤ F tanϕ (2.1)

R

cos η
+ F tan η ≤ L/2. (2.2)

That is, ϕ ≤ 25.3761◦ and η ≤ 35.8396◦.

Applying the restrictions, the slant angles η are set as -35◦, -25.7◦, -12.9◦, 0◦, 12.9◦,

25.7◦, 35◦, respectively, and the corresponding angle ϕ are -6.1◦, 22◦, -24.5◦, 0◦, 24.5◦, -22◦,

6.1◦, respectively. The second detector is the same as the first detector, so we only need to

design one detector and apply it to another.

Figure 2.4: Definition of slant angles in segmented-slant-beam collimator.
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Table 2.1: Defined geometric parameters of segmented-slant-beam collimator

Symbol Description

α angle between the horizontal (i.e, transaxial) axis and the major axis of the ellipse

β angle between the detector norm and the γ-ray

ϕ slant angle of γ-ray in the horizontal (i.e., transaxial) direction, ϕ ∈ (−90◦, 90◦)

η slant angle of γ-ray in vertical (i.e., axial) direction, η ∈ (−90◦, 90◦)

L detector length, L=53.3 cm

W detector width, W=38.7 cm

R radius of the central-field-of-view (CFOV)

F distance from the rotation center to the detector
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(a) (b)

Figure 2.5: Calculate angles of the segmented-slant-hole collimator. (a) 7 views have an
angular spacing of θ in the horizontal (i.e., transaxial) direction. (b) The slant angle ϕ in
the vertical direction.
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2.3.3 Using Curved Segment Boundaries to Fit Images

in the Detector

Unlike the parallel-hole collimator, the projections of the object are consequently elon-

gated in the direction of slant. More detector space is therefore required in the direction

of the slant for collimators at outer positions. The configuration in Figure 2.2c is thus

not very efficient and may cause out-of-boundary truncation in the vertical direction. Our

modification is to replace some straight-line boundaries of the sub-collimators (Figure 2.2c)

with curved boundaries, as shown in Figure 2.6. The central sub-detector is round and has

the most important tomographic information, so we must guarantee there is no truncation

to the heart in this region. The curved boundaries follow the projection boundaries of the

sphere and are large enough to cover the whole heart.

2.3.4 Using a Thin Collimator to Reduce the Detector
Dead Zones

The disadvantage of the segmented parallel-hole collimator is the dead zone between

two sub-collimators, as shown in Figure 2.7 (left). The dead area, which is not used for

data acquisition, is defined by the slant angle and the hole length. Thus, we use a very

thin collimator to reduce the detector dead zone as much as possible (Figure 2.7 right). A

short hole length also allows more photons to be acquired by the detector, which increases

the detector sensitivity. Our previous research has shown that an image reconstructed

from a high-sensitivity collimator is less noisy than that from a high-resolution collimator

and with collimator-blurring compensation, the high-sensitivity image can have comparable

resolution to the high-resolution image [17].

2.4 Evaluation of Collimator

2.4.1 Theoretical Estimation of Total Sensitivity Gain

Compared with the conventional parallel-hole detector, our detector can acquire 7 pro-

jections simultaneously. The sensitivity gain of the segmented slant-hole collimator over

the conventional parallel-hole collimator:

1 + 2
3
∑

i=1

cos3 βi = 1 + 2
3
∑

i=1

1
(

√

tan2 ϕi + tan2 ηi + 1
)3

= 4.7147. (2.3)

We have two detectors, so the total sensitivity of our proposed stationary segmented slant-

hole system can have a 12-fold sensitivity gain over a conventional single-head system, if

the collimators have the same resolution. In order to reduce the dead zone, the collimator
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Figure 2.6: The detector is segmented into 7 sub-detection regions using curved bound-
aries. A spherical object is projected on the detector and 7 projections are obtained.

Figure 2.7: Left: large dead zones are observed between two sub-collimators. Right: dead
zones are reduced with shorter hole length.
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hole length is shortened, resulting in high-sensitivity collimators, and a 34-fold sensitivity

gain over the conventional single-head system is measured from the prototype system.

2.4.2 Monte Carlo Simulation of the Stationary Cardiac System

A 3D numerical myocardial phantom (NCAT phantom) [18] and the GATE (Geant4

Application for Tomographic Emission) Monte Carlo simulation tool [19, 20], which include

the effects of noise, attenuation, collimator-detector response, and scatter, were used for

evaluating the segmented slant-hole collimator. The Monte Carlo code simulated the

proposed stationary segmented slant-hole SPECT system as well as a conventional dual-head

SPECT system, which has an FOV of 53.3×38.7 cm and a low-energy high-resolution

(LEHR) collimator (hole length 24.05 mm and diameter 1.11 mm).

The gold-standard is the reconstruction from projections at 60 views uniformly spaced

over 180◦ using a conventional rotational SPECT system. For a fair comparison, the total

scan time and the system resolution were kept the same in both systems. The rotation radius

equals 26.65 cm. Small FOV (12×12 cm) projections are obtained from full FOV projections

by removing the pixels outside the small FOV. The projection data were acquired in 64×64

arrays with a pixel size of 6.25 cm. Images were reconstructed using a tailored maximum-

likelihood expectation-maximization (ML-EM) algorithm [21]. In image reconstruction,

collimator blurring was corrected and 35 iterations were applied.

The effects of truncation and number of view-angles are evaluated by using a visual-

ization study, which identifies whether there are any artifacts and shape distortions in the

reconstructed images. Three orthogonal cuts through the heart center were displayed. For

further quantitative assessment, image profiles through the central slice of the reconstructed

images were shown and compared with the conventional system.

2.5 Monte Carlo Simulation Results

The reconstruction results of the conventional SPECT system and the proposed station-

ary SPECT system are shown in Figure 2.8. In stationary segmented slant-hole SPECT,

the heart has to be placed in the detector center, which is not required by the conventional

SPECT. For equal comparison, the heart in the reconstruction of the conventional system

was shifted to the image center and a similar slice was displayed. In order to study the

effects of number of view angles, an image, which is reconstructed from the same angular

sampling as the stationary system but without truncation, is also displayed. In comparison

with the reconstruction results of 60 views, 14 views are sufficient to reconstruct the heart

without any shape distortion. At the same scan time, the segmented slant-hole SPECT
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Figure 2.8: Reconstruction results of conventional SPECT and stationary segmented-
slant-hole SPECT. From top to bottom: reconstruction results of the conventional SPECT
at 60 views, the stationary segmented-slant-hole SPECT without and with truncation,
respectively. 27 iterations were applied.
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can acquire more photons than the conventional system, so the reconstructed image of the

segmented slant-hole system is more uniform around the apex. When the projection data

are truncated by the small FOV, the images overall are very well resolved, except for a

slight loss of contrast.

Figure 2.9 compares the profile curves from the central column of the vertical long-axis,

short-axis, and horizontal long-axis cuts, respectively. In the region of interest (ROI), the

profile curves of the reconstruction from the segmented-slant-hole SPECT follow those from

the conventional SPECT system quite well.

2.6 Discussion and Conclusions

We proposed a stationary cardiac SPECT system using segmented slant-hole collimators

to acquire 14 views simultaneously. Each detector measures 7 views in the transaxial

directions. It is very challenging to use a 53.3 cm × 38.7 cm detection area to measure

7 nonoverlapped heart images. Background data truncation problems cannot be avoided.

Heart mispositioning can make the entire scan useless. The good news is that for a

stationary imaging system, patient positioning is much easier than that in a rotational

system. Once the heart is positioned in the center of the common FOV, the heart will stay

there during the entire scan. Another good news is that the heart size seems to be unrelated

to the patient body habitus, e.g., the left ventricle diameter for a patient above 210 lbs is

about 9 cm while it is 8∼10 cm for a patient below 186 lbs [16].

The Monte Carlo simulations show that the image reconstructed from the segmented

slant-hole system has less noise than that from the conventional SPECT system at the same

acquisition time and image resolution. The effect of truncation on the reconstructed image

is slight and no distortion was observed. Therefore, our 14-view-angle, 2-detector, parallel-

hole, stationary cardiac SPECT is able to measure sufficient data for cardiac imaging with

a gain of image sensitivity.

The distance from the heart center to the detector may be too large and may cause a

reduction of image resolution. In a further design, the patient will be positioned closer to the

detector to get higher resolution. Accordingly, the detector will no longer be symmetrically

segmented (as seen in Figure 2.10). The collimator on the detector at the 90◦ position

in Figure 2.3 will have a mirror-reflection design of the collimator on the detector at 0◦

position.
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3.1 Abstract

Dedicated cardiac Single Photon Emission Computed Tomography (SPECT) systems

have the advantage of high speed and sensitivity at no loss, or with even a gain, in resolution.

The potential drawbacks of these dedicated systems are data truncation by the small field

of view (FOV) and the lack of view-angles. Serious artifacts, including streaks outside

the FOV and distortion in the FOV, are introduced to the reconstruction when using

the traditional emission data Maximum-Likelihood Expectation-Maximization (ML-EM)

algorithm to reconstruct images from the truncated data at small number of views. In this

paper, we propose a tailored ML-EM algorithm to suppress the artifacts caused by data

truncation and insufficient angular sampling by reducing the image updating step sizes

for the pixels outside the FOV. As a consequence, the convergence speed for the pixels

outside the FOV is decelerated. We applied the proposed algorithm to truncated analytical

data, Monte Carlo simulation data, and real emission data at different numbers of views.

The computer simulation results show that the tailored ML-EM algorithm outperforms the

conventional ML-EM algorithm in terms of streak artifacts and distortion suppression for

reconstruction from truncated projection data with a small number of views.
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3.2 Introduction

Single Photon Emission Computed Tomography (SPECT) myocardial perfusion imag-

ing is a noninvasive and effective method for diagnosing coronary artery disease. The

conventional SPECT system usually has two large detectors mounted with parallel-hole

collimators. The detectors rotating around the patient provide a sufficient number of

untruncated projections. In spite of the advantages offered, the conventional SPECT

system is inefficient because only a small portion of the detector area is used to image the

heart. In addition, the rotation of the detector during the acquisition produces temporally

inconsistent projections and degrades the quality of the image.

In an effort to overcome the limitations of the conventional SPECT system, many groups

have proposed dedicated cardiac SPECT systems, e.g., UC San Francisco and Western

Cardiology Associate’s stationary multipinhole system [1, 2], Discovery NM 530c (GE

Healthcare, Haifa, Israel) [3, 4]. A dedicated cardiac SPECT system has the advantage

of acquiring consistent projections and ease of performing dynamic studies. In a dedicated

cardiac SPECT system, the main drawbacks are data truncation by the small field of view

(FOV) and insufficient view-angles.

Image reconstruction from truncated projections falls into two classes: the FOV is 1)

partially, or is 2) completely contained by the object; the latter is also known as the interior

problem. In 1986, Natterer systematically described this problem and pointed out that the

interior problem is not uniquely solvable [5]. Not all tomographic problems with truncated

data are interior problems and some may be solvable. For example, in 2004, Noo et al.

introduced the concept of differentiated backprojection (DBP) so that some truncation

problems became solvable for some special truncation geometries [6]. Based on this concept,

more recent studies indicate that the solution to the interior problem is unique if the value

of a tiny sub-region in the ROI is known [7–10]. Others have investigated this problem from

the singular value decomposition (SVD) aspect [11, 12].

To our knowledge, most studies on truncated data tomography presuppose sufficient

angular sampling; little has been done for insufficient angular sampling cases [13], as in

stationary cardiac SPECT imaging [3, 4, 14]. It has been shown that with sufficient

projection views, truncation has a slight bias effect on the reconstruction [15]. However, for

many stationary or fast cardiac SPECT systems, view-angles are not sufficient, making the

truncation problem more ill-conditioned.

The Maximum-Likelihood Expectation-Maximization (ML-EM) algorithm [16, 17] is the

most popular image reconstruction algorithm for nuclear medicine, due to the advantage of
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providing accurate modeling of the imaging geometries, physics effects, and Poisson noise.

Although the algorithm is robust against noise and systematic inconsistencies when the

projection data are not truncated, it may converge to a highly distorted reconstruction

if the data are truncated and the view-angles are not sufficient at the same time. To

remedy this, we propose a tailored ML-EM algorithm for suppressing the severe streak

artifacts and distortion caused by data truncation and insufficient angular sampling. We

first tested the reconstruction algorithm on an analytical heart phantom and a pixelated

Nurbs-based cardiac-torso (NCAT) phantom [18]. Subsequently, we tested the algorithm

on a real Jaszczak torso phantom and its projections were acquired with a SPECT camera

using different numbers of view-angles. All of these results indicate that the tailored ML-EM

algorithm significantly improve the reconstruction from truncated data using few view-

angles, compared to the conventional ML-EM algorithm.

3.3 Theory

3.3.1 Tailored ML-EM Algorithm

The ML-EM algorithm [16, 17], which incorporates physical models of photon emission

and detection, is commonly used in emission tomography. Generally, the ML-EM algorithm

converges to the maximum likelihood solution after a large number of iterations. In the

dedicated cardiac SPECT system, the FOV is usually small and barely covers the heart.

As a result, the background and other organs are severely truncated. Another potential

drawback of the few-view SPECT system is the lack of a sufficient number of views. Both

drawbacks cause part of the object outside the FOV not to be fully scanned by the detector.

Therefore, incorrect values (usually extremely large values) appear in pixels outside the

FOV, resulting in a highly distorted reconstruction within the FOV. Equation 3.1 displays

the conventional ML-EM algorithm [17]

xk+1
j =

xkj
∑

i

aij

∑

i

aij
pi

∑

m

aimxkm
(3.1)

where pi is the measured projection, xkj is the jth element of the reconstructed image after

the kth iteration, and aij denotes the probability that the photon in pixel j is detected

by detector bin i. The summations over i and m present the backprojector and projector,

respectively.

In order to suppress the distortion in the reconstruction, we first expand the projection

array to match the size of a virtual detector that can measure truncation-free projections.

The array expansion does not change the values of measured projection data, but the
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unmeasured values are set to the forward-projection of the current estimate of the image.

Figure 3.1 illustrates the changes of the coefficient matrix A before and after array expan-

sion. It can be seen that some pixels outside the FOV are not fully covered by all views

before expansion. However, the matrix A, whose elements are aij , is extended and the entire

object is fully covered from every view after array expansion.

For a more clear explanation, we write the conventional ML-EM algorithm in an additive

form:

xk+1
j =

xkj
∑

i

aij

∑

i

aij
pi

∑

m

aimxkm

=
xkj
∑

i

aij

∑

i

aij





pi −
∑

m

aimxkm
∑

m

aimxkm
+ 1





= xkj +
xkj
∑

i

aij

∑

i

aij
1

∑

m

aimxkm

(

pi −
∑

m

aimxkm

)

. (3.2)

We can see that the adjustment to the ratios
pi

∑

m

aimxkm
does not change the value of

∑

i

aij
1

∑

m

aimxkm

(

pi −
∑

m

aimxkm

)

, because

(

pi −
∑

m

aimxkm

)

is always zero for unmeasured

data, before and after array expansion. The array extension only makes the step size
xkj
∑

i

aij

smaller, which decelerates the convergence speed for the pixels outside the FOV. In the

conventional ML-EM algorithm, the normal step size
xkj
∑

i

aij
≈

xkj
nang

when there is no

truncation, where nang is the number of views. When there is truncation, the step size is

approximately
xkj

nangt
, where nangt is the number of views at which the detector can “see”

the pixel xj. In general, nangt ≤ nang. Our modified algorithm aims to replace nangt by

nang, so that the step size of non-FOV pixels is reduced, and as a result, the reconstruction

is better stabilized.

3.4 Experiments

The last section elaborated the reason for using the tailored ML-EM algorithm and

provides implementation details. In this section, we design several simulation experiments

to verify the advantages of the tailored ML-EM algorithm in the reconstruction of truncated

data. The comparisons between the tailored ML-EM algorithm and the conventional ML-

EM algorithm are studied using analytical simulation data, Monte Carlo simulation data,

and real SPECT data.
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Figure 3.1: The change of
∑

i

aij before and after array expansion. The pixel xj outside

the FOV is affected by the array expansion.
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3.4.1 Simulated Projections of the Analytical Heart Phantom

A simple 3D heart phantom (Figure 3.2) of size 256×256×256 was used in the first

experiment, where the bright hollow sphere represents the left ventricle and the darker

sphere and ellipsoid represent other organs/background. Using an analytical projector to

generate projections helps to avoid an “inverse crime”, which occurs when the same (or very

nearly the same) numerical methods are employed in the forward solver and the inversion

scheme. In our case, an inverse crime is committed if the reconstruction algorithm uses

the same projector that is used to generate the projection data. With the increase in

the iteration number, the reconstructed image becomes noisier. For the sake of focusing

on the effects of angular sampling and truncation, other effects such as noise, attenuation,

collimator blurring, and scattering are not included in this part of the computer simulations.

Therefore, the conventional and tailored ML-EM algorithms can iterate to a large number

until the reconstructed image converges. In this simulation, the detector size was 64×64,

which barely contained the heart. Both the conventional ML-EM algorithm and the tailored

ML-EM algorithm were stopped at the 500th iteration where the reconstructed image almost

converged.

3.4.2 Simulated Projections of the NCAT Phantom

In the second set of computer simulations, a 3D numerical myocardial phantom (NCAT

phantom) [18] and the GATE (Geant4 Application for Tomographic Emission) Monte Carlo

simulation tool [19, 20] were used to generate more realistic projections, which include the

effects of noise, attenuation, collimator-detector response, and scatter. The Monte Carlo

code simulated a dual-head SPECT system, which has a FOV of 53.3×38.7 cm and a

low-energy high-sensitivity (LEHS) collimator (hole length 24.05 mm and diameter 1.11

mm), and acquired 60 or 14 projections over a range of 180◦. The projection data were

acquired in 64×64 arrays with a pixel size of 6.25 mm. The distance between the detector

and the axis of rotation was 29 cm. For isotope 99mTc, a photopeak window of 140 keV ±

10% was used in the simulation. Small FOV (12×12 cm) projections were obtained from

full FOV projections by removing the pixels outside the small FOV. Due to noise, only 10

iterations were used in the reconstruction algorithms.

3.4.3 Real Emission Data Using Jaszczak Torso Phantom

A realistic emission data set was acquired using a Siemens E-CAM Signature SeriesR©

SPECT scanner with low-energy high-resolution collimators (hole length 24.05 mm, hole

diameter 2.54 mm) (Figure 3.3b). The thorax phantom used in this experiment was the
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(a) The 110th slice (b) The 120th slice (c) The 128th slice

Figure 3.2: From left to right: the 110th, 120th, and 128th axial slices of the 3D heart
phantom. The FOV covered by the small detector is indicated by the dashed circle.

(a) (b)

Figure 3.3: Jaszczak torso phantom and SPECT scanner. (a) The Jaszczak torso phantom.
(b) The Siemens E-CAM Signature SeriesR© SPECT scanner used in the experiment.
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large Jaszczak torso phantom consisting of the lungs, liver, bones, and cardiac insert, as

shown in Figure 3.3a. A circular orbit with a radius of 26.7 cm was used. In order to reduce

the acquisition time, the activities in all organs as well as in the background were increased 6

times; during data acquisition we used 1/6 of the normal acquisition time. A total activity

of 1480 MBq (40,000 µCi) 99mTc was injected into various parts of the phantom, with

740 MBq (20,000 µCi; ∼16µCi/cc) in the liver, 148 MBq (4,000 µCi; ∼37µCi/cc) in the

cardiac wall , and 592 MBq (16,000 µCi; ∼1.8µCi/cc) in the major chamber. Therefore, the

acquisition time was reduced to about 1/6 that of the ASNC protocol [21] for a low count rest

study. Projection sets with view-angles of 60, 20, and 10 were acquired, respectively. The

acquisition time varied with the projection number to keep the total counts approximately

the same. The size of the projection array was 256×256. A small data set (58×58) was cut

out from the full FOV to generate the truncated data.

3.4.4 Assessment of Image Quality

Different methods were used to evaluate the quality of the conventional ML-EM and the

tailored ML-EM reconstruction. For the noise-free images in the analytical heart phantom

study, we measured the average activity in the myocardium as l and the average activity in

a surrounding region within the FOV as b. The contrast was then defined by

Contrast =
|l − b|

l + b
. (3.3)

The ratio of reconstruction contrast and phantom contrast was defined as relative contrast.

The mean squared error (MSE) with N voxels in the FOV was calculated as follows:

MSE =
1

N

N
∑

i=1

(xi − xtruei )2. (3.4)

For further quantitative assessment, image profiles through a central slice of the recon-

structed images are shown and compared in all three experiments.

3.5 Results

In this section, we compared the reconstruction results of the conventional ML-EM

algorithm and the tailored ML-EM. For display purposes only, all images were scaled to [0

255] and were displayed using the same linear gray scale.

3.5.1 Simulated Projections of the Analytical Heart Phantom

The simulation results obtained from the reconstruction of the analytical heart phantom,

together with corresponding vertical profiles through the center of the heart, are shown
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in Figures 3.4 and 3.5 for the conventional ML-EM algorithm and the tailored ML-EM

algorithm, respectively.

Figure 3.4 shows the 120th and 128th slices from the 3D reconstruction results as

representatives. At 60 view-angles, the results from the conventional ML-EM algorithm are

similar to those from the tailored ML-EM algorithm, except for the presence of a dark line in

the center of the ventricular wall, which degrades the uniformity of the myocardium. Streak

artifacts are observed outside the truncation edge of the conventional ML-EM reconstructed

image. The profiles in Figure 3.5a show a large bias between the profile of the conventional

ML-EM reconstructed image and that from the phantom. However, the profile curve of the

tailored ML-EM reconstructed image follows that of the phantom reasonably well. At 20

and 10 views, the reconstruction results of the conventional ML-EM algorithm show greater

distortion, especially at 10 view angles. In other words, the distortion increases as the

number of view angles decreases from 60 to 10. The profiles in Figures 3.5b and 3.5c show

the 120th slice the 128th slice
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Figure 3.4: Images of the analytical heart phantom reconstructed by the conventional ML-
EM and the tailored ML-EM algorithms using different number of views. The projections
were truncated and 500 iterations were applied.
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Figure 3.5: The vertical profiles through the center of slice 128 of the analytical heart
phantom and the reconstructed images using the conventional ML-EM and the tailored ML-
EM algorithms. The images were reconstructed from 60, 20, and 10 truncated projections.
The solid line represents the true heart phantom, the solid line with plus sign represents
the tailored ML-EM reconstruction, and the dash line represents the conventional ML-EM
reconstruction.

large biases between the conventional ML-EM results and the phantom. Competitively, the

tailored ML-EM algorithm has fairly good image quality at 20 views as well as at 10 views.

The relationship between the MSE and the relative contrast for the conventional ML-EM

and the tailored ML-EM reconstruction is shown in Figure 3.6. The tailored ML-EM

has a much lower MSE than the conventional ML-EM at the same relative contrast level,

indicating a more accurate reconstruction. The relative contrast of the conventional ML-EM

reconstruction is larger than 1 at the number of views higher than 10, due to a large

number of voxels in the background close to the edge of FOV that are nearly equal to

zero. This can also be seen in Figure 3.5. In this situation, the value of voxels in the

background is incorrect. Therefore, a large MSE is observed for the conventional ML-EM

reconstruction. With the reduction of the number of view-angles, the MSE increases and

the relative contrast decreases. At 10 view-angles, the tailored ML-EM reconstruction has

higher relative contrast and a lower MSE than the conventional ML-EM reconstruction.

We also compared the two algorithms at different iterations, as shown in Figure 3.7. The

reconstructed image from truncated projections using the conventional ML-EM algorithm

starts to deteriorate once the iteration number is larger than 5. Furthermore, it converges to

a nonuniform shape after 10 iterations. High-frequency artifacts occur outside the FOV; as

a consequence, they propagate into the FOV. The tailored ML-EM algorithm significantly

suppresses the artifacts and improves the image quality in all cases.
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Figure 3.6: MSE as a function of relative contrast in the reconstructed analytical heart
phantom using conventional ML-EM and tailored ML-EM algorithms. The points on the
curves represent the numbers of views. For each curve, the view number increases from the
left side to the right side.
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Figure 3.7: Sample reconstructed central axial slices of the conventional ML-EM and
the tailored ML-EM reconstructions at different iterations in the analytical heart phantom
experiment. All images were reconstructed from 20 truncated projections.
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3.5.2 Simulated Projections of the NCAT Phantom

We next used more realistic Monte Carlo data, including attenuation, scatter, noise, and

distance-dependent collimator resolution, to compare the conventional ML-EM algorithm

and the tailored ML-EM algorithm. Similar observations are made at 60 truncated pro-

jections and no distortion is evident. The conventional ML-EM results at 14 view-angles

shows lower quality, where more severe streak artifacts outside the truncation edge and

lower contrast are obtained as compared to those from the tailored ML-EM algorithm (see

Figure 3.8).

The profiles in Figure 3.9 show only small differences between the conventional and

tailored ML-EM reconstructions at 60 views. Nevertheless, the profiles of the conventional

ML-EM reconstruction have much lower counts at 14 views.

Conventional
ML-EM

Tailored
ML-EM

60
views

Conventional
ML-EM

Tailored
ML-EM

14
views

0 50 100 150 200 250

Central axial
slice

VLA SA HLA

Figure 3.8: The reconstruction results of Monte Carlo simulation using the NCAT
phantom. The first column shows the central slices of the reconstructions. Vertical long-axis
(VLA), short-axis (SA), and horizontal long-axis (HLA) cuts are shown in the last three
columns. 10 iterations were used.
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Figure 3.9: The vertical profile curves for slice 128 of reconstructed images with 60 (top
row) and 14 views (bottom row). Solid lines on slice 128 of the NCAT phantom indicate
the profile positions. The profiles on the right side correspond to the lines from left to right
in the left-hand image.
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These results reconfirm that the tailored ML-EM algorithm is superior to the conven-

tional ML-EM algorithm for reconstruction of acquisitions with small numbers of views and

truncated data. The Monte Carlo simulations provide a better impression of the advantages

of the tailored ML-EM algorithm. No attenuation, scatter, and blurring corrections are

performed during image reconstruction in this paper.

3.5.3 Real Emission Data Using Jaszczak Torso Phantom

Given the highly encouraging results with the noise-free analytical heart phantom and

the noisy NCAT phantom, we next proceeded to real emission SPECT data using a Jaszczak

torso phantom. Each reconstruction was stopped at the 30th iteration. Overall the image

quality is better for the results of the tailored ML-EM algorithm than those of the conven-

tional ML-EM algorithm (Figure 3.10 and 3.11). Moreover, the tailored ML-EM algorithm

decelerates the convergence speed and keeps the value of pixels outside the FOV under

control. When the number of view-angles is small, superior myocardial edge definition in the

images obtained by using the tailored ML-EM algorithm is again evident (see Figure 3.11).

Figure 3.10 clearly shows the advantages of the tailored ML-EM algorithm at the

reconstruction of truncated projection data at small number of view-angles. The shape

of the heart is well conserved even when the number of view-angles is less than 20.
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Figure 3.10: The vertical profiles for slice 128 of the reconstructed images using conven-
tional ML-EM and tailored ML-EM algorithms. The images were reconstructed from 60, 20,
and 10 truncated projections. Solid lines on slice 128 of the reconstructed images indicate
the profile positions.
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Figure 3.11: The reconstruction results obtained from physical phantom study. From top
to bottom: the reconstruction results of 60, 20, and 10 truncated projections, respectively.
The first column shows the central slices of the reconstructions. Vertical long-axis (VLA),
short-axis (SA), and horizontal long-axis (HLA) cuts are shown in the last three columns.
30 iterations were used.
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3.6 Discussion and Conclusions

A tailored ML-EM algorithm has been proposed for the reconstruction of projection

data with insufficient angular sampling and data truncation. Under these conditions, the

analytical heart phantom, NCAT phantom, and Jaszczak torso phantom simulation results

verify that the tailored ML-EM algorithm provides a clear improvement in reconstructed

image quality and accuracy, compared with the conventional ML-EM algorithm. The

tailored algorithm chooses a smaller step size for pixels outside the FOV to stabilize the

iterative algorithm, which in turn suppresses the streak artifacts outside the FOV and

reduces distortion in the FOV.

For a sufficient number of views, such as 60 view-angles, the effect of truncation on

the reconstruction is negligible and no significant difference is observed between the recon-

struction results of the tailored ML-EM algorithm and those of the conventional ML-EM

algorithm.

Truncation mainly affects the reconstruction at small numbers of projections, where the

conventional ML-EM algorithm performs poorly. Insufficient angular sampling makes the

truncation artifacts more severe. As a result, severe artifacts appear outside the FOV. The

errors outside the FOV propagate into the FOV as the iteration number increases, causing

distortion in the reconstruction of the conventional ML-EM algorithm. In addition, the

presence of bias in the background increases the MSE and reduces the relative contrast

of images. Nonetheless, the streak artifacts and image distortion are significantly reduced

after using the tailored ML-EM algorithm. The shape and the value of the heart are well

conserved at 10 view-angles, even when data truncation is present.

In conclusion, the tailored ML-EM algorithm can substantially suppress the artifacts and

distortions associated with small FOV cardiac imaging. It also extends the conventional

ML-EM algorithm to the reconstruction of truncated projections at small number of views.

The data extension strategy in the tailored ML-EM algorithm can be directly extended into

the OS-EM algorithm.
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CHAPTER 4

SPECIAL WEIGHTING FOR ZERO-VALUED

PROJECTIONS IN THE ML-EM

ALGORITHM

4.1 Abstract

The maximum-likelihood expectation-maximization (ML-EM) algorithm is the most

popular image reconstruction algorithm for nuclear medicine. We found that zero values

in the projection data need special attention in an image reconstruction algorithm. In

this paper, we propose a method that introduces a positive constant weighting factor c to

zero-valued projections in the ML-EM algorithm. By modifying the c value, the weighting

for the projections whose values are equal to zero is changed, which in turn affects the

reconstruction of the object. Computer simulations confirm that applying an appropriate

weighting for zero-valued projections can result in fewer image errors than the conventional

ML-EM algorithm. The comparison studies are presented between the ML-EM algorithm

with a special weighting for zero-valued projections (zML-EM) and the conventional ML-EM

algorithm.

4.2 Introduction

The maximum-likelihood expectation-maximization (ML-EM) algorithm [1] has a sturdy

theoretical basis and is being widely used in emission image reconstruction. The ML-EM

algorithm has the advantage of providing accurate modeling of the imaging geometries,

physics effects, and Poisson noise [2–4].

The ML-EM algorithm is often applied to single photon emission tomography (SPECT)

and positron emission tomography (PET) emission data reconstruction. Recently, high-

speed acquisition and dynamic studies are usually performed in cardiac or brain imaging,

generating low count data. However, in low count imaging, all image reconstruction algo-

rithms perform poorly. When the measured count is very low, there is a probability that

a zero-valued projection is measured, while its true value is a positive value. This can
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also happen when a preprocessing method is applied to correct for scattering. When the

iterative algorithm is close to convergence, the line-integral of the image associated with

the wrong zero-valued projection will converge to zero and drive all image pixels along this

particular line to zero. In addition, the ML-EM algorithm tends to generate noise in the

image unless stopped early. Such early termination is necessary for low count data which

have a relatively high noise level, but early termination tends to cause loss of the sharpness

of edges, especially the boundary.

A zero-valued projection is not always wrong. A zero-valued projection is correct when

measuring the area outside the object, even though there is scattering. This paper considers

some special treatments for zero measurements. Unlike positive measurement values, when

the projection measurement is zero, one is certain that the measurement is correct if the

projection ray does not pass through the radiation source body and one is certain that

the measurement is wrong if the projection ray passes through the body. In this paper, we

introduce a positive weighting factor c to the ML-EM algorithm. By adjusting the weighting

factor c for different kinds of zero values in the projection data, the reconstructed image

shows smaller errors than that of the conventional ML-EM algorithm.

This paper is organized as follows. In Section 4.3, we review the formulation of the

conventional ML-EM algorithm and the new method of changing the weighting of zero-

valued projections in the ML-EM algorithm (zML-EM). Section 4.3.3 briefly discusses the

noise property of the zML-EM algorithm. A count conservation property is presented in

Section 4.3.4. In Section 4.4, we use the two different algorithms to reconstruct low count

data and the results are compared by calculating the image error in the region of interest

(ROI).

4.3 Theory

4.3.1 The Conventional ML-EM Algorithm (ML-EM)

The conventional ML-EM algorithm proposed by Shepp and Vardi [1] and Lange and

Carson [5] can be expressed as

xk+1
j =

xkj
∑

i

aij

∑

i

aij
pi

∑

m

aimxkm
(4.1)

where pi is the measured projection and aij is the probability that the photon in pixel j

is detected by detector bin i. The summations over i and m denote the back-projector

and projector, respectively. The ratio of the actual measurement pi to the estimated
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measurement
∑

m

aimxkm is back-projected to the image domain. Then the ratio of two

back-projections is used to update the image xkj after the kth iteration.

The above ML-EM algorithm can also be rewritten in the gradient descent form as

Xk+1 = Xk + SkATΛk(P −AXk), (4.2)

where

Sk = diag







xkj
∑

i

aij







(4.3)

represents the step size and

Λk = diag







1
∑

m

aimxkm







≈ diag

{

1

p̄i

}

(4.4)

is the projection data weighting which is the reciprocal of the noise variance matrices. The

components of matrices A, X, and P are aij , xj , and pi, respectively.

4.3.2 Weighting of Zero-Valued Projections in the ML-EM
Algorithm (zML-EM)

The ML-EM algorithm is a powerful tool in emission image reconstruction for properly

modelling the Poisson statistics in the measurements. All algorithms (including the ML-EM

algorithm) perform poorly in low count imaging, for example, in gated imaging. We would

like to improve the performance of the ML-EM algorithm in low count imaging. A low count

projection measured in each projection bin implies a relatively low signal-to-noise ratio

(SNR). There is thus a probability that zero values occur inside the projection data due to

noise or a subtraction operation, leading to black streak artifacts in the reconstructed image.

In practice, the ML-EM algorithm is terminated early to reduce noise in the reconstruction,

but this also causes blurred edges in the image.

To remedy this, we introduce a positive weighting factor ci to the ML-EM algorithm

for the zero-valued projection data. Therefore, the projection weighting as stated in Equa-

tion 4.4 is changed to

Λk = diag







ci
∑

m

aimxkm







. (4.5)

The value of ci is normally set to ONE for projection measurements which are positive.

Case 1: If we believe a zero measurement is correct (e.g., it is outside the radiation

body), we would further emphasize this measurement by setting ci > 1.

Case 2: If we believe a zero measurement is incorrect (e.g., its neighboring values are

non-zero), we would de-emphasize this measurement by setting 0 ≤ ci < 1.
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By modifying the ML-EM algorithm with the newly introduced weighting factor ci, the

zML-EM algorithm is obtained and given by

xk+1
j =

xkj
∑

i

aijci

∑

i

aijci
pi

∑

m

aimxkm
, (4.6)

where the ci value is defined as

ci =











1, pi 6= 0

0 ≤ const < 1, pi = 0 outside the object region

const > 1, pi = 0 inside the object region

. (4.7)

Case 1 is better illustrated when the iteration number is low, while Case 2 is better

illustrated when the iteration number is very high.

4.3.3 Noise Property of zML-EM

The zML-EM algorithm preserves most properties of the ML-EM algorithm, such as the

noise property derived in Barrett’s paper [6]. The variance expression of the image at each

iteration of the zML-EM is almost identical to that of the ML-EM in [6], except that the

back-projection of constant 1 (i.e., the summation
∑

i

aij ) is replaced by the back-projection

of function ci (i.e., the summation
∑

i

aijci ). Similar to Barrett’s conclusion, the variance

and covariance of noise in the zML-EM reconstruction can be calculated as a function of

the object, system matrix, and iteration number [6]. When the number of iterations gets

larger, the image system will suffer from more noise amplification. The results of computer

simulations show that the zML-EM requires fewer iterations than the ML-EM to reach the

minimum image error.

4.3.4 Count Conservation Property of zML-EM

The zML-EM algorithm also retains ML-EM’s count conservation property that the

weighted sum of the forward projections at each iteration is the same as the total number

of counts in the original projection data. In fact,

∑

i

ci
∑

j

aijx
k+1
j =

∑

i

ci
∑

j

aij ·





xkj
∑

n

anjcn

∑

n

anjcn
pn

∑

m

anmxkm



 . (4.8)

Changing the order of the two outermost summations yields

∑

i

ci
∑

j

aijx
k+1
j =

∑

j

xkj

∑

i

aijci
∑

n

anjcn

∑

n

anjcn
pn

∑

m

anmxkm
. (4.9)
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We notice that two summations
∑

i

aijci and
∑

n

anjcn can be cancelled. Then changing the

order of summation again, we get that

∑

i

ci
∑

j

aijx
k+1
j =

∑

n

pncn

∑

j

anjx
k
j

∑

m

anmxkm
=
∑

n

pncn =
∑

n

pn. (4.10)

The last equation in (4.10) holds because cn = 1 when pn 6= 0.

4.4 Computer Simulations

A heart phantom of size 128×128 was used in the computer simulations, as shown in

Figure 4.1a. In case 1, for the zero-valued projection outside the object (as seen in Figure

4.1b case 1), a c value greater than 1 was used in the zML-EM algorithm. In order to

maintain the noise at a low level while preserving the signal in the reconstructed images,

the algorithm was stopped after a small number of iterations. In case 2, two projections

inside the object region were randomly selected and set to zero for the purpose of simulating

zero values inside the object region due to the effect of noise. Both ML-EM and zML-EM

algorithms were terminated at 30 iterations for a better observation of streak artifacts.

Poisson noise was added to all projections.

The simulation results were evaluated by comparing the image error in the region of

interest (ROI), which was calculated as follows:

Image error =
1

N

N
∑

i=1

∣

∣xi − xtruei

∣

∣ . (4.11)

(a)

Case 1

Case 2

(b)

Figure 4.1: Heart phantom and zeros values in its projection. (a) The heart phantom. (b)
The zero values in the projection.
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For further quantitative assessment, visual inspection of object shape and image arti-

facts, and image profiles through the reconstructed images are shown and compared.

4.5 Results

4.5.1 Simulation Results of Case 1

Figure 4.2 shows the reconstruction results of ML-EM and zML-EM algorithms in case

1. Both algorithms were stopped at 6 iterations before the images became noisier. As seen

in the upper left of Figure 4.2, the image reconstructed by the ML-EM algorithm has a

blurred boundary, which spreads into the background, causing inaccurate values in these

pixels. By comparison, after applying a c value that is greater than 1, the pixels in the

background converge to the actual value–zero quickly. Correspondingly, the boundary of

the heart phantom was accurately reconstructed by using the zML-EM algorithm. When

the number of iterations increases to 80, the image reconstructed by the ML-EM algorithm

is similar to that from the zML-EM algorithm. Both algorithms converge to zero at the

background. At the same time, much noise was observed in the reconstructed images.

Although scattering occurs in reality, most of the pixels at the background are zeros at low

count images.

The image error between the reconstruction and the phantom is plotted as a function

of the iteration number. As shown in Figure 4.3, the image error first decreases and then

increases with the iteration number. For a small number of iterations, where the image

error decreases, the zML-EM reconstructed image always has fewer errors than that of the

ML-EM, which means that the image reconstructed by the zML-EM algorithm is more

accurate. At a higher number of iterations, the zML-EM reconstructed image has a similar

image error to that from the ML-EM algorithm.

The profiles through the reconstructions of the ML-EM and zML-EM algorithms at 6

iterations are plotted in Figure 4.4. Compared with the ML-EM result, the profile curve

of the zML-EM reconstructed image follows that of the phantom well near the boundary.

Bigger differences are seen between the profiles of the ML-EM result and the phantom.

4.5.2 Simulation Results of Case 2

The simulation results of case 2 are displayed in Figure 4.5. Without any correction, the

ML-EM result shows two black lines in the image due to the zero-values inside the object

region data. With a change of the c value to a very small number that is less than 1 (such

as 0.000001), the two black lines were removed in the reconstruction result of the zML-EM

algorithm.
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Figure 4.2: The reconstruction results of 60 views using ML-EM (left) and zML-EM (right)
algorithms, respectively. In the zML-EM algorithm, c=8 was applied for the zero-valued
projections. Top row: 6 iterations. Bottom row: 80 iterations.
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Figure 4.3: Image error plotted as a function of the number of iterations for both ML-EM
and zML-EM algorithms.
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Figure 4.4: The horizontal and vertical profile curves for ML-EM and zML-EM recon-
structed images at 6 iterations. The profile positions are indicated in the heart phantom.
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Figure 4.5: The reconstruction results of projections with zero-valued pixels inside using
ML-EM (left) and zML-EM (right) algorithms. For the zero-valued pixels inside the
projection data, c=0.000001. Thirty iterations were used.
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4.6 Discussion and Conclusion

The presented results indicated that the zML-EM algorithm can handle the zero-valued

projections properly by varying the c value for different cases, while the conventional ML-EM

algorithm generates larger errors in the results. For low count data, the ML-EM algorithm

is terminated before it is fully converged in order to maintain the noise level, resulting in

a blurred boundary. By introducing a c value that is greater than 1, the boundary in the

image is well preserved even at extremely low iterations. With the increase in the iteration

number, a smaller c value (still ≥1) is suggested. For zero-values inside the object region,

black lines are observed in the reconstruction result of the ML-EM algorithm. However,

these black lines are completely removed by applying the zML-EM algorithm with a c value

that is less than 1, even close to zero.

Based on the computer simulation results above, we could make the following observa-

tions:

The weighting strategy of the ML-EM algorithm can be further improved for the zero-

valued projections.

(i) When the zero-valued measurement is correct, the weighting in the ML-EM algorithm

is too conservative, though the true value is already known.

(ii) When the zero-valued measurement is incorrect, the ML-EM algorithm’s weighting

“1/
∑

m

aimxm” over emphasizes the zero-valued projection at high iterations.

We propose to replace the weighting “1/
∑

m

aimxm” by “ci/
∑

m

aimxm”.

(i) In regions where the zero-valued measurement is correct, set ci > 1.

(ii) In regions where the zero-valued measurement is incorrect, set 0 ≤ ci < 1.

(iii) In regions where the projection data are positive, set ci = 1.

In practice, it is fairly easy to determine whether the zero measure is correct or not by

examination of its neighboring measurement values.

In conclusion, the new zML-EM method improves the reconstruction results by using

an appropriate c value and has a smaller image error than that of the conventional ML-EM

at low iterations. As with the conventional ML-EM algorithm, the proposed zML-EM

algorithm retains the property of count conservation at every iteration.
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CHAPTER 5

GEOMETRIC CALIBRATION AND IMAGE

RECONSTRUCTION FOR SEGMENTED

SLANT BEAM STATIONARY

CARDIAC SPECT SYSTEM

5.1 Abstract

A dedicated stationary cardiac SPECT system is developed with a novel segmented-

slant-hole collimator. The goal of this paper is to calibrate this new imaging geometry with

a point source. Unlike the commercially available dedicated cardiac SPECT systems, which

are specialized and can only be used to image the heart, our proposed cardiac system is based

on a conventional SPECT system, but the collimator is replaced with a segmented-slant-hole

collimator. For a dual-head SPECT system, two segmented collimators, each with seven

sections, are arranged in an L-shaped configuration such that it can produce a complete

cardiac SPECT image with only one gantry position. A calibration method is developed

to estimate the geometric parameters of each collimator section as well as the detector

rotation radius, under the assumption that the point source location is calculated using

the central-section data. With a point source located off the rotation axis, geometric

parameters for each collimator section can be estimated independently. The parameters

estimated individually are further improved by a joint objective function that uses all

collimator sections simultaneously and incorporates the collimator symmetry information.

Estimation results and images reconstructed from estimated parameters are presented for

both simulated as well as real data acquired from a prototype collimator. The calibration

accuracy was validated by computer simulations with an error of ∼ 0.1◦ for the slant angles

and ∼ 1 mm for the rotation radius. Reconstructions on a heart insert phantom did not

show any image artifacts of inaccurate geometric parameters. Compared to the detector’s

intrinsic resolution, the estimation error is small and ignorable. Therefore, the accuracy of

the calibration is sufficient for the cardiac SPECT imaging.
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5.2 Introduction

Dedicated cardiac Single Photon Emission Computed Tomography (SPECT) systems,

based on state-of-the-art detector technologies and specific acquisition geometries, offer

ultra-fast scans with high image quality for the detection of Coronary Artery Disease (CAD).

Very short acquisition times can be achieved mainly through the use of multidetectors or

multicollimators (e.g., pinhole, slant hole) that are oriented from different directions and

image the heart simultaneously [1–5]. Adding detectors also adds more parameters to be

calibrated. As compared with the conventional parallel-hole system, the cardiac SPECT

system with sophisticated collimators is more difficult to calibrate. Knowledge of the precise

geometric parameters is essential for accurate image reconstruction.

The optimal method for calibration depends on the scanner geometry. Many geometrical

calibration methods have been proposed since the early 1980s [6–10]. For parallel and slant

geometry, Busemann et al. presented a calibration procedure that entailed measuring a

plate containing 16 point sources at two different positions [6]. For fan-beam geometry,

a method of minimizing the distance between the experimental measurement and the

analytical locations of one point source was proposed by Gullberg et al. [7] and was extended

to cone beam geometry [8]. A good approximation of initial values was required to avoid

unrealistic solutions. More recently, multiple point sources with known relative distances

were applied in calibration to eliminate correlation of scanner parameters [9–12]. Although

this method only needs coarse initial values, the design of the calibration object requires

very high precision.

The aim of this paper is to calibrate a prototype dedicated stationary cardiac SPECT

system with segmented-slant-hole collimators. This stationary cardiac SPECT is realized

by simply mounting the segmented-slant-hole collimators on the widely-used two-head con-

ventional SPECT system. Each collimator includes seven sub-collimators slanted towards

a common volume at the rotation center. With two gamma camera detectors at 90◦ apart,

14 views are acquired simultaneously. To obtain a high-quality reconstruction, a precise

calibration of geometrical parameters is necessary.

This work develops a geometric calibration procedure for the segment-slant-hole sta-

tionary cardiac SPECT. Even though our system is able to produce a cardiac image

without gantry rotation, we rotate the gantry for 180◦ for the system calibration procedure.

Our method consists of two steps. In the first step, the central sub-section that has the

conventional parallel-hole collimator is used to estimate the location of the point source, so

that the point source location is known. After the location of the point source is known,
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in the second step, the parameter estimation problem becomes a minimization problem

with a quadratic objective function. The quadratic nature of the objective function enables

closed-form estimation. Parameters for each section are estimated independently. A joint

objective function can be set up in the second step, so that all parameter can be estimated

simultaneously. The joint objective function can incorporate the collimator symmetry

information and makes the estimation more accurate.

This paper is organized as follows. In section 5.3, we briefly introduce the segmented-

slant-hole stationary cardiac SPECT system. In section 5.4, we explain the details of the

proposed calibration method. Our method has been verified by Monte Carlo simulations and

actual system measurements. In Monte Carlo simulations, the ground truth is known. In

real data studies, the projections were acquired with a prototype system with a segmented-

slant-hole collimator, and then the geometric parameters were estimated. The experiments

and results are illustrated in sections 5.5 and 5.6, respectively. Finally, we discuss the results

in section 5.7.

5.3 Segmented Slant-Hole Collimator

The proposed segmented slant-hole collimator has 7 segments, as shown in Figure 5.1.

Section I is the conventional parallel-hole collimator. Sections II∼VII are slant-hole colli-

mators. Within a section, the collimator holes are parallel to each other. The region in front

of the collimators, which is “seen” by all sections, is the common volume (CV) centered at

the rotation center. The region of interest must be contained in the CV.

Without loss of generality, we use section III to introduce slant angles, as shown in

Figure 5.2. The slant angles of each section must be estimated before image reconstruction

can be performed. To describe the geometry of the scanner, we introduce two sets of axes:

the detector and the object sets of axes. The detector set of axes is defined by (u, v, w),

where the u-axis refers to the horizontal axis, the v-axis refers to the vertical axis that is

parallel to the rotation axis of the detector, and the w-axis is normal to the detector and

oriented toward the rotation axis (see Figure 5.2).

The object is defined in the (x, y, z) system. In this paper, we define the origin of the

object system to be at the intersection of the w-axis and the rotation axis, and the rotation

axis is referred to as the z-axis. When the detector rotation angle is θ = 0◦, the u-axis is

parallel to the y-axis.

The transformation from the (x, y, z) coordinate system to the (u, v, w) coordinate

system is equivalent to a clockwise rotation about the z-axis by angle θ plus a shift of

rotation radius f in the w direction. The final transformation is given by
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Figure 5.1: Illustration of the proposed 7-segment slant-hole collimator. The projection is
elongated at outer sections. Ellipses in dash lines represent the projection on that section
of the detector when a sphere is placed at the rotation center.
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Figure 5.2: Definition of slant angles η and ϕ, detector coordinates, and object coordinates.
The z axis is the rotation axis of the detector.
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This paper proposes a method to estimate the slant angles η and ϕ for each section. The

definitions of slant angles η and ϕ are illustrated in Figure 5.2. The detector rotation radius

f will also be estimated. This method uses one point source P at the location (x0, y0, z0)

that is away from the rotation axis. Without loss of generality, again, we use section III to

show the setup of the point source P relative to the detector, as shown in Figure 5.3. The

location of P can be obtained using two or more views from a conventional parallel-hole

collimator, for example, section I of our proposed segmented collimator. According to

Figure 5.3, the image of point source P in section I has the coordinates

(uIθ, vIθ) = (−x0 sin θ + y0 cos θ, z0) (5.2)

and the distance from the point source P to the detector is

Dθ = x0 cos θ + y0 sin θ + f. (5.3)

The image of the point source P in section III is related to (uIθ,vIθ) as, according to

Figure 5.3,

uIIIθ = uIθ +Dθ tan η = (−x0 sin θ + y0 cos θ) + (x0 cos θ + y0 sin θ + f) tan η, (5.4)

vIIIθ = vIθ +Dθ tanϕ = z0 + (x0 cos θ + y0 sin θ + f) tanϕ. (5.5)

In our system, the distance from the rotation axis to the back of the collimator is

referred to as the focal length of the collimator (shown in Figure 5.2 and Figure 5.3). Unlike

a fan-beam or cone-beam imaging geometry, the focal-length of the segmented slant-hole

collimator is decided by the rotation radius and can be altered in the range of CV, even

after the collimator is fabricated. Here, we define the center of the detector to be the origin

of the (u, v) coordinate system, which is also the center of section I. Therefore, the focal

point is the same as the origin of the (x, y, z) coordinate system, and the focal length is

the same as the detector rotation radius f . The center coordinates of other outer sections

are defined as (f tan η, f tanϕ), as shown in Figure 5.2.

5.4 Calibration of Segmented-Slant-Hole Collimator

5.4.1 Independent Estimation of the Parameters

In (5.4) and (5.5), the measurements are uIIIθ and vIIIθ. The point source location is

also assumed to be known, because it can be estimated by using the projection data from

section I. Thus, the unknowns to be estimated are: tan η, tanϕ, and f .
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Figure 5.3: The setup of a point source P.

Based on Equations (5.4) and (5.5), the unknowns can be estimated by minimizing the

following error functions:

Eu =
∑

θ

[uIIIθ − uIθ − (x0 cos θ + y0 sin θ + f) tan η]2, (5.6)

Ev =
∑

θ

[vIIIθ − z0 − (x0 cos θ + y0 sin θ + f) tanϕ]2. (5.7)

The error functions (5.6) and (5.7) are the usual quadratic objective functions. This becomes

obvious if (5.6) is rewritten as

Eu =
∑

θ

[uIIIθ − uIθ − (x0 cos θ + y0 sin θ)a− b]2, (5.8)

with the unknown variables defined as

a = tan η

b = f tan η.
(5.9)

Taking partial derivatives of Eu with respect to a and b, respectively, and setting the partial

derivatives to zero, we have

∑

θ

[uIIIθ − uIθ − (x0 cos θ + y0 sin θ)a− b](x0 cos θ + y0 sin θ) = 0 (5.10)
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∑

θ

[uIIIθ − uIθ − (x0 cos θ + y0 sin θ)a− b] = 0, (5.11)

that is,
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
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Therefore, the closed-form solutions for a and b are obtained as

[

a
b

]
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θ

[uIIIθ − uIθ](x0 cos θ + y0 sin θ)
∑

θ

[uIIIθ − uIθ]



 .

(5.13)

Note that when x0 6= 0 and y0 6= 0, the solution is unique.

The geometrical parameters η and f can be obtained as

η = arctan a (5.14)

f =
b

a
. (5.15)

Similarly, solution for tanϕ can be obtained by minimizing (5.7).

5.4.2 Joint Estimation of the Parameters

Notice that parameter f is estimated from both (5.6) and (5.7), and for all outer

collimator sections. The outliers can be discarded and the average value of these f values

can be used. In fact, to further improve the accuracy of the parameters, a joint objective

function using all collimator sections can be set up in (5.18) below. Some extra information

can be added to this new joint objective function. For example, the collimator is symmetric.

Sections II and VII are mirror symmetric. Sections III and VI are mirror symmetric.

Sections IV and V are mirror symmetric. This joint objective function can be further

simplified if the point source P can be carefully positioned on the axis of rotation. The mirror

symmetry property is able to average and reduce the errors generated in the individual

estimation method discussed in section 5.4.1. Let us consider two special cases below.

5.4.2.1 Special Case 1: Using Two Orthogonal Views

We set two detectors at 0◦ and 90◦, respectively, to acquire two high-count (i.e., low

noise) projection data of a point source. The location of the point source is given in section
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I, as x0=-uI90◦ , y0=uI0◦ , z0=vI0◦ . Thus, (x0, y0, z0) is known. Using two projections at

0◦ and 90◦, expressions of f tan η and tanϕ can be derived from Equations (5.4) and (5.5).

Take section III as an example:

At 0◦ uIII0◦ = y0 + (x0 + f) tan η (5.16a)

vIII0◦ = z0 + (x0 + f) tanϕ (5.17a)

At 90◦ uIII90◦ = −x0 + (y0 + f) tan η (5.16b)

vIII90◦ = z0 + (x0 + f) tan η (5.17b)

Combining (5.16a) and (5.16b) yields (5.16) below, and combining (5.17a) and (5.17b) yields

(5.17) below:

(y0 − x0)f tan η = (uIII0◦y0 − uIII90◦x0)− (x20 + y20) (5.16)

(x0 − y0) tanϕ = vIII0◦ − vIII90◦ . (5.17)

A joint objective function is then readily formed by (5.16) and (5.17) by considering all

outer sections simultaneously,

V II
∑

i=II

[(y0−x0)f tan ηi− (ui0◦y0−ui90◦x0)+ (x20+ y20)]
2+

V II
∑

i=II

[(x0− y0) tanϕi− (vi0◦ − vi90◦)]
2

(5.18)

Here, x0 6= y0. The collimator is symmetric with respect to the center, we enforce that ηII =

−ηV II , ηIII = −ηV I , ηIV = −ηV . Minimizing (5.18) gives all the unknown parameters: f ,

ηi and ϕi.

5.4.2.2 Special Case 2: Using One View with the Point
Source on the Axis of Rotation

If we are able to carefully position the point source on the rotation axis by using the

detector L-shaped configuration, the above formulation can be further simplified: x0 = y0 =

0. When the point source is placed on the rotation axis, the sinogram will be a straight

line. We thus can only use one view to estimate the slant angles. Equations (5.4) and (5.5)

are reduced to

uIIIθ = f tan η (5.19)

vIIIθ = z0 + f tanϕ, (5.20)

which only depend on the parameters of the slant-hole geometry. The joint objective

function for ηi and ϕi can be readily set up by (5.4) and (5.5) as

V II
∑

i=II

[(f tan ηi − ui)
2 + (z0 + f tanϕi − vi)

2] (5.21)
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where (ui, vi) is the projection location of the point source at the ith outer collimator

section.

To summarize the estimation procedure, we first use a point source data set with the

point source off the axis of rotation and use the data in section I to obtain the point source

location (x0, y0, z0). Second, independent estimation of f , ηi, and ϕi is obtained according

to the method in section 5.4.1. Finally, the estimates of f , ηi, and ϕi are used as the initial

values and we use the method in section 5.4.2.2 to further refine the estimates.

5.4.3 Geometric Point Response Function for Slant-Hole
Collimator

In order to reduce the dead-zone of the slant collimators, the collimator hole-length is

chosen to be very short. This results in a low-energy high-sensitivity (LEHS) collimator;

thus, geometric-blurring compensation is necessary. The differences between the point

response functions (PRS) for the conventional parallel-hole system and the slant-hole system

are shown in Figure 5.4. It is observed that the PRF is symmetric for the conventional

parallel-hole collimator. However, for the slant-hole collimator, the PRF is asymmetric [13].

The PRF is elongated in the direction of angle β, as shown in Figure 5.5. The tilt angle α

and the slant angle β are calculated as

tanα =
tanϕ

tan η
, (5.22)

tan β =
√

tan2 η + tan2 ϕ. (5.23)

5.5 Experiments

Experiments were performed using simulated as well as real data acquired from a

prototype segmented-slant-hole collimator. The computer simulation experiment evaluated

Parallel Holes 

Section I

Slant Holes

Section IV

Response Response

Figure 5.4: Illustration of the geometric response for the parallel holes and slant holes.
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Figure 5.5: A close-up diagram of a point response function’s foot print with respect to
slant angle α and β.

the calibration accuracy with given parameters. The real-data experiment calibrated the

prototype collimator.

5.5.1 Data Generation

To validate the proposed method, we simulated a dual-head SPECT system with the

same geometry as that of our prototype system using the GATE (Geant4 Application for

Tomographic Emission) Monte Carlo simulation tool [14, 15]. The Monte Carlo scripts are

listed in the Appendix 5.9.1. The parameters of the slant holes in Figure 5.3 are given

in Table 5.1. The hole diameter is the diameter of the smallest cross section of the hole

and the septum length is elongated at outer sections. One point source was placed at

(10, 10, 20) (unit: mm) away from the rotation center. The detector rotated in a circular

orbit and acquired data every 15◦ over a range of 180◦. Another high-count data set was

acquired at 0◦, when one point source was placed on the rotation axis. The pixel size of

projection matrix was 1.25 mm. As a comparison, the calibration results were applied in

the reconstruction of a two-point phantom.
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Table 5.1: System parameters

Isotope 99mTc Septum length of section II&VII 16.6 mm

Energy window 15% Septum length of section III&VI 16.22 mm

Hole shape Hexagon Septum length of section IV&V 17 mm

Hole diameter (2R) 1.9 mm Septum length of section I 15 mm

Septal thickness 0.3 mm

5.5.2 Slant-Hole Collimator Calibration

Our segmented collimator was fabricated by Nuclear Fields (Des Plaines, IL), who

provided us some rough estimation of some parameters. Here, we used the proposed method

to estimate the collimator parameters. The collimator is mounted on a Siemens E-CAM

Signature SeriesR© SPECT camera. Details about the geometry of the collimator are listed

in Table 5.1. A point source, which is made of a tiny drop of 100 µCi 99mTc in a capillary

tube, was placed at an arbitrary position that is away from the rotation axis but in the field

of view. Images were acquired every 5◦ over 180◦ with a total of 21 min study time. For

more accurate results, a set of high-count data were acquired at 0◦ and 90◦ while keeping

the setup of the system constant. The estimated parameters were used to reconstruct the

image of the point source and a heart insert with 1.0 m Ci 99mTc in the heart wall. The

projection matrix was 256×256 with a pixel size at 2.3976 mm.

5.6 Results

5.6.1 Validation

The location of the point source estimated from section I is presented in Table 5.2.

As can be seen from the table, there is a good agreement between the estimated location

and the actual location. The error of estimation is around 0.2 mm and is well below the

detector’s intrinsic resolution. Based on the location of projected point source, the slant

angles η and ϕ were estimated from each outer section and are presented in Table 5.3.

Due to the uncertainties in measuring the center of the projected point source, the value

of f varies from 226.1551 mm to 267.0329 mm. A further improvement is necessary to

increase the estimation accuracy. Parameters f and η were varied in a range of 10 mm

and 1.5◦ around each mean, respectively. The value 226.1551 mm, which is far from all

other estimated f , was discarded. The minimum of the joint objective function was found

at parameters listed in Table 5.4. The difference between the estimated and actual value is

less than 0.1◦ for the slant angles and 1 mm for the rotation radius.
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Table 5.2: Location of the point source

Actual value Estimated value

(mm) (mm)

x0 10 9.7764

y0 10 9.3445

Table 5.3: Individually estimated parameters with a point source off the rotation axis

Section No. Estimated η Estimated f Estimated ϕ Estimated f

(deg) (mm) (deg) (mm)

II -27.1997 250.8792 21.9388 266.535

III 13.6601 253.1167 24.8368 261.8161

IV 35.8831 259.7550 7.1090 226.1551

V -35.7989 260.2545 -6.3202 256.2762

VI -13.6432 251.7194 -24.8489 261.8941

VII 25.743 267.0329 -21.9859 265.1175

f (mm) 256.6293 ± 11.0953

Table 5.4: Jointly estimated parameters, giving improved results

Section No. Actual η Actual ϕ Actual f Improved η Improved ϕ Improved f

(deg) (deg) (mm) (deg) (deg) (mm)

II -25.7143 21.9976 266.5 -25.8 22.0737 265.5

III 12.8571 24.5452 266.5 12.9 24.6198 265.5

IV 35 6.0963 266.5 35.1 6.1188 265.5

V -35 -6.0963 266.5 -35.1 -6.1188 265.5

VI -12.8571 -24.5452 266.5 -12.9 -24.6198 265.5

VII 25.7143 -21.9976 266.5 25.8 -22.0737 265.5
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Figure 5.6 shows the reconstruction results with estimated parameters before and after

blurring correction. The shape of the point source is well reconstructed without any dis-

tortion. As a comparison, we also performed the reconstruction with true parameters. The

reconstruction results of two point sources from estimated parameters and true parameters

are displayed in Figure 5.7. No significant difference is observed in these two images.

Figure 5.6: Reconstruction results of a point source without (left figure) and with (right
figure) blurring correction. Five iterations and 50 iterations were used, respectively.

Figure 5.7: Reconstruction results of two point sources at 50 iterations. The left one
was reconstructed with actual parameters. The right one was reconstructed with estimated
parameters.
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5.6.2 Slant-Hole Collimator Calibration

The projection of a point source is shown in Figure 5.8. As is seen, the point source

is elongated at outer sections along the slant angle. Table 5.5 lists the calibrated slant-

hole parameters for each section. The location of the point source estimated from the

central sub-detector is at x0 =-2.1605 mm, y0 =42.5028 mm. Images reconstructed with

estimated parameters are shown in Figure 5.9. No obvious errors or artifacts from geometric

calibration are observed in the point source reconstruction image. The asymmetry in the

x-axis and y-axis cuts mainly attribute to the cylinder shape of the capillary tube with 1.0

mm diameter and about 2.0 mm axis height.

The calibrated parameters were further evaluated using the cardiac insert phantom.

Figure 5.10 shows the projection image of the heart phantom acquired by the stationary

segmented slant beam cardiac SPECT system. In total, 14 projection images were acquired

simultaneously. With a resolution compensation, the “U” shape of the heart is well pre-

served (Figure 5.11). The low contrast and nonuniformity may be caused by the limited

view angles.

Figure 5.8: The projection of a point source at 90◦.
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Table 5.5: Parameters for segmented-slant-hole collimator obtained from calibration

Section Estimated Estimated Estimated Estimated Improved Improved Improved

No. η (deg) f (mm) ϕ (deg) f (mm) η (deg) ϕ (deg) f (mm)

II -24.5704 285.484 29.3020 239.1922 -28.1 28.1 249.2

III 17.6198 233.092 29.2392 242.2959 16.1 27.6704 249.2

IV 42.1965 240.394 5.1924 245.6745 39.6 4.4006 249.2

V -38.7337 253.905 -3.7202 254.9959 -39.6 -4.4006 249.2

VI -14.7862 257.088 -28.1511 224.7458 -16.1 -27.6704 249.2

VII 29.7619 239.6518 -29.1448 228.0522 28.1 -28.1 249.2

Figure 5.9: The reconstruction results of a point source with improved parameters. From
left to right: x-axis, y-axis and z-axis cuts through the point center. 60 iterations were
applied.
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Figure 5.10: The projection of the heart phantom at 0◦ and 90◦.

Figure 5.11: The reconstruction results of the heart phantom. From left to right: vertical
long-axis (VLA), short-axis (SA), and horizontal long-axis (HLA) cuts.
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5.7 Discussion and Conclusions

In this work, a geometrical calibration method was developed for stationary cardiac

SPECT with a segmented-slant-hole collimator. The proposed estimation method does not

require good initial values or iteration. Also, no precise measurement of point location

is required as the point source can be placed at an arbitrary position. The method was

validated in computer simulations, which show 0.1◦ error for slant angle and 1 mm for

the rotation radius. It was also successfully applied to a prototype segmented-slant-hole

collimator. Errors in the calibration depend on the accurate measurement of the point

projection locations, which are limited by data pixel size and noise. For better calibration

results, the pixel size is set as small as possible.
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5.9 Appendix

5.9.1 Appendix A: Monte Carlo Simulation Code for Slant Hole

Monte Carlo code for parallel hole:

/gate/collimator/daughters/name hole

/gate/collimator/daughters/insert hexagone

/gate/hole/geometry/setHeight 15. mm

/gate/hole/geometry/setRadius .95 mm

/gate/hole/placement/setRotationAxis 0 1 0

/gate/hole/placement/setRotationAngle 90 deg

The slant hole is constructed by four parallelepiped. For slant-hole collimator, the above

code is replaced by following part:

/gate/collimator/daughters/name hole

/gate/collimator/daughters/insert parallelepiped

/gate/hole/geometry/setDx 1.097 mm

/gate/hole/geometry/setDy 0.95 mm

/gate/hole/geometry/setDz 15. mm

/gate/hole/geometry/setAlpha 30. deg

/gate/hole/geometry/setTheta 35.3102 deg
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/gate/hole/geometry/setPhi 261.3274 deg

/gate/hole/placement/setRotationAxis 0 1 0

/gate/hole/placement/setRotationAngle 90. deg

/gate/hole/placement/setTranslation 0. 0.475 0.2742 mm

/gate/collimator/daughters/name hole2

/gate/collimator/daughters/insert parallelepiped

/gate/hole2/geometry/setDx 1.097 mm

/gate/hole2/geometry/setDy 0.95 mm

/gate/hole2/geometry/setDz 15. mm

/gate/hole2/geometry/setAlpha -30. deg

/gate/hole2/geometry/setTheta 35.3102 deg

/gate/hole2/geometry/setPhi 261.3274 deg

/gate/hole2/placement/setRotationAxis 0 1 0

/gate/hole2/placement/setRotationAngle 90. deg

/gate/hole2/placement/setTranslation 0. -0.475 0.2742 mm

/gate/collimator/daughters/name hole3

/gate/collimator/daughters/insert parallelepiped

/gate/hole3/geometry/setDx 1.097 mm

/gate/hole3/geometry/setDy 0.95 mm

/gate/hole3/geometry/setDz 15. mm

/gate/hole3/geometry/setAlpha -30. deg

/gate/hole3/geometry/setTheta 35.3102 deg

/gate/hole3/geometry/setPhi 261.3274 deg

/gate/hole3/placement/setRotationAxis 0 1 0

/gate/hole3/placement/setRotationAngle 90. deg

/gate/hole3/placement/setTranslation 0. 0.475 -0.2742 mm

/gate/collimator/daughters/name hole4

/gate/collimator/daughters/insert parallelepiped

/gate/hole4/geometry/setDx 1.097 mm

/gate/hole4/geometry/setDy 0.95 mm

/gate/hole4/geometry/setDz 15. mm



75

/gate/hole4/geometry/setAlpha 30. deg

/gate/hole4/geometry/setTheta 35.3102 deg

/gate/hole4/geometry/setPhi 261.3274 deg

/gate/hole4/placement/setRotationAxis 0 1 0

/gate/hole4/placement/setRotationAngle 90. deg

/gate/hole4/placement/setTranslation 0. -0.475 -0.2742 mm
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CHAPTER 6

SUMMARY AND PERSPECTIVES

6.1 Scientific Contributions

This dissertation is focused on the investigation of a dedicated stationary cardiac SPECT

system. This high-sensitivity, ultra-fast and fully stationary SPECT imaging approach

consists of an inexpensive and simple modification that can be used on existing dual-head

SPECT systems. By replacing the regular collimator with a segmented slant-hole collimator

proposed in Chapter 2, each detector is able to acquire 7 view-angles simultaneously,

providing a 6-fold gain in sensitivity, compared with a regular low-energy high-resolution

SPECT collimator if same spatial resolution is assumed. Notwithstanding, the limited

angular sampling and background truncation issues must be carefully evaluated and settled.

System parameters, such as the slant angles for each collimator section and rotation radius,

must be calibrated accurately in order to obtain an accurate and artifact-free reconstruction.

Computer simulation results in Chapter 3 show that the effect of truncation on the

reconstruction is negligible when the number of views is sufficient. For a small number of

projections, such as 14 views, the presence of bias and streak artifacts associated with small

FOV cause distortion in the reconstruction. This dissertation extends the conventional

ML-EM algorithm to the reconstruction of truncated projections with few view angles. To

suppress the streak artifacts, the projection array is expanded to match the size of a virtual

detector that can measure truncation-free projections. For expanded projection data, the

ratios are set to 1 before backprojection. The array extension does not change the value of

measured projection data, but reduces the step size of pixels outside the FOV. Therefore, the

iterative algorithm is more stabilized. The streak artifacts outside the FOV are significantly

suppressed, which in turn reduces image distortion in the FOV.

In low count imaging, there is a probability that a zero-valued projection is acquired

during measurement or after preprocessing. When the conventional ML-EM algorithm is

close to convergence, the line-integral of the image associated with the wrong zero-valued

projection will drive all image pixels along this particular line to zero. This dissertation
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introduces a positive constant weighting factor c to zero-valued projections in the ML-EM

algorithm in Chapter 4. Computer simulations confirm that applying c > 1 for these zero

measurements outside the radiation body, the pixels at the background can converge to

zero quickly at very low iterations, generating a sharp boundary of the heart phantom. For

these zero measurements inside the projection of the radiation body, the black lines are

completely removed by setting c < 1. Consequently, applying an appropriate weighting for

zero-valued projections can result in a smaller image error than that of the conventional

ML-EM algorithm.

In Chapter 5, this dissertation also develops a novel calibration method for a prototype

segmented slant-hole stationary cardiac SPECT. The geometric parameters for each colli-

mator section are estimated independently first, and then are further improved by a joint

objective function that uses all collimator sections and incorporates the collimator symmetry

information. In computer simulations, the estimation error of the proposed calibration

method is well below the detector’s intrinsic resolution. When it is implemented to the

prototype cardiac SPECT system using segmented slant-hole collimators, the diameter of

the image reconstructed from estimated parameters is almost the same as the actual size of

the point source.

6.2 Future Work

This dissertation is an initial study of the segmented slant-hole stationary cardiac

SPECT system, focusing on collimator evaluation, image reconstruction of truncated data,

and system calibration. Current research does not consider cardiac motion. The size of the

heart varies during diastole and systole. The effects of cardiac motion to the size of the

common FOV has to be carefully evaluated in the future.

The task of the cardiac SPECT is to detect lesions. Additional task-dependent evalua-

tion methods to assess image quality are needed when the optimized collimator is fabricated.

Observer studies and receiver operating characteristics (ROC) analyses are commonly used

for image quality assessment [1–7]. The results of observer studies are closely related to

clinical applications, so the evaluations will be more convictive. In the observer studies,

the proposed segmented-parallel-beam stationary system will be compared with the con-

ventional SPECT system, as well as the multipinhole system at the same scanning time.

The Jaszczak torso/heart phantom with attachments can be used to simulate male and

female patients. Various lesion sizes, locations, and noise levels can be applied to simulate

the real situations. Images with one lesion (positive images) or without lesions (negative
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images) will be given to trained observers, who will be asked to indicate whether a lesion

is present or absent in each image, as well as where it is and his or her confidence level

for the presence of lesions. ROC curves will be generated according to observers’ scores.

An alternative way is to use channelized Hotelling observer (CHO), which models human

observer performance by computers [8–10].

The tailored ML-EM algorithm proposed in Chapter 3 does not consider attenuation

and geometric blurring compensation, which are required by accurate quantification. There

are two ways to obtain the attenuation map: one is to use X-ray CT and the other is

to acquire the attenuation map from the stationary cardiac system. The latter is a big

challenge, because the transmission data are both truncated and highly under sampled.

How to correct for the attenuation in a stationary cardiac system remains an open problem.

The stationary cardiac SPECT system has big advantages of eliminating the detector

motion artifacts and giving time consistent angular data, which is ideal for myocardial

perfusion imaging. Furthermore, a dedicated stationary cardiac SPECT will enhance pa-

tient comfort by reducing the scanning time. The realization of a fully stationary cardiac

SPECT system requires only a simple collimator exchange, which is a common procedure in

SPECT imaging rooms. Compared with buying an entire dedicated cardiac SPECT system,

the cost of our stationary cardiac SPECT is as low as that of a regular collimator. Most

importantly, our segmented parallel-hole collimator allows the SPECT system to obtain 14

images on two detectors and has an approximate 34-fold sensitivity gain in total over a

conventional single-head system, while the multipinhole system only has a 2- to 5-fold gain.

This dissertation provides solutions to the major problems in a stationary cardiac SPECT

system. Further efforts to improve image quality and reduce scan time are still needed.
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