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ABSTRACT

Lithium is generally considered to be a simple metal, given its simple electronic structure 

with one valence electron. It is considered to follow a nearly free electron model and have 

a nearly spherical Fermi surface. However, away from ambient conditions, the behavior of 

lithium becomes much less simple. Under high pressures, lithium undergoes a series of sym­

metry breaking phase transitions, even a metal to insulator transition; at low temperatures, 

lithium also undergoes a temperature-driven martensitic transformation. In this work, these 

deviations from simple models in lithium are investigated, both at ambient pressure and 

under high pressures, from the relative high temperature phenomenon of melting, to low 

temperature measurements of superconductivity.
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CHAPTER 1

INTRODUCTION

This work is mainly concerned with the properties of low Z  materials under extreme 

conditions, in particular, lithium and lithium-rich materials. This dissertation serves to 

give some theoretical background of alkali metals, lithium in particular, and to describe 

experimental studies.

There are three main parts: an introduction and overview of the experimental techniques 

used, Chapters 1 and 2 ; results and/or discussions of experimental work, Chapters 3 through 

8 ; and a summary of findings, Chapter 9.

1.1 Alkali Metals
The alkali metals are characterized by one valence electron (s-electron) and tightly bound 

core electrons. Intuitively, this simple electronic structure should lead to simple behaviour. 

Indeed, under ambient conditions, the alkali metals behave in manners described well by 

the nearly free electron model. However, with the application of high pressures, the alkali 

metals display nonintuitive trends: lithium, sodium, potassium, and rubidium all display 

maximums and subsequent minimums [65, 70, 100, 110, 155, 130] in their melting curves as 

a function of pressure (the measured melting temperatures at differing pressures), as well as 

a series of symmetry-breaking structural phase transitions, going from the highly symmetric 

bcc to much lower symmetry phases [132, 75, 65, 130, 4]. Lithium and sodium also undergo 

a martensitic phase transformation at low temperature from bcc to hR3 at ambient pressure 

[13]. Lithium is the lightest of the alkalis that is a metal under ambient conditions. Though 

hydrogen has the same electronic configuration of the other elements in the alkali group, it 

is yet to be confirmed as metallic in laboratory conditions [189, 109, 129, 49]. However, the 

emergence of a metallic phase (even a nearly room temperature superconducting phase) is 

predicted to occur under extreme pressures [190, 5, 18, 115] and the strong magnetic field 

of Jupiter indicates that hydrogen is conductive at least within the core ( ~  40 million
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atmospheres). Due to the difficulty in reaching metallization pressures of hydrogen, the 

would-be lightest alkali metal, this work is focused on the next lightest alkali, lithium.

1.2 Lithium
Lithium is not only the lightest metal under ambient conditions, but it is also the 

lightest known superconductor [177, 42, 160, 172]. While under ambient pressure, the 

superconducting critical temperature (Tc) is rather low at & 100 fjK, with the application 

of extreme pressure, Tc increases to above 3.5 K near 15 GPa, and then begins to increase 

sharply at about 20 GPa, reaching a maximum near 30 GPa [42, 160, 172, 152]. This 

trend in the superconductivity of lithium is most likely related to the series of structural 

phase transitions that it undergoes as a function of pressure [70, 75]. Lithium has also been 

predicted and observed to undergo a metal to insulator transition (near 75 GPa) [119, 132].

1.3 Quantum Solids
A quantum solid is a material that is dominated by zero point energy (e =  1 hw) and 

is intrinsically restless. A visualization of a quantum solid would be to imagine a solid 

with lattice spacing r. The lattice ions form a periodic structure, they are confined by 

fixed boundaries. If these lattice ions have a wave function with the width of the de Broglie 

wavelength, A =  , comparable to r, A >  0 .1 r, corrections to the energy due to quantum 

mechanic effects must be considered. Since the thermal de Broglie wavelength, A =  ^2JhkBT, 

is inversely proportional to temperature, T , lowering the temperature appears to increase 

the width of the de Broglie wavelength. Thus at low temperatures, we may expect the 

wavefunctions of the lattice ions to spread in this manner, leading to significant ground 

state or zero point motion in the solid.

A useful parameter to qualify the extent of dominance of quantum effects on a system is 

the de Boer parameter (A). The de Boer parameter is the ratio of the de Broglie wavelength 

and the minimum distance separating atoms in a crystal, A =  = ----- h,— . The de Boer°  rmin rmin\/ 2mt
parameter shows the amount of delocalization of a system compared to its size [43]. The 

higher the de Boer parameter, the higher the ’quantumness’ of the system. This appears 

very similar to the Lindemann criterion of melting, discussed in section 1.5. Writing the de 

Boer parameter in terms of the potential energy i  yields:

hr 2 - 1
A =  h - =  (1 .1 )

V 2 m
which is very reminiscent of the criterion for quantum melting, further explored in section

1.5.1.
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An example of such a material is 4 He, which does not even solidify under ambient 

pressure [113, 197]. Other low Z elements, such as lithium, may display quantum solid 

behaviour. There is even a small but measurable difference in the lattice constants of 

lithium isotopes, showing that the lattice constant of the 6Li, the lowest mass isotope, is 

larger than that of natural lithium (~  92 % 7 Li), indicating an expanded lattice for the 

lower mass isotope [35]. Lithium is an intriguing candidate for quantum solidity. Unlike 

solid 3 He, H2 or D2, which would be characterized by van der Waals interactions, a  6̂ , 

a quantum solid lithium (at least at pressures <~70 GPa) would be in a metallic phase. 

Whilst insulators form interatomic bonds characterised by a short-range potential, a  6̂ , 

metals are characterised by long-range Coulomb interactions, a  1. (The full term for 

Coulomb potential is V (r) =  ^ e~kDr , with e~k° r , kD is the inverse of the Debye length, 

describing Debye electron screening. This term shows that the electric field of the positively 

charged ions in an electron gas diminishes more rapidly than 1  as the electron gas tends to 

gather around the positive charge. As the main difference between metals and insulators in 

this work is concerned with the comparative range of the potentials, Coulomb potential is 

estimated to be a  1 as in [170].) This type of metallic quantum solid opens the possibility of 

a material that could exhibit an increase in quantum solid characteristics, and even perhaps 

quantum melting, with the application of pressure [170](see section 1.5.1 and Chapter 3).

1.3.1 Nearly Free Electron Model
The alkali metals are generally considered to be simple metals, following a nearly free 

electron model. According to this model, the conduction electrons are considered to be 

free in the lattice. The conduction electrons in a periodic potential behave as unbound 

electrons. This is described by the Bloch Theorem, in which the wave function of the free 

electron experiences periodic potential wells determined by the lattice:

t k (r) =  ek  - ^  t k (r) =  eikrUk(r) (1 .2 )

where uk (r) is a function with the periodicity of the crystal lattice.

In this model, the lattice is assumed to be static. It is assumed that the energy 

contribution of the motion of lattice ions does not significantly contribute to the overall 

energy of the system. This means that this model could only be valid at zero temperature, 

given the always present motion of the lattice ions from thermal energy, a  k s T . However, 

considering a solid even at zero temperature, there is still the contribution from zero-point 

energy. In the case of a quantum solid, the zero-point energy dominates the total energy of 

the system.



4

1.4 Extreme Conditions
Ambient conditions are quite unusual when considering the universe as a whole. Com­

plex life on the surface on the earth exists in a remarkably narrow range of pressures 

and temperatures. Even when considering ’extremophiles’ , the range of the pressures and 

temperatures, ~ 2x10 4 Pa (~  0.2 bar) to ~108 Pa (^1000 bar) and ~  250 K to ~  400 K; 

whereas elsewhere in the universe, pressure and temperature range from vacuum ~  1 0 “ 17 

Pa to ~  1034 Pa inside a neutron star, and temperatures from 3 K to 1012 K. What we may 

think of as extreme, in many ways, can be the more typical state of a material. Though 

extreme conditions are difficult and generally expensive to achieve, it is important to explore 

such extreme conditions in a laboratory setting. Only viewing a material in our narrow 

range of ambient conditions does not allow sufficient range on any thermodynamic axis to 

properly gauge the behaviour of that material. Studying materials in extreme conditions 

allows for further characterization of said material, and for more accurate predications of 

its behaviour.

1.4.1 Pressure
Pressure is the thermodynamic variable with the largest range in the universe. Even in 

laboratory conditions, the range of achievable pressures is impressive, from ~  10“ 7 Pa (~  

10“ 12 bar) in a vacuum to ~  7x 1011 Pa  or ~  700 G Pa  (~  7x 106 bar) static pressure 

and >1012 Pa or 1 TPa (107 bar) dynamic pressure. This makes pressure one of the 

most important accessible thermodynamic variables and invaluable for the characterization 

of materials. In this work, only static pressure techniques were applied. Static pressure 

generally consists of two types, hydrostatic and nonhydrostatic. Hydrostatic pressures 

are achieved by using a liquid pressure transmitting medium, allowing the pressure to be 

isotropic across the sample, transmitted equally from all directions. In practice however, all 

pressure transmitting media solidify under sufficient pressure. Materials become stiffer as 

they are compressed, and different materials have varying hydrostatic limits under pressure 

(the pressures at which they become solid) [92, 3]. Hydrostatic and nonhydrostatic pressures 

may be applied in several types of pressure cells. In this work, pressure was applied in a 

Diamond Anvil Cell (DAC) or Paris-Edinburgh (PE) Press (see Chapter 2, sections 2.1.1 

and 2.1.2). In the present work, generally either a solid pressure medium or no pressure 

medium was used (liquid argon was used in the visual observations detailed in Chapter 3; 

however, such hydrostatic measurements in this work are the minority).
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1.4.2 Temperature
A  wide range of temperatures is accessible under laboratory conditions and even inside 

a DAC. High power lasers can be focused through the diamond onto the sample or even 

a portion of the sample, and temperatures >1000 K can be achieved. Conversely, a DAC 

can be made to fit inside a cryostat or dilution refrigerator and <100 mK temperatures 

can be reached. For the characterization of materials, temperature, like pressure, is a very 

useful thermodynamic variable. Temperature governs many important aspects of a given 

material; the superconducting Tc, the melting temperature, Tm, and in the case of lithium, 

there is the temperature-driven martensitic transition at M s & 80 K at ambient pressure 

[14, 13, 167, 151]. Used together, simultaneously, temperature and pressure allow one to 

map many interesting regions of the phase diagram: the superconducting phase diagram, 

the structural phase diagram, and melting curve to list a few.

1.5 High Pressure Melting
Melting is the transition of a material from a solid phase to a liquid phase as a function 

of either temperature or pressure. A useful concept for melting is the Lindemann Criterion, 

in which melting is described as the vibrational motion of the lattice ions exceeding a certain 

proportion of the lattice spacing (& 10 %) [106]. If we consider a solid with a lattice with 

an interatomic distance of r, the rms (root mean squared) amplitude of atomic vibration, 

{dr‘2ms) 2 , and a constant fraction, 5, (generally assumed to be & 0.1), the melting according 

to the Lindemann Criterion occurs when:

l d r " » 1 =  5 (1.3)
r

This criterion was inspired by the observation of the relation between the thermal expansion 

coefficient, a, and melting temperature, Tm:

aTm =  e (1.4)

in which e is a constant. Intuitively, if we imagine the application of pressure as decreasing 

the interatomic spacing, r, then {drlms)  2 must decrease proportionally in order to preserve 

the ratio. However, the interaction potential of the lattice ions also depends upon the 

interatomic distance r . In the case of a van der Waals type solid, the interaction potential 

is a  6̂ , so when r is reduced with the application of pressure, the potential energy increases, 

resulting in more energy required to affect {dr1ms) 2 . In short, as the interatomic spacing 

decreases, the amount of energy necessary to displace the lattice ions through vibrations 

increases. This results in an increase of Tm as a function of pressure. This is true even
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in the case of metals, in which the interaction potential is of the form a  1. The intuitive 

expectation is that materials become more classical with the application of high pressure.

A thermodynamics approach to melting allows us to see effects of pressure upon the 

melting temperatures (Tm) of materials (in terms of classical mechanics). Starting with 

the relation of Tm and pressure (P ) from the Clausius-Clayperon relationship [32] which 

appears in many standard thermodynamic textbooks:

1 dTm A V
Tm Up = ~l (L5)

where A V  is the change in volume and L is latent heat of melting, both are in terms of 

unit mass. However, from [69, 169] it appears that the entropy of melting, the change in 

disorder from the first-order phase transition:

A S  =  L  (1 .6 )
T m

is independent of pressure. We can introduce the Gruneisen parameter,

a K  ft -7\
Y =  P a :  (L7)

in which a  is the thermal expansion coefficient, K  is the bulk modulus, either isothermal 

or adiabatic depending upon the path, p is density, and Cv is the specific heat at constant 

volume. We can insert the Gruneisen parameter into the Clauius-Clayperon relation [168]: 

a K
Y = pCv

(1 .8 )

{ d T  X= a K = YpCv

dP =  J  dTYpCv ~  YP^

A E
----- =  2L — > dP =  2ypCv
m

A V
dP =  K  I ^  dP  =  K A V p  for unit cell volume change

1 dTm A V  2y

Tm ~dF  =  ~L =  K

Here, we can see that the slope of the melting curve as a function of pressure is inversely 

proportional to the incompressibility (bulk modulus K ), showing that the expectation is 

that the slope j p  is positive as the material is compressed.

However, this relation is based upon the assumption that the material does not undergo 

any reordering as it is compressed, that there are no pressure induced structural phase 

transitions. In section 1.1, it is noted that the alkali metals, lithium, sodium, potassium,
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and rubidium all have a maximum in their melting curves. This type of anomalous melting 

curve [169], occurs when the liquid phase is more dense than the solid phase. Since these 

materials do show symmetry-breaking phase transitions with the application of pressure, 

the maxima in the melting curves can be understood as a classical effect, and it is expected 

that if the material is compressed to a sufficiently close-packed structure, the equation 1 . 8  

will be valid [168]. If a material undergoes a phase transition to a structure with relatively 

low symmetry, then it is possible for a liquid to be more efficiently packed than a solid. At 

a constant temperature, the result is a pressure-induced melting transition; meaning the 

slope of dTm becomes negative, leading to a maximum in the melting curve as a function 

of pressure. Chapter 3 explores the melting curve of lithium under high pressures in more 

detail and results of experiment are presented therein.

Although it is understood that the maxima (and even subsequent minima) in the melting 

curves of the alkali metals correspond to the series of symmetry-breaking phase transitions 

in these materials, i.e., there is a classical explanation; the concept of quantum melting is an 

intriguing possibility for low Z metals, such as lithium (or even possibly dense hydrogen). 

This is the possibility that purely quantum effects can serve to expand the lattice even as 

pressure is applied to compress it [170]. We start with restating the Lindemann criterion

This comes from replacing the momentum term p in the uncertainty principle with energy, 

and equating that energy with the potential in the lattice (since it is at equilibrium). Finally

1.5.1 Quantum Melting

(1.9)r

If we rewrite the Heisenberg uncertainty principle:

A rA p >  h

p =  \/2 me 
1 ( 1 .1 0 )

resulting in the relation:

( 1 .1 1 )
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for simplicity, we use a proportionality to a constant. We can then rearrange this into the 

familiar format of equation 1.9: i
{dr2rms) 2 a  r 2 - 1 ( 1 .1 2 )

r

From this equation (1.12), we can see that if n =  1, as is the case for a metal with Coulomb 

type interactions ( 1 ), as the interatomic distance r decreases, the fraction sS 2 increases. 

Meaning the 5 in equation 1.9 increases, possibly to a value over the critical fraction to cause 

the lattice to melt.

Whilst the results presented in Chapter 3 do not provide sufficient evidence to conclude 

that the minimum in the melting curve of lithium is due to quantum melting, it remains 

an open question to investigate whether the phenomenon may occur at higher densities.

1.6 Superconductivity
Superconductivity as a physical phenomenon is important to this body of work, as it is 

a low temperature phase transition as well as a quantum mechanical effect. When searching 

for the possibilities of quantum solid behaviour in metallic, dense lithium, studies of the 

behaviour of the superconducting phase as a function pressure may provide insights into the 

physics governing this material. This is one of the main motivations for the investigation 

into the superconducting phase of dense lithium and its isotope effects (see Chapter 5 

for experimental results). Superconductivity was first reported in mercury in 1911 by

H.K. Onnes [136]. It was first thought that the electrical resistivity of a metal would 

decrease as a function of temperature continuously down to zero temperature. However, 

Onnes' laboratory measured the resistivity of mercury as a function of temperature down 

to liquid helium temperatures, and they observed an abrupt drop in the resistivity near 4.2 

K. Soon after, it was found that not only was there a critical temperature (Tc), above which 

superconductivity could not exist, but there was also a relatively weak critical magnetic field 

(Hcm) that could also destroy the superconducting state. The Tc and Hcm of conventional 

BCS or type I superconductors can be described by the empirical formula [157]:

Hcm(T) =  Hcm(0) 1 -  [=■© ' (1.13)

After the initial report, many other metals were found to demonstrate the same abrupt 

drop in electrical resistivity. This was assumed to be ideal conductance (p =  0) for ~  22 

years. In 1933, Meissner and Ochsenfeld reported that materials in the superconducting 

state also demonstrated zero internal magnetic field regardless of the material's history 

[124], known now as the Meissner-Ochsenfeld effect. This showed that superconductivity
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was not simply ideal conductance, but rather a phase transition (characterized by electrical 

resistivity p =  0 and magnetic field B  =  0), allowing for a thermodynamic approach to 

the study of the superconducting phase. After 1935, superconductivity was also described 

quite well in terms of electrodynamics by the London theory [108]. This approach treated 

a superconductor as having 2  types of electrons, superconducting and nonsuperconducting. 

However, a description of the behaviour of the superconducting electrons themselves was 

lacking (both in London theory and in the later Ginzburg-Landau theory [97]).

It was not until 1957 that a microscopic theory of the phenomenon had been proposed 

by Bardeen, Cooper, and Schrieffer (BCS theory) [9]. A key feature of the BCS theory 

comes from the idea of bound pairs of electrons from [34]. One starts by considering a 

normal metal in the ground state. In momentum space (or k space) all the states for 

the noninteracting electrons are occupied inside the Fermi Sphere (see section 1.8), and 

the states outside the Fermi sphere are not occupied. If an extra pair of electrons with 

equal momentum but with opposite sign, one spin up (+k  t )  and one spin down (—k ^) 

are introduced near to the Fermi surface, these electrons become attracted to each other 

by means of phonon interaction. One electron deforms the lattice, which in turn affects 

the other electron, allowing them to form a pair even though they repel each other. One 

consequence of this type of phonon-mediated BCS type superconductivity is that there exists 

an isotope effect for Tc. The lighter isotope of a given superconducting element (either in 

elemental form or as a part of a compound) has a well-described shift to a higher Tc (see 

equation 1.14). The mass of the lattice ions alone has a distinct and predictable effect on 

the Tc. This is strong evidence for the effect of phonons on superconductivity. The two 

attracted electrons become bound as a Cooper Pair, the total spin of the paired electrons 

is zero, meaning they now no longer obey Fermi Statistics and now obey Bose-Einstein 

Statistics. Now, at T <T c, the Cooper Pairs are all able to exist in the lowest energy level, 

as in Bose-Einstein condensation. In the Bose-Einstein condensate, all the particles have 

the same wave-function and are in a superfluid state. This makes it impossible for particles 

to be scattered separately by impurities or defects in the lattice from the remainder of the 

condensate without destroying the superconducting state itself. The energy it would take 

to scatter the particles separately would have to exceed the energy needed to break the 

Cooper pairs, thus destroying the supconducting state. According to BCS theory, the Tc 

can be expressed as: v )
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Fermi level, and Vef f  is the attractive potential between electrons [121]. From this equation

1.14, the isotope effect is apparent:

Lighter isotopes are expected to show a proportionally higher T'cs than the heavier isotopes

The structure of solids is one of the most important features of a material, not only affect­

ing the macroscopic appearance of a material but also governing many physical properties. 

For a material to be considered a crystal, it must have a periodic repetition of a base unit 

cell in three dimensions. Lithium and indeed the remainder of the alkali metals discussed 

thus far have been assumed to be crystals, and the presence of the symmetry-breaking 

phase transitions has been referenced (see section 1.1). In light of the importance of this 

symmetry-breaking phase transitions in lithium to the melting curve and phase transitions 

in general to the superconducting phase diagram, a discussion of the basic principles of 

crystal symmetry is warranted.

Structures of crystals are defined in terms of the symmetry present in the solid and dates 

to the 18th and 19th centuries. These crystal symmetries were first determined by analytical 

geometry, before the development of diffraction techniques necessary to experimental ob­

serve the structures of crystals [59]. There are 4 possible symmetries in a three-dimensional 

model: translational, rotational, reflection, and inversion. All crystals by definition have 

translational symmetry; there must be a base unit cell that can be repeated overall space; 

in other words, the definition of a crystal is a periodic structure. This restriction in turn 

leads to some limitations in other symmetry elements that are possible for crystals. For 

example, a shape that has five-fold rotational symmetry (such as star fish with five legs) 

cannot exist in a crystal since five-legged base unit cell cannot be repeated over all space 

without gaps. Although such symmetry does exist in nature (e.g., star fish, flower petals), 

it is not crystalline; such solids with five-fold symmetry are aperiodic and referred to as 

quasi-crystals [139, 159, 186].

For each symmetry element, we can consider an associated symmetry operation; exam­

ples are shown in Figure 1.1. We can consider a translational symmetry operation acting

(1.15)

(light^ ). The results from Chapter 5 show the test of this relation under

compression.

1.7 Crystal Structure
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Figure 1.1. An example of different symmetry operations. Panel A shows translational 
symmetry in one dimension, a motif copied at a certain distance away. Panel B shows 2-fold 
rotational symmetry. The center of rotation is the origin of the two-dimensional coordinate 
system drawn in the panel. Panel C shows a reflection operation. The mirror plane is 
drawn along the vertical axis. Panel D shows an inversion operation. The inversion plane, 
for convenience, is drawn diagonally across the panel. The opposite side of the motif is 
drawn in red to illustrate the operation. The underside of the motif in the top left quadrant 
of the panel is red, after the inversion operation, the underside of the motif is now face up.

upon a basis, or to be more general, a motif, to copy the motif at some vector, T i, away 

from the original. For example, if a motif is at the origin of a three-dimensional Cartesian 

coordinate system and a translation operation is carried out in the x-direction, the result 

is a motif at x =  0, T 1, 2T1, etc. A rotational operation simply rotates the motif about a 

center of rotation. This is limited by the necessity of translational symmetry, meaning only 

some rotations are allowed: 1-fold, 2-fold, 3-fold, 4-fold, and 6 -fold rotational symmetries. 

For example, 1-fold rotational symmetry centered about the origin of a coordinate system 

for a motif at a position of x = 1 , y = 1 , z= 0  rotates the motif by 2 n in x and y and the result 

is a copy of the motif at the exact same position as the original. As another example, 2 -fold 

rotational symmetry on the original motif at x = 1 , y = 1 , z= 0  would result in a copy of the
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motif at x=-1, y=-1, z=0. For a reflection operation, we can consider drawing a mirror 

plane a distance d from the motif, then a reflection of the motif on the other side of the 

mirror plane at a distance of d. The result is two motifs of opposite handedness or chirality 

a distance of 2d from each other. If a motif were at position x=1, y=1, z=1, and a mirror 

plane were drawn on the x-axis, the result would be a motif with opposite relative chirality 

at position x=-1, y=1, z = 1 . An inversion symmetry operation is only possible in at least 

three dimensions; it is very similar to reflection, however, it simply takes into account the 

three-dimensional shape of the motif. An example would be a three-dimensional motif of 

a pyramid with the apex pointing out of the page; the result of an inversion operation 

with the center of inversion in the center of the motif would be a motif with the apex 

pointing into the page. It is interesting to note that in a two-dimensional space, inversion 

is not distinguishable from reflection, and only 3 symmetries are possible. Following this 

trend, in a four-dimensional space, there are five possible symmetries, and so on. At times, 

when considering other such factors as magnetism, electron spin can be treated as another 

dimension and another symmetry operation may be added. However, in this work, only 

three-dimensional solids are considered.

There are also symmetry operations which involve the combination of two symmetry 

operations: glide planes and screw-axes. A glide plane is a reflection in a plane followed 

by a translation parallel to that plane. A nice example of this is footprints; starting with 

a left foot print at x = - 1 , y = 0 , then a reflection of that foot print makes a right foot print 

at x = 1  but the y position is y = 2 instead of y=0. A screw-axis is a rotation about a center 

followed by a translation.

These symmetry operations are related to one other in some very specific manners, 

which can be explained in terms of group theory. The four symmetry properties from a 

finite group and demonstrate the four properties of a group: Closure, Associativity, Identity, 

and Inversion. Closure (G 1 * G r =  G3) requires that any combination of two elements result 

in a third element. It should be noted that * represents a generic binary operation. For 

example, if we start with a motif x = 1 , y = 1 , z = 0 , and apply 2 -fold rotation, then apply a 

mirror plane on the y-axis, the result is the same as if we drew a mirror plane on the x-axis. 

The application of two symmetry operations has the same result as the application of a third. 

Associativity of symmetry operations requires that the grouping of the symmetry operations 

can be changed and not affect the result, ((G 1 * Gr) * G3 =  G 1 * (Gr * G3)). Referring to 

the previous example, we could apply two of the symmetry operations on a motif; draw 

the mirror plane on the x-axis first, then draw another mirror plane on the y-axis. We can
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then applying a 2 -fold rotational operation on the resultant motif to return to the original 

motif. We can also take the original motif, draw a mirror plane on the y-axis, then apply a 

2-fold rotational operation. We then draw a mirror plane on the x-axis and apply it to the 

resultant motif to return to the original motif. Identity (E  * G 1 =  G 1 * E  =  G\) requires 

that there be a symmetry operation that serves as unity. The 1-fold rotational operation 

serves this purpose. Inversion (G - 1 * G 1 =  Gi * G - 1 =  E) requires that each symmetry 

operation has an inverse. Each nonrotational or translational symmetry operation serves 

as its own inverse. For rotational and translational symmetry, the direction of rotation and 

translation is reversed for the inverse.

This finite number of crystal symmetries means these elements can only interact with 

each other forming a limited number of symmetry groups, shown in Tables 1.1 and 1.2. It 

is the combination of these symmetry elements in a group that define the crystallographic 

axes, lattice parameters a,b,c (which are measurable distances between lattice sites), and 

angles between the lattice parameters a, 3, 7 . All possible groups have been divided into 7 

crystal systems, within which are 14 Bravais lattices. The Bravais lattices are generated 

from the combination the seven crystal systems with the seven types of lattices centering

Table 1.1. Crystal Systems.

C rystal System Symmetry Lattice parameters Bravais Lattices
Triclin ic no axes other than 1 ­

fold rotation or inver­
sion, no mirror plane

a =  b =  c; a  =  3  =  7  =
90°

Primitive

M on oclin ic Unique 2-fold and (or) 
single mirror plane

a =  b =  c; a  =  7  =  
90°, 3 =  90°

Primitive, Base- 
Centered (C)

O rth orh om bic 3 mutually perpendicu­
lar 2 -fold axes, rotation 
or inversion

a =  b =  c; a  =  3  =  7  =  
90°

Primitive, Base- 
Centered (C), 
Body-Centered, 
Face-Centered

Trigonal Unique 3-fold axis, rota­
tion or inversion

=73;ac;b=
°0

a
9

Primitive

Tetragonal Unique 4-fold axis, rota­
tion or inversion

a =  b,a =  c; a  =  3  =  
7  =  90°

Primitive, Body- 
Centered

H exagonal Unique 6 -fold axis, rota­
tion or inversion

3 ;a c; 
°0

 
= 

12

a
=

 
b, 

,7 
= 

°,0
a

9

Primitive

C u bic 4 3—fold axes, rota­
tion or inversion along 
4 body diagonals of a 
cube

7=3;ac;b=
°0

a
9

Primitive,
Body-Centered,
Face-Centered
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Table 1.2. Lattice Centering.

Lattice C entering T yp e
P rim itive (P ) lattice sites on each corner of the unit cell

B od y -C en tered  (I) lattice sites on each corner of the unit cell plus 
one in the center

F ace-C entered (F ) lattice sites on each corner of the unit cell plus 
lattice site in center of each face of the unit cell

B ase-C entered  (3 types: A ,B , or C ) lattice site on each corner of the unit cell plus 
one additional lattice site on the face of each 
pair of parallel faces

R h om boh ed ra l (R ) lattice site only on the corners of the unit cell 
where a =  b =  c and a  =  3  =  y =  90°

which are outlined in Table 1.2. Using this understanding of symmetry and the constraint 

of periodicity for a crystal, the number of possible space groups for a crystal is limited to 

230 distinct types.

Metals tend to have very simple crystal structures, with the alkali metals at ambient 

pressure all in a body centered cubic phase, bcc. All the alkali metals undergo phase 

transitions to a face centered cubic phase, fcc, with the application of pressure. In the case 

of lithium (and to a more limited extent, Na and K), there is also a temperature-driven 

martensitic phase transformation to a hexagonal symmetry with a basis of 3 atoms, hR3 

(space group 166) [13]. A martensitic phase transformation is a type of diffusion-less phase 

transformation that forms from crystal planes slipping along faults. Details of the phase 

transitions of the bcc, fcc, and hR3 phases of lithium are described in detail in Chapter

6 . At higher pressures, the akali metals all undergo phase transitions to crystal structures 

with lower symmetries than the cubic phases bcc and fcc. This change in the structure also 

causes other changes in the physical properties of the crystals; in the case of Na and Li, 

there is even a change from the metallic phase to an insulator phase [111, 119, 132].

1.8 Fermi Surface
The location and topology of the Fermi surface describes the low temperature properties 

of metals. This is due to the fact that the current that flows through a metal is due to the 

changes in the occupancy of states near the Fermi surface [91]. The Fermi surface is the 

direct result of the Pauli exclusion principle, which only allows two electrons (one spin up, 

t, one spin down, I)  per orbital. The Fermi surface is the abstract boundary in momentum 

space (k-space) which separates the filled orbitals from the unfilled orbitals at absolute
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zero. This boundary constructs a surface of constant energy in the k-space known as the 

Fermi-energy, ep .

A free electron Fermi surface is perfectly spherical with a radius kF , the Fermi vector, 

which is determined from valence electron concentration. We can define the Fermi energy 

by finding the solution for the energy levels from the Schrodinger equation [91]:

hr f  dr dr d2 \
-  ^ . { x r  +  d p  +  sT r ) 0k(r) +  0kV  (r) =  ek 0k (r) (1.16)

V (r) — > 0

if we consider an electron in a cube with sides of length L, and boundary condition, 

0 k(x, y, z) =  0 at x ,y ,z  =  0, L 1.16 has the solution:

0 n (x , y, z) =  A  sin ( )  sin ( )  sin ( )  ( 1 .1 7 )

For a three-dimensional box, the wavefunction is a standing wave, confined to space of 

length L . For a solid with a lattice, however, the wavefunction is required to be periodic 

in all three dimensions. Considering a cubic lattice with a lattice constant of length a, we 

require that the wavefunction, in all dimensions, have a period a:

0 k(r) =  elhr0 n(x, y, z) =  0 n(x  +  a, y, z) =  0 n(x, y +  a, z) =  0 n(x, y ,z  +  a) (1.18)

The wavevectors are defined as kx ,ky,kz =  ± , n  =  0,1, 2, 3.... Then, solving for the 

energy, we have:
hr

ek = ---- (kr) (1.19)
k 2 m ! v !

Now consider nF to be the topmost filled energy level in a free electron gas (nF is the

number of filled orbitals), and represented by points inside a sphere in momentum space.

This volume of this sphere is defined by the Fermi vector kF . The volume (in real space is

a3) can be expressed in terms of the Fermi vector:

. ( 3nrn F ) 3 , ,
k  1 =  (  - ^ )  ( i -2°)

and the constant energy at the surface of that sphere is the Fermi energy eF :

hr ?r hr ( 3nrnp )  2

f̂  =  2 m |kr 1 =  2 m ( ^ J  (L21)

The total volume of the Fermi surface, the overall size, depends only upon electron con­

centration [91]. Since lithium, like all alkali metals, has only one valence electron, it has
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a low electron concentration and the calcultaed volume enclosed by the Fermi surface is 

significantly smaller than the volume of the first Brillouin Zone (BZ).

The actual shape of the Fermi surface in real metals can be much more complex than the 

surface of a sphere. Even in the alkali metals, the shape is only nearly spherical. The shape 

is distorted by interactions with the lattice. In the case of the alkali metals (at least in the 

bcc phase), the Fermi surface is far enough from the boundaries of the first BZ, since the 

alkali metals have one conduction electron and a low electronic density of states, and thus 

have minimal lattice interaction and distortion [91, 102]. In the case of metals in which the 

Fermi Surface is close to the boundaries of the BZ, or it crosses the first BZ, the shape of 

the Fermi surface becomes very far from a sphere. The Fermi surface is generally presented 

in the reduced zone scheme, much like band structure, in which all bands are shown folded 

in on the first BZ; see Figure 1.2.

Constructions of the Fermi surface can be made with measurements of quantum oscil­

lations in resistance (Shuninkov de Haas Effect [161]) or magnetic moment (de Haas van 

Alphen Effect [161], see section 2.5). These measurements are often accompanied by detailed 

information regarding the crystal structure of the metal (generally obtained through x-ray 

or neutron crystallography) and the band structure. However, some general qualitative 

rules outlined by Kittel [91] can be followed to estimate the shape of the Fermi surface: The 

interaction of the electron with the lattice creates energy gaps in the zone boundaries of the 

periodic lattice. In all cases (unless time-reversal symmetry is violated), the Fermi surface

1st Zone 2nd Zone

3rd Zone

Figure 1.2. An example of the reduced zone scheme presenting a Fermi surface.
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perpendicularly intersects in the zone boundaries from the condition dE =  hm (k — 1 G ), 

where G represents the reciprocal lattice vector. The lattice potential serves to ” round” 

any sharp corners of the Fermi surface. Applying these constraints to the shape of the Fermi 

surface and producing them in the reduced zone scheme can lead to many exotic shapes

[91].



CHAPTER 2

EXPERIMENTAL TECHNIQUES

This chapter presents the experimental techniques used to obtain the results presented 

in Chapters 3, 4, 5, 6 , and 8 . These include the techniques for reaching high pressures, 

high or low temperatures, as well as measuring physical properties such as resistivity and 

magnetic susceptibility.

2.1 Pressure
In section 1.4.1, the pressure as a thermodynamic variable is explained in detail. This 

section is concerned with practical application of pressure. In this work, these pressures 

were achieved most commonly in a Diamond Anvil Cell (DAC) (pressures ranging from 0  

to & 65 GPa), also using a Paris-Edinburgh (PE) Press (0 to & 7 GPa).

2.1.1 Diamond Anvil Cell

In a DAC, high pressure is applied by squeezing the sample between two diamond tips 

(culets). Typical sizes of the culets in this work range from 200 to 500 fim in diameter; 

different cuts of diamonds are shown in Figure 2.1. The small size of the culet and the 

hardness of the diamond are the two main factors that allow for very high pressures. There 

are many different designs of DACs; the common elements are shown in Figure 2 .2 . Two 

designs used in this work are plate DACs and piston cylinder DACs shown in Figures 2.3, 2.4, 

and 2.5. The basic designs of these DACs have mostly the same components: two diamonds, 

positioned opposite of each other with the culets facing each other; the diamonds are placed 

on seats (generally something hard such as tungsten carbide); one or both seats may be 

positionable by means of lateral screws that hold the seat in the body of the DAC; one seat 

may also be attached to a rocker, held in the body of the DAC with screws, the positioning 

of which allows for relative tilt adjustment. The elegantly simple idea of applying very 

high pressures between two diamonds is complicated by the degree of precision required 

to machine and manufacture bodies of DACs capable of securing the seats and diamonds
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Figure 2.1. Two different cuts of diamonds commercially available from Almax-easylab. 
On the left is a conventional cut of diamond and seat, on the right is a Boehler cut seat 
and seat designed to fit the cut [17]. Images are courtesy of Alamx-easylab.

in a stable yet adjustable manner (the ability of the DAC to be adjusted is necessary for 

the alignment of the culets, since if the culets are not aligned with respect to each other, 

pressure will not be possible).

Before any measurement is possible, the two opposing diamonds must first be aligned 

with some precision to guarantee that the two culets are as parallel as possible. The amount 

of alignment possible depends upon the design of the DAC. Some DACs allow only lateral 

alignment, others have means of adjusting the relative tilt. The technique used in this 

work is as follows: First the diamonds are epoxied on the seats (typically, these are made 

of tungsten carbide, for its hardness). The interface of the diamonds and seats must be 

completely cleaned prior to the application of epoxy, otherwise the subsequent alignment 

may be affected. After the diamonds and seats are completely clean, the diamonds are 

aligned relative to each the seat according to Figure 2.1 such that the culet of each diamond 

and the opening in each seat form concentric circles. When using Boehler cut diamonds 

[17], see the right side of Figure 2.1, this step is much easier. Each diamond is then pressed 

tightly against the seat and minimal amounts of epoxy are applied, generally in three small 

dots spaced evenly around the diamond. After the epoxy has set enough to prevent the 

diamonds from falling out of the seats, the DAC can be preliminarily aligned. After aligning 

the lateral and the tilt (to some extent) if possible, a flattened piece of metal (generally a 

250 fim stainless foil) is placed between the diamonds, and epoxy is applied to the remainder 

diamond-seat interface. Enough pressure is applied to slightly deform the metal, making 

imprints of the diamond culets in the metal. The epoxy is then allowed to cure with the 

pressure applied. This helps to align the tilt, and in the cases where the DAC does not 

have a tilt adjustment, it may be the only way to align the tilt. After the epoxy has cured, 

the alignment may be completed. All alignments pertain to the relevant position of the 

culets to each other. Looking from the back of a diamond through the culet, one should 

see the two culets as concentric circles, if the diamonds are brought close enough to barely
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Figure 2 .2 . Cross section diagram of a DAC. This figure was inspired by the diagram 
presented in http://pubs.rsc.org/en/content/articlelanding/2013.

touch each other, the culets ought to lay on top of each other. The amount of the tilt 

misalignment between the culets can be seen by means of interference fringes between the 

two diamond surfaces. Depending of the style of DAC, the tilt can be adjusted to have very 

few interference fringes (such as two or three colors, or a partial fringe) or even one solid 

color. The tilt can also be limited by the size of the culet, with smaller culets having more 

ease of alignment.

If the diamonds are not aligned, then when pressure is applied to the sample, the 

diamonds will be in danger of breaking. If the tilt is far off and the diamonds touch, 

even with very little pressure, they can break each other.

Another flattened metal foil (which is now the ’gasket’) is then placed between the 

diamonds and an indent is made. This deforms the gasket, making an impression of the 

diamonds in the metal. The indentation process allows one to drill a small hole (^  | to 

3 the culet size) in the center of culet indent, it also precompresses the gasket material so 

that the sample chamber hole will be stable (it will be harder and less liable to collapse 

as excess material flows into the hole when pressed, nor expand as the material flows away 

from the culets, and when centered properly, it ought not drift far from the center). If too 

much pressure is applied, the gasket will fail by becoming too thin, then the diamonds will

http://pubs.rsc.org/en/content/articlelanding/2013
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Figure 2.3. A plate DAC from Almax-easylab; inside a home-made oven it is capable of 
reaching temperatures of & 600 K. Pressure inside the DAC is applied by tightening the 
three inner screw simultaneously by means of a customized gear box. The diamond seat fits 
into the bottom plate secured by three set screws, which allow for lateral adjustment of the 
bottom diamond. The top seat is pressed into top plate and not mobile. The three outside 
screws can be adjusted to align the tilt of the top diamond. This DAC allows for accurate 
alignment of diamonds and is capable of pressures of ~  50 GPa with 500 fim diameter culet 
diamonds and higher pressures with smaller culets. It has little change in pressure (±2  
GPa) with the application of low temperature (~4 K) to moderately high temperature (~  
500 K). Picture courtesy of Alamx-easylab.

punch through the gasket, touch each other, and break. Also, if there is misalignment of 

the diamonds, the gasket hole will drift. The danger to the diamonds is if the hole drifts 

off of the edge of the culet. At this point, the diamonds would be pushed through the hole, 

touch each other, and break.

2.1.2 Paris-Edinburgh Press

Experiments performed at Oak Ridge National Laboratory used a Paris-Edinburgh (PE) 

Press to apply pressures from ambient pressure to & 7 GPa. A PE Press consists of two 

opposing pistons which can be driven together by means of hydraulics (chambers can be 

filled with oil to displace the pistons, thus pushing them together), shown in Figure 2.6. 

Anvils typically made of a hard material are placed on the opposing pistons. For these 

experiments, the anvils were made of cubic boron nitride. The anvils are designed with 

an indentation that fits a gasket (in this case, a single toroidal gasket was used). The two
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Figure 2.4. Another style of plate DAC; this is a miniature model manufactured by 
HPDO (hpdo.com). The pressure is applied by means of the three pressure screws. The 
posts attached to the bottom plate fit snugly into the top plate and preserve the diamond 
alignment as pressure is applied by gently tightening each screw separately. Both seats are 
attached to the plate by means of set screws, allowing for lateral adjustments. The only 
mechanism to adjust the tilt is by properly epoxying the diamonds; see section 2 .1 .1 .

anvils, much like in the case of the DAC, must be aligned in order to assure that the two 

gasket indentations are directly oppose each other. Also as in the case of a DAC, if the 

anvils are misaligned, then the entire pressure apparatus, would not only fail to provide 

pressure to the sample but could also fail catastrophically.

2.1.3 Pressure Measurement
The pressure can be measured using various pressure markers, ruby fluorescence being 

one of the most common. Another means of measuring pressure is using a known equation 

of state (eos) of the material, the change in unit cell volume as a function of pressure.

2.1.3.1 Ruby Fluorescence
In this work, ruby (Al2 O3 :Cr, alumina with chromium doping) fluorescence was the 

main source of pressure measurements, typically under nonhydrostatic conditions using the 

standard calibration [114, 45, 54, 195, 28]. Ruby fluoresces when excited by laser as shown 

in Figure 2.7. The wavelength of this excitation has a pressure dependence. To calibrate the 

ruby pressure, the fluorescence of the ruby is measured along with a pressure marker that has 

a well-defined eos (equation of state). The pressure can be determined from measurements 

of the pressure marker’s unit cell (the compression of the unit cell with increasing pressure) 

and the wavelength of the ruby’s fluorescence is recorded at each pressure. The dependence
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Figure 2.5. A piston cylinder style DAC designed for resistive heating, capable of reaching 
temperatures of & 1000 K. Pressure is applied by means of four pressure screws which engage 
the piston via through-holes in the cylinder, or through the use of a steel membrane which 
attached to the cylinder directly and applied pressure when inflated with gas. This figure 
shows the Helios DAC, which is designed for high temperature. Many measurements in the 
works were also taken using the Diacell Bragg DAC. The styles and alignment of the two 
are very similar. The bottom seat is secured to the cylinder with four set screws, allowing 
for lateral adjustment. The top seat is affixed to the cylinder by means of three set screws 
on a rocker, which allows for very fast and accurate tilt adjustment. Both DACs provide 
pressures >100 GPa using 200 im  diameter culet; pressures of ~  50 GPa are routinely 
achieved. The pressure drift with temperature in the piston-cylinder type DAC is generally 
not great ± 2  GPa, except in the case when the helium membrane is employed when cooling 
to low temperatures. In this case, the pressure tends to increase by very noticeable amounts 
of >5 GPa. Picture courtesy of Alamx-easylab.

of the ruby fluorescence as a function of pressure has the form:

where A  and B  are constants, X0 is the ruby fluorescence wavelength (m) measured at 

ambient pressure, A is the ruby fluorescence wavelength under pressure, and the constant A 

has units of pressure (GPa). The values of the constants depend upon the specific calibration 

being employed. For the works in this dissertation, the nonhydrostatic pressures were 

determined from the calibration of Mao and Bell, later extended by Mao et al. [116, 114], 

in which A  =  1904 GPa and B  =  7.665; the authors did not report error bars. This was 

later refined by Dorogokupets and Oganov, with A  =  1871 GPa and B  =  10.06; no specific 

error bars are presented [45]. The calibrations performed by Mao et al. were performed 

using Ar as a pressure medium. Even though this is the ruby calibration typically used for

(2 .1 )
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Figure 2.6. Diagram of PE Press. In the configuration shown, the two detectors would 
be parallel to the page in front and behind the page. Image is the PE Press from SNAP at 
ORNL: https://neutrons.ornl.gov/snap/sample.

nonhydrostatic measurements, the conditions of the electrical resistance measurements in 

the following chapters were far more nonhydrostatic than the conditions of the calibration. 

This leads to a greater systemic error in the pressure measurements. For the AC magnetic 

susceptibility or XRD measurements, in which a pressure medium can be used, a different 

calibration was used. For hydrostatic measurements, the calibration of Chijioke et al. was 

used, A  =  1879 ±6.7 GPa and B  =  10.71 ±0.14 [28].

The typical spectrum of ruby fluorescence appears as a doublet with distinct R1 and R2 

peaks. For pressure determination, the R1 peak is measured. However, under nonhydro­

static pressure conditions, the shape of the doublet can change noticeably. As described by 

[23], the shape of the doublet can change depending upon the type of strain experienced 

by the ruby crystals (trigonal hR30, R-3c). Broadening of the ruby peaks measured under 

pressure is often attributed to be a sign of nonhydrostatic conditions [141]; however, it 

has since been shown to be mostly the result of ” nonuniform strain” on the ruby crystals 

themselves [23]. When strained along the a-axis, the distance between the R1 and R2 ruby 

peaks increases with increasing pressure; the distance decreases with increasing pressure if 

the ruby experiences strain along the c-axis [23].

For the data presented in this work, the nonhydrostatic rubies showed a distinct broaden­

ing and smearing of the R1 and R2 peaks with increasing pressure. The majority of electrical 

measurements presented in subsequent chapters relied upon alumina as a layer of electrical 

insulation between the lithium samples and the metal gasket. Alumina (Al2 O3 ) is a hard 

and relatively incompressible material [123, 83]. With a bulk modulus of Ko ~  254 GPa 

[83], alumina inside the sample chamber will result in highly nonhydrostatic conditions and

https://neutrons.ornl.gov/snap/sample
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Figure 2.7. This is a typical nonhydrostatic ruby under moderate pressure. The y-axis 
represents the intensity of the spectrum in arbitrary units. The doublet has already begun 
to merge, and with increasing pressure, the doublet will continue to broaden and merge as 
the nonhydrostaticity increases. Finding the middle of the peak in such a situation does 
not take into account the broadened doublet. The pressure is determined by recording the 
value of the middle of the peak and the value of two-thirds to the higher wavelength, where 
the R1 peak would be visible under hydrostatic conditions.

anisotropic pressure. Alumina is used in these experiments due to the paucity of materials 

that are nonreactive with lithium.

In this work, the width of R1 and R2 spectra lines tends to increase with pressure; this 

indicates that the rubies, embedded in the alumina, appear to experience such nonuniform 

strains as described in [23]. Also, the distance between the R 1 and R 2  peaks in the 

nonhydrostatic pressures presented in this work decrease with increasing pressure. This is a 

consistent trend present throughout different samples and experimental runs. It is unlikely 

that such a majority of ruby pressure markers would be loaded in a manner that they would 

experience strain along the c-axis; however, most of the nonhydrostatic measurements were 

made with alumina insulation inside the sample chamber. The method of producing the 

alumina insulation is described in section 2.3. This method involves forming a sheet of 

alumina by pressurizing 0.05 fim3 particle alumina (7 -Alr O3) powder in the sample chamber 

prior to loading of the sample. 7  alumina differs from bulk (a) alumina in its structure
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and compressibility (K 0 =  144 ±  21 GPa (using a first-order Bridgeman Equation to fit 

the Equation of State)) [25, 60]. Ruby powder was used in the pressure measurements as 

well as ruby spheres; however, the spectrum from the particular ruby spheres used was 

often too weak of a signal to be reliable. Thus, ruby powder was more common for the 

pressure determination. It is plausible that the alumina powder pressurizes into a sheet 

with a preferred orientation (the c-axis perpendicular to the diamond culets), causing the 

distinct decrease in the R1 and R2 distance with increasing pressure. Considering this 

effect, pressure determinations will benefit from using the R2 peak, as the R1 peak appears 

underestimate the pressure of the sample [23].

The ruby fluorescence also has a measured temperature dependence; the wavelength of 

the fluorescence decreases as a function of temperature as measured against pressure markers 

with known eos as well as thermal expansion coefficients [54, 195]. Thus, the temperature at 

which the ruby fluorescence is measured must also be recorded. Also, the R 2  line disappears 

at low temperatures, leaving a sharper single R1 line. For low temperatures (<10 K ), a 

different calibration is necessary [54, 195]:

P  =  Ao l n (  aA^ (2.2)

the constant A 0 has units of GPa, and A 0 =  1762 ±13 GPa.

2.1.3.2 Equation of State

The eos of lithium or NaCl, [40, 75], were also used in Chapter 6  of this work to measure 

the pressure inside the cell. The equation of state describes the variation of a solid’s volume 

as a function of pressure and temperature. Measurements of X-ray or neutron diffraction 

give the spacings (d) of the lattice planes, which in turn give the unit cell volume. Measuring 

the equation of state of a material requires determination of the unit cell at different 

pressures. This allows for the determination of the bulk modulus and its derivative:

k  =  —v d P
, K  (2.3)

K  = —dP

This parameter describes how much the material resists compression. A lower value for 

K indicates a more compressible material, a material which will display a rather steep 

decrease in volume as a function of pressure. The equation of state of many materials, 

including NaCl and Li, have been previously measured [182, 40, 75, 74]. Thus, using these 

data as a calibration, we are able to measure the unit cell volume of the Li or NaCl and
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determine the pressure of the sample. For more sensitive pressure markers, compressible 

materials with small bulk moduli are preferred.

There are several functions which can be used to fit the volume versus pressure or 

temperature data [1]. In the results presented in Chapter 6 , the Vinet fit was used to fit 

the data for lithium, as this particular fit is derived from a general interatomic potential 

and is appropriate for simple solids [1, 181, 33] and was also used in previous works [74]. 

The Vinet fit:

In this work, low temperature and moderately high temperature techniques were em­

ployed.

2.2.1 Low Temperature
At low temperatures, the energy becomes less and less dominated by kBT , allowing more 

subtle energies, such as zero point motion, to become detectable.

2.2.1.1 Cryostat
Low temperatures, <2 K, for table top experiments at the University of Utah were 

achieved by means of cooling inside a liquid 4He continuous flow cryostat (Janis Research 

Co. Model SVT-200-5), and a cryogen-free closed cycle cryostat (Janis Research Co. Model 

SHI-950-15).

A continuous flow cryostat typically consists of several different sections or layers. The 

innermost section is the sample tube, in which a rod with the sample (in our case a DAC) 

attached at the bottom is inserted. The next layer out can be filled with a cryogen, either 

liquid helium or liquid nitrogen. In the case of liquid helium use, there is another layer 

which is filled with liquid nitrogen to prevent excess boil off of liquid helium. The cryostat 

is thermally insulated with a high vacuum jacket. This type of cryostat achieves low 

temperatures by transferring the cryogen, typically liquid helium, from a storage dewar 

to inner cryogen chamber of the cryostat and then controlling the rate of the flow of the 

cryogen to the sample tube. Due to inconsistent rates of cooling, most notably in the liquid 

4He system, heating curves were analyzed for temperature effects by letting a small pool of

where the subscript 0 denotes the values at zero pressure (or ambient pressure). An example 

of the Vinet fit used for lithium can be seen in Chapter 6 .

2.2 Temperature
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liquid helium into the bottom of the cryostat sample tube, applying a vacuum, and allowing 

the system to heat passively.

A closed cycle cryostat has a chamber in which a similar rod with the sample (in our 

case a DAC) attached at the bottom is inserted. Cold helium gas is pumped through the 

chamber and an external mechanical pump extracts the warmer helium gas to cool and 

recycle. The DAC on the rod is cooled by being in thermal contact with a metal cold point 

of contact with the sample chamber walls. Once the system reaches the temperature of 

liquid helium, the sample chamber can be filled with helium gas which will liquefy upon 

contact with the metal cold chamber walls. In this manner, a small amount of liquid helium 

can pool into the bottom of the cryostat. A steady, slow heating can be achieved by forming 

a small pool of helium applying a vacuum and allowing the system to passively heat (in the 

same manner as in the continuous flow cryostat). This also allows the measurement to be 

taken without the vibrations of the chiller affecting the data.

For the experiments performed with the High Pressure Collaborative Access Team from 

the Carnegie Institute of Science in the Advance Photon Source at Argonne National 

Laboratory, a home-made continuous flow cryostat was used. The cryostat was made to 

be of a small enough size to fit into the synchrotron X-ray beam, which limited the base 

temperature to & 10 K. As with the Janis systems, the cryostat is insulated with a vacuum 

jacket. A liquid helium dewar is connected to the cryostat and an open flow cools the 

system to base temperature by flow pipe of liquid helium in contact with the metal (Cu, 

due to it thermal conductivity) sample holder. A series of heaters near the DAC and Cu 

DAC holder serve to balance the temperature if higher than base temperature is desired.

For experiments performed in the National High Magnetic Field Laboratory, low tem­

peratures of 0.3 K were achieved using an Oxford systems top loading 3He cryostat.

For experiments performed at Oak Ridge National Laboratory, low temperatures were 

limited to about the boiling point of nitrogen (& 77 K). A home-made system of circulating 

LN2 was used to keep the pressure cell (a PE press) cold and a series of heaters were 

employed to raise the temperature above the base temperature, and balancing the heaters 

versus the circulating LN2 could keep a mostly constant temperature (±  5 K). Due to the 

large mass of the pressure cell, using liquid helium was prohibitively expensive.

2.2.2 High Temperature
While low temperatures are key for the search of quantum solids, high temperature 

experiments also play a role. There are two popular strategies for applying heat to a 

sample inside a DAC: to apply heat to the sample only, keeping diamonds, gasket, and



29

body of the DAC at a colder and more constant temperature; or to heat the entire DAC 

evenly (the same strategy as cooling the entire DAC in the cryostat), slowly, and steadily 

to avoid thermal lag issues.

2.2.2.1 Laser Heating

Laser heating is a common technique used when one simply wants to heat the sample 

locally (not the entire DAC), or even to heat only a small portion of the sample. There 

are many reasons why one would desire to do this, most notably when wishing to heat the 

sample to temperatures that would damage, weaken, or even melt the gasket material or 

the other materials of the DAC. For instance, attempting to recreate conditions to melt 

iron under the extreme pressures (conditions near the molten/solid mantle interface) would 

require temperatures certainly high enough to melt an entire DAC (if it was made of a 

material such as hardened steel). In order to heat only the sample to these >1000 K 

temperatures, a high power laser (generally in the near IR range), is focused on the sample, 

or a portion of the sample. Increasing the laser power increases the temperature of the 

sample. For some samples, such as hydrogen, an absorber is placed in the sample chamber 

of the DAC with the sample to absorb the laser power and heat the sample [41].

In this type of laser heating experiment, the temperature must be measured remotely. A 

popular technique used to measure temperature is the collection of the black body radiation 

emitted from the sample [41, 16]. The error in temperature can be determined though the 

fit to a calculated black body spectrum, which can lead to large error bars. The emitted 

radiation is collected from the sample and split into two portions; one portion goes to the 

detector (in order to fit into the black body curve), and the other portion is generally used 

for a visual image of the sample which is in turn used to confirm that the laser is striking 

the appropriate piece of the sample and also to possibly monitor the laser reflections from 

the sample (for example, speckle motion can be used to determine if the laser is reflected 

from a solid or a liquid, see section 3.3 [16]).

2.2.2.2 Resistive Heating

For lower temperatures, temperatures which are not likely to damage the DAC, re­

sistance heating techniques can be used rather than laser heating. In many cases, only 

relatively low increases in temperatures are desired, such temperatures would require low 

power lasers and would be so low that distinguishing the black body signal from the room 

temperature is problematic. In these cases, resistively heating the entire cell is a possible 

solution. In this work, two different resistive heating methods were used. The first used a
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plate DAC made by Almax-easylab, and to measure temperature, a K-type thermocouple 

was anchored to the bottom side of the top plate, resting against the side of the diamond 

and insulated with Kapton. The DAC and a thermocouple were placed inside a clay cylinder 

which had a high resistance nichrome coil inside. This whole assembly was placed in a 4 inch 

diameter petri dish, with the thermocouple wire, two ends of the nichrome coil wires, as well 

as the four electrical probe wires leading to the outside. Either a whiteclay lid with a glass 

window or a standard petri dish cover was used to close the home-made oven, depending 

on the need for quality optical access. The oven was then mostly sealed with electrical 

tape; vents were left on purpose to prevent overpressure forming from expansion of hot 

gas. By applying voltage across the nichrome coils, the high resistance, R, of the nichrome 

generates heat, where the heat, P , is related to the voltage, V , by: P  =  R . This system 

was capable of reaching temperatures of & 600 K. Another system for resistively heating a 

DAC is using a DAC designed to reach high temperatures. The Almax-easylab Helios DAC 

is a piston-cylinder type diamond anvil cell that has a resistive heater built near the base of 

one diamond. A gasket may be placed in contact with the heater. The thermocouple may 

also be fed through a small opening to come into contact with the gasket. The heater is 

externally powered by leads reaching out of the cylinder. This setup is capable of reaching 

higher temperatures of & 1000 K.

2.3 High Pressure Resistance Measurements
Resistance is an excellent material property to measure, since it is a relatively straight­

forward measurement to perform and analyse. This makes resistance measurements at 

high pressure incredibly useful. Resistivity (the inverse of a material’s conductivity) is an 

intensive material property; its value is independent of the amount of material present or 

the type of electrical measurement employed [6 6 ]. Resistivity is a function of temperature; 

the behaviour of the resistivity as temperature is varied reveals whether the material is a 

metal, or a semi-metal, or even if it is high quality metal or not. The resistivity of metal 

can be described by the Matthieson rule:

p(T) =  po +  pi(T) (2.5)

where p0 represents the resistivity, or impedance of current carrying electrons, from impuri­

ties and pi is the intrinsic resistivity of the material [27, 120]. This work is chiefly concerned 

with resistivity of metals. If a material becomes less resistive (more able to carry current) 

as temperature is decreased, then it is exhibiting metallic behaviour [6 6 ]; the slope of that 

decrease gives information regarding the quality of the metal.



31

A cartoon picture to consider is the following: If one considers a metal as a material 

that has ’ free’  electrons, the electrons have the ability to carry electric current through a 

metal. A material at a nonzero temperature is not completely still. The ions forming the 

lattice will have motion due to the thermal energy, kBT  (or in the case of a quantum solid, 

motion from zero-point energy). The motion of the lattice ions, expressed as phonons, can 

create random points of interaction for the electrons. Therefore, a portion of the current 

(consisting of current carrying electrons), instead of flowing through the lattice without 

impedance, actually experiences impedance through interaction with lattice phonons. Thus, 

the current is impeded by the thermal motion of lattice ions. A simple metal (with the 

Fermi surface contained entirely inside the first Brillouin Zone) has an intrinsic ability to 

conduct a current; in a completely defect-free crystal, the current would be infinite in the 

absence of lattice motion. Thus, at zero temperature, and in the absence of zero-point 

motion, a perfect simple metal crystal would be an ideal conductor, with zero resistivity 

(the inverse of conductivity). (For metals in which the Fermi surface crosses the Brillouin 

Zone boundaries, there is a nonzero resistivity due to umklapp processes.) The intrinsic 

resistivity of metal, pi, is due to electron-phonon interactions. This can be expressed as a 

function of temperature by the Gruneison-Bloch relation [138, 6 8 ]:

rr © R
C / T  \ f r  z5

Pi(T) =  M b r ( o R j  I  dZ(ez — 1 ) ( 1  — e- z) (2.6)

where C  is a constant, M  is the atomic weight, T  is the absolute temperature, and 0 R 

is the empirical temperature characterizing the metal’ s ideal resistivity, analogous to the 

Debye temperature, 0 D, which characterizes the specific heat of a sample [27]. At high 

temperature, T  »  0 D , the number of phonons liable to interact with electrons is directly 

proportional to the temperature [6 ]. Thus, the resistivity becomes a linear function with 

respect to the temperature:

Pi(T) -  T ,T  »  0 D (2.7)

Below about 0 .10R, 0 R & 0 D, the integral in 2.6 is a constant and the expression can be 

reduced to:

Pi<T > & M  e f  (2'8)
Cl T 5

where is C 1 =  124.4C [27]. The Gruneison-Bloch equation is relevant for simple metals 

characterized by nearly spherical Fermi surfaces, making it applicable to lithium and other 

alkali metals, though not over the entire temperature range. It is a good approximation for 

alkali metals, particularly at low and high temperatures.
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Metals have a recognizable trend in resistivity as a function of temperature as seen in 

this equation. When the system is cooled, the thermal motion of the ions is reduced, thus 

decreasing the number of possible random electron-phonon interactions. Thus, the ability 

to carry electric current (the conductance) increases, reducing the resistivity as a function 

of temperature. If we see the resistivity decrease as a function of temperature, then it can 

be interpreted that the interactions between the phonons (produced by the thermal motion 

of the lattice ions) and electrons are decreasing. In other words, as the lattice ions move less 

and less due to the decreasing thermal energy, then the current flows through the lattice 

with less impedance, meaning the material has less resistivity.

Impurities cause defects or distortions in the lattice, which serve as additional sources of 

impedance for the current (p0). The slope at which the resistivity decreases as a function of 

temperature can also be used to determine the quality of a metal sample. This is expressed 

by the RRR (residual-resistance ratio); this value of samples is sometimes reported to 

indicate how free a metal is from impurities. The RRR value is the resistance at room 

temperature divided by the resistance of the sample at low temperature, generally ~  4 K; 

the higher the number (the greater the slope of the decrease of resistivity as a function of 

temperature) the more pure the metal is. If the slope of decrease is very rapid, then this 

may show that the majority of the resistance is due to intrinsic resistivity, pi(T) (as opposed 

to impurities or defects, po) [31]. The steeper the rate of descent of resistivity as function 

of temperature, the more pure the sample.

The slope of the resistivity as a function of temperature may also show that the material 

is not a particularly good metal. The mean free path of the electrons through the materials 

may be short, and the slowing of the motion of the lattice ions may not strongly affect the 

short mean free path of electrons. Thus, we are left with the resistivity decreasing as a 

function of temperature, though perhaps with a shallow slope.

The nature of the decrease of resistivity as a function of temperature may also change 

once lower temperatures have been reached. A common example is Pt, the slope of the 

resistivity is quite steep with the decrease in temperature until near 20 K [142]. At this 

point, magnetic impurities begin to dominate the trend, and the resistivity becomes nearly 

constant as a function of temperature (0 K <  T <  ~20 K). Whilst these magnetic impurities 

were not apparent at higher temperatures, once the intrinsic resistivity (pi) has diminished, 

they become the dominant source of the resistivity of the material.

There is much information regarding the sample embedded in the resistivity as a function 

temperature, including information regarding the material’s structure. Whilst resistivity is
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an intensive material property, it must never be forgotten that what is actually measured 

is resistance. Resistance, as opposed to resistivity, is an extensive property; it does depend 

upon the amount of material measured and the configuration of the electrical probe em­

ployed. These have a very simple relation: p =  A R (drawn in Figure 2.8); where resistivity 

is p, resistance is R, cross-sectional area of the sample is shown by A, and length of the 

sample is l (for all practical purposes, this would be the length between the voltage probe). 

If we apply a known current through a material, we can measure the voltage difference at 

two points, shown in Figure 2.9. Using Ohm’s Law V  =  R I , we control I , the current, 

and we measure V , the voltage, so we may solve for R, resistance, without much difficulty. 

However, the sample, as a part of the circuit (with a constant voltage supply), does affect 

the current. In the case of metals, the correction is too small to be significant. Though to 

be exact, we would have to include the effect that the sample itself has on the circuit, since 

the circuit used has a constant voltage source, not a constant current supply. This means 

the equation to solve for resistance becomes:

V V ? Rc
r  =  v s v  (2 .9 )

( 1  — # >

where Vs is the voltage measured (the absolute value is considered as the sign of the voltage 

can be negative depending upon the phase), V  is the constant voltage applied, and Rc is a 

resistor hard wired into the circuit to give nearly constant current with a constant voltage 

source.

In all experimental setups, resistance is the parameter that is measured, then the 

resistivity is calculated from the geometric properties. However, since those geometric 

properties are present in the relation, p =  R A , changes in the geometry of the sample can 

indeed change the signal. For example, if one measures the resistance and then applies an 

anisotropic pressure from say the top and bottom (as the case when driving the two diamond

Figure 2 .8 . A cartoon of the relation between resistance and resistivity.
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Figure 2.9. A diagram of the circuit used to measure resistance inside of the DAC. The 
function generator of a SR830 Lock Amplifier was set to values near 0.1 V and <  15 
Hz to provide a nearly constant current through the sample. Since the Lock In Amplifier 
provides a constant voltage source, not a constant current source (though the use of a resistor 
with a resistance »  than the sample’s resistance serves partially regulate the current), the 
resistance of the sample and any leads inside of the voltage probe can have an effect on the 
current of the overall circuit. For metals, this correction is smaller than the noise in the 
measurement itself.

anvils together with a nonhydrostatic pressure medium), the area, A , could decrease faster 

than the length, l, could either decrease or increase. Though most likely l would be 

constrained, then the resistance of sample will increase. In the case of pressure-induced 

structural phase transitions, these are certain to be reflected in the resistance data; however, 

they may be difficult to distinguish from all other sorts of geometric changes. For example, 

when applying nonhydrostatic pressure, the area, A , of the sample may be reduced, causing 

the measured resistance of the sample, R , to increase.

To measure resistance under high pressures, an electrical four-point probe or quasi-four 

probe must be built to function inside the sample chamber of the DAC.

For a four-point measurement, four separate wires electrically contact the sample inde­

pendently. Two of the wires are used to induce a current through the sample and the other 

two wires are used to measure the voltage across the sample. Generally, this is considered 

to be the standard method of measuring voltage across a sample. The two voltage leads 

contact only the sample. However, even a true four probe arrangement, as seen in Figure 

2 .1 0 , does require the resistivity of the sample itself to be taken into account if a constant
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Figure 2.10. Methods for measuring the voltage drop, which can be related to resistance, 
across a sample. A) a cartoon of the 4-point probe arrangement. B) a cartoon of the 
quasi-4-point arrangement.

voltage source is used in the measurement. This is because the portion of the sample 

between the current leads and the voltage leads determines the amount of current flowing 

through the sample (I  =  R where R =  Rsample +  Rleads). In the experimental setup, this 

effect is reduced by limiting the space between the current leads and voltage leads, and in 

the analysis by using equation 2.9.

Due to size constraints present in a DAC, especially when attempting to reach higher 

pressures by using smaller culets, the quasi-four probe is often advantageous. The quasi-four 

probe works according to the same principles as the four-point probe, the only difference 

is that each current lead touches one voltage lead (as seen in Figure 2.11). The greatest 

consequence of this configuration is that a portion of the signal now comes from the leads 

themselves. Several of the experiments in this dissertation have used resistance under high 

pressure to measure either solid to liquid transitions or superconducting transitions under 

pressure. The technique is naturally modified according to the needs of the experiment; 

here, the basic outline of the process will be explained, though each chapter with results 

also contains some explanation that is specific to those results.

To prepare a DAC for electrical resistivity measurements, first the DAC must be properly 

aligned and a gasket preindented and drilled. The gasket must then be electrically insulated. 

For these experiments, stycast BLU (2850 KT) epoxy is used to insulate the gasket. Inside 

the indented area of the gasket, alumina powder is pressurized to form a solid sheet. This 

acts as another layer of insulation as well as a pressure transmitting medium. A small 

hole is then poked in the center of the gasket chamber hole (which was filled with solid 

alumina); this is where the sample will be placed. Depending upon the material and the 

desired pressure range, other materials besides alumina may be used, such as NaCl or LiF 

for example.
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Figure 2.11. A cartoon of a typical electric probe built on a DAC. When size constraints 
allow, a four-point probe is built (culets of & 350 - 500 ^m); when smaller culets are used, 
a quasi-4-point probe is built. When building the quasi-4-point probe, all the leads are 
placed as close to the sample as possible to have a minimal signal from the leads. Figure 
by William B. Talmadge.
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The electrical probe itself consists of Cu wires (typically ~  35 AWG) leading outside of 

the DAC (attached to wires eventually connecting to the Lock In Amplifier) and attached 

to smaller leads cut from very thin foil that eventually contact the sample. Pt is a good 

material for such leads; it cuts fairly cleanly allowing one to make very thin, sharp leads. 

However, at times other materials are desired such as Ni or Ta. The thin leads are glued 

to the gasket and arranged so that they will make a mechanical connection to the sample 

when under pressure. They are attached to the Cu leads by a mechanical connection, at 

times reenforced with nonsuperconducting silver epoxy. This method, of course, is altered, 

and often improved, with each experiment. Thus, Chapters 3, 4, 5, and 8  will discuss the 

particular method of building the electrical probe used for those particular data. Particular 

details of the method are described in section 4.3.

Whilst the resistance of a metal becomes lower with the decrease of temperature, and 

this can be used to probe the sample quality, it is interesting to consider what happens with 

the increase in temperature. As the temperature and thus thermal energy is increased, the 

electrical resistivity of the metal increases as well, causing an increase in the measured 

resistance of the metal. This behaviour is intuitive, at least up to the melting point of the 

metal, at which point, the behaviour of the resistance of the solid and liquid metal becomes 

of interest.

At high temperatures, T >  0 R, the Gruneison-Bloch equation, 2.6, can be rewritten as:

At higher temperatures, the resistivity is roughly linearly as function of temperature. 

However, once the metal melts, the uniformity of the lattice is lost. Upon melting, the 

lattice ions become disordered, they are no longer arranged in a pattern that the electrons 

may ’flow’ through with minimal impedance. The periodicity of the solid is lost and the 

Bloch Theorem no longer applies. Mott, [126], devised an empirical formula to describe 

the abrupt change in resistivity of a metal upon melting. He assumed that the lattice of 

a metal was regular up until the moment of melting at the melting temperature, Tm, and 

that each atom in the solid vibrated with the same frequency, vs. Using Einstein’s model 

for specific heat, the characteristic temperature of the solid, 0 s, is thus expressed as:

2.3.1 Resistance for Detecting Melting of Metals

C T
(2.10)

pi(T ) a  T

(2 .1 1 )
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where h is Planck’s constant, and kB is Boltzmann’s constant [126]. Assuming that the 

atoms in a liquid would have a different frequency, vl, and that the change in resistance 
upon melting is due to the change in vs or 0 s to vl or 0 l, and by setting the free energy of 

the liquid and the solid equal at Tm, we get the resultant empirical relation:

(V  )2  =  Ps =  e ̂  (2 .1 2 )
Vs Pi

in which L is the latent heat with the units of kilojoules per gram and the constant 80 has 

the inverse units. This relation agreed quite well with the measured results of the abrupt 
increase in resistivity upon melting of several metals [126, 27] and is shown in Figure 2.12.

2.3.2 Resistance for Detecting Superconductivity
As mentioned in Chapter 1 section 1.6, two main features of superconductors are zero DC 

electrical resistivity and the expulsion of magnetic fields. An electrical probe as described 
in section 2.3 is capable of detecting an abrupt drop in the electrical resistance, as seen 

in Figure 2.13. The frequencies used in all the resistance measurements presented in this 

work are low enough for the current to be considered effectively as DC (frequencies < 15 

Hz). Under pressure, however, the abrupt drop in resistivity may become a much broader 

transition. There is always a pressure gradient inside a DAC, and the sample always exists 

over a range of pressure. Especially in a region of a superconducting phase diagram where 

the slope of dp  is steep, the transition as a function of measured temperature can become 

quite broad as shown in Figure 2.14. This can be due to the fact that one portion of the 
sample exists at a pressure at which the Tc is quite low or there is no superconductivity, 

and another portion of the sample may exist at the pressure at which the Tc could be quite 

high. This situation will lead to a drop in the resistivity that will begin at the highest Tc in 

the sample; however, since other portions of the sample have lower T'cs, the drop is broad 
as a function of temperature. The drop or transition continues to remain broad until the 

entire sample reaches a superconducting state.
Comparing the two Figures 2.13 and 2.14, we can see two views of different supercon­

ducting transition. In the case of BaLi4, this transition is indeed more sharp and actually 

completes, the resistance flattens at the end of the transition, either at zero resistance 

or the resistance of the portion of the (Pt) leads which are part of the quasi-four probe 

arrangement. This is due to a few different factors, the most notable being that the change 

in Tc as a function of pressure is very shallow in the region at which these data were taken; 
also, this particular sample is a rather hard substance that is contained in a small region 

near the center of the culet. The transition of Figure 2.14, in a much smaller temperature
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Figure 2.12. The melting transition of natural lithium measured by means of electrical 
resistance. The resistance was measured via a four-point probe. The lithium was kept 
inside of a argon-atmosphere cell to prevent reaction with moisture or air. Melting was 
confirmed both against the literature values for the melting temperature of lithium as well 
as confirmed visually (video of the sample was taken under a metallurical microscope during 
heating and cooling, the sample was large enough to confirm change of shape upon melting). 
The red curve shows the cooling of the sample and a significant hysteresis consistent with 
a first-order phase transition.

scale to illustrate the point, shows a much broader transition that continues until the entire 

sample superconducts. Likewise, there are a few explanations for this: the slope of dP is 

steep in this region of the superconducting phase diagram for this sample; also Li is very 
soft sample that is liable to spread considerably when pressurized, thus experiencing almost 

the maximal possible differences in compression across the pressure gradient.

There are different manners in which one may choose to define a Tc when faced with 
data in the form of the resistance as a function of temperature. Due to general broadening 

of the transitions under high pressure, in this work, we have typically chosen to look at the 

onset of the superconducting transition.
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Figure 2.13. An example of a superconducting transition of BaLi4 under pressure at ~  
22 GPa (see Chapter 8 ). This transition is very sharp despite of the high pressure applied 
due to the moderate change of dp in this pressure region.

2.4 AC Magnetic Susceptibility
Another method to detect superconductivity is to measure the expulsion of the magnetic 

field within the sample, the Meissner-Ochsenfeld Effect. In order to detect this expulsion, 

coils are placed around the sample to detect the change in magnetic flux. The coil system 

typically used consists of four coils. They were made using an ACME coil winding machine. 
The pickup coil consists of 40 /j,m diameter wire wound in 4 layers of 30 turns each (total 

of 120 turns, with a height of ~  1.2 mm) with an inner diameter of 1.6 mm. The field coil 

is then wound on top of the pickup coil. The field coil also consists of 4 layers; however, it 

is typically one to two turns less per layer, since there must be room left at the ends of the 

coil for the pickup coil’s wires. The field coil is 115 turns; however, when balancing, part 

of the last turn may be removed. The coil dimensions in this work were designed to fit the 

dimensions of a nonmagnetic DAC manufactured by D’Anvils (shown in Figure 2.15). The 
magnetic field of a coil (B in Telsa) is given by:

B  =  , (2.13)
2 (a2 +  z2) 2
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Figure 2.14. An example of a superconducting transition of Li at about 30 GPa. The 
transition here is very broad and does not actually complete all the way. The lines 
demonstrate the onset of the superconducting transition and the possible double transition.

where I  is the current (in amperes A ), N  is the number of turns, /j,0 is the permeability of 
vacuum (4n x 107 AN), a is the radius of the coil (m) and z is the axial distance from the 

center of the coil (m).

The coils are connected such that the fields of the inner coils (the pickup coils) are 

opposite of each other (Figure 2.16). This is accomplished by connecting the two inside 

wires of each coil to each other and the outside wires of each coil will be used to measure the 

induced voltage of these coils. It is an important note for superconductivity measurements 

that no material with a Tc greater than the base temperature be used to connect the wires. 

Otherwise, this will give a signal that is unnecessary background. Given that most solders 

are composed of alloys of Sn, Pb, or In, solder generally superconducts near 6  to 8  K, which 
can mask the signal from the sample at approximately the same temperature. Silver solder 

or conducting epoxy can be used; however, if this creates a region of impedance with a 

different temperature dependence than the material of the remainder of the coil, then the 
background function can become much larger than is necessary. The method used in this 

work has been to spot weld the ends of the wires together. A circuit that produces a spark 

is used to induce a spark between the two ends of the wires; the wires are held together so
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Figure 2.15. A typical set of coils placed on a D’Anvils nonmagnetic DAC.

that the spark partially melts the ends. The two melted ends of the wires can then fuse 
together and produce a connection which consists of the same material as the rest of the 

coil. The field coils are also connected via spot welding; however, they are connected so 

that the magnetic fields (induced by an applied current) of the field coils are in the same 

direction. The inside wire of one field coil is connected to the outside wire of the other field 
coil. This leaves one inside wire and one outside wire of the field coils, which were used to 

apply a current.
The field coils are connected to the function generator side of the Lock In Amplifier 

(Stanford Research model SR830) with a constant AC voltage source (in the kHz range) 

through a relatively high resistor (which is kept at constant room temperature) to produce 

a functionally constant current source. The temperature dependence of the resistivity of 

the coils themselves does affect the current flowing through the field coil. This in turn 

contributes to the temperature-dependent background of the signal. The current through 

the field coils induces a magnetic field inside the coils, where the pickup coils are located. 

This magnetic field change induces a voltage which is measured by the Lock In Amplifier.

When the magnetic field inside the pickup coils is altered, the measured voltage is 
affected. The pickup coils are balanced so the net voltage measured is zero. This makes the 

coil system sensitive to even very slight variations in the magnetic field. If the magnetic field
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Figure 2.16. The wiring configuration of the coil system. The magnetic fields of the two 
field coils (in black) are in the same direction. The magnetic fields of the two pick-up coils 
(shown in red) are in opposite directions.

is altered, for example by a magnetic material placed inside the the coil, the voltage changes 

from zero (or near zero value). This method is very sensitive to the Meissner-Ochsenfeld 

effect (the repulsion of the magnetic field inside a superconductor at temperatures below 

Tc). As the superconductor ejects the magnetic field in its bulk, the voltage of the pickup 

coils is altered, shown in Figure 2.17. The intensity of the signal of the pickup coil (I 

measured in volts) is:
r n fa H V N  .
1  = W - D )  X (2-14)

a is ,— , 2L, R, and N  are the length, radius, and number of turns of the coil,
/i+( R ) 2

respectively. f  is the frequency driving the field coil, and H  is the magnitude of the applied 

magnetic field (produced by the field coil). V  and D are the volume of the sample and the 

demagnetization factor (which depends upon the geometry of the sample). x  has the value 

— 1 for a superconductor.
In high pressure experiments, the signal is complicated by the fact that the coil system 

must be placed inside of a DAC. For the experiments on the superconductivity of BaLi4 

(Chapter 8 ), the coil system was mounted on a thin insulating plate and placed with 

one pickup coil positioned with the diamond in the center (see Figure 2.15). In order to 
minimize the effects of the system being surrounded by metal, a DAC fashioned completely 

of nonmagnetic materials is used, in this case, a DAC manufactured by D ’Anvils, made 

of a copper alloy. However, even with nonmagnetic materials, the body of the DAC will 

still produce some background from eddy currents [73]. Another complication is that the 
gasket in this configuration sits inside the pickup coil, meaning that this also contributes 
to the background signal. Nonmagnetic materials are preferable for gasket material, such
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Figure 2.17. AC magnetic susceptibility signals of Li at 18 and 25 GPa (Pressures 2 
and 3, respectively). A sample of Nb of comparable size to the sample was placed in the 
compensating coil, creating a signal of roughly equal magnitude, yet opposite direction, of 
the signal of the sample under pressure. The x-axis shows the temperature and the y-axis 
is the amplitude of the magnetic susceptibility signal; here, the raw measured voltage is 
shown. The arrows show the superconducting transitions.

as CuBe. However, the gasket must also be a strong enough material to withstand the 

deformation from the diamonds at high pressures. In the experiments described in Chapter 

8 , Re gaskets were used. The disadvantage to Re is not only the larger background signal, 

but also the compressed Re (from the indented area of the culet, around the sample chamber) 

superconducts near 4 K. The gasket is cut to fit the diameter of the pickup coil (in this case 

1.6 mm); however, in the case of a 300 /im diameter culet, the sample chamber is only &150 

/j,m in diameter. The result is that, at best, the area of the sample is an order a magnitude 
smaller than the gasket. Considering also the thickness of the gasket (250 im  outside of the 

indented area, and & 50 to 70 im  in the area indented by the culet, and decreasing with 

increasing pressure), the volume of gasket is at least two orders of magnitude greater than 

the sample. This means that once the gasket superconducts, there is no possible means
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of detecting superconductivity in the sample. Any measurements with a Re gasket are 
therefore limited to temperatures above 4 K.

2.5 de Haas van Alphen Effect
The de Haas van Alphen effect is the oscillation of diamagnetic susceptibility as a 

function of changing magnetic field, shown in Figure 2.18. At sufficiently low temperatures 

and high enough magnetic field, the magnetization of metal is affected by the increase 

or decrease in the applied magnetic field [38]. The frequency of these oscillations provides 
information regarding the size of the extremal area of the Fermi surface through the Onsager 
relation [91]:

1 1 2ne F  =  -A - S (2.15)
AB F hS 2ne

where S is the extremal area of the Fermi surface, m_2, e is the elementary charge, C, and 

h is Planck’s constant, Js. This gives the frequency of the quantum oscillations, F , the 

somewhat unusual units of T. These oscillations occur as the Landau levels [6 6 ]:

ehB
hwc = ------ (2.16)

m*c

expand past the Fermi level with the change in magnetic field B (m* is the effective mass 

of the electron). As the magnetic field is increased (or decreased) the magnetic moment of 

the sample responds to the change in field. As the Landau levels expand in the increasing 

field (or contract in a decreasing field) and pass the Fermi level, the magnetic moment of 
the sample oscillates. This quantum oscillation of the sample can be recorded as a function 
of the magnetic field and then related to extremal cross-sectional area of the Fermi surface 

through the Onsager relation 2.15.

2.5.1 Torque Magnetometry
All magnetic measurements referred to in Chapter 7 were made at the National High 

Magnetic Field Laboratory in Tallahassee, FL by means of torque magnetometry. This 

method measures the torque created by a transverse magnetic field:

t =  M  x B  (2.17)

where M  is the magnetic moment and B  is the magnetic field. Commercially available 

piezoresistive cantilevers were used to measure the quantum oscillations of lithium isotopes 

(Chapter 7) through the de Haas van Alphen effect. The samples are placed on the cantilever 

and when the sample experiences torque, T, from the applied magnetic field sweep, the
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Figure 2.18. An example of quantum oscillations in lithium with natural isotopic 
composition. The x-axis is the magnetic field in Telsa and the y-axis is the intensity of 
the signal (measured in voltage from the torque magnetometry). The frequency of the 
change in the inverse field, shown as F  in the figure, can be related to Fermi surface.

deflection of the cantilever produces a resistance which is then measured. The cantilever 
platform has two arms, which are balanced to have nearly equal electrical resistance. The 

sample is placed on one arm and the other is empty as a reference; the setup is shown in 
Figure 2.19 adapted from [64].

The sample is placed on the tip of the cantilever secured in Apiezon N grease (a silicon- 
free lubricant generally used in cryogenics), connected to a Lock In Amplifier as well as 

rotator. The sample is then cooled to mK temperatures as described in section 2.2.1.1; the 

subsequent freezing of the grease secures the sample on the cantilever. As the magnetic 
field is swept (\B| either increasing or decreasing), the magnetization of the sample (M ) 

applies a torque (f)to  the cantilever per equation 2.17, which is in turn measured in terms 
of voltage via a Lock In Amplifier.

Chapter 7 contains more details regarding the applications of this method for lithium 

isotopes.

2.6 Diffraction
2.6.1 X-Ray Diffraction

X-ray diffraction (XRD) is a powerful method used in the characterization of solids. The 

technique has been used for several purposes in the present work: in Chapter 6 , XRD was
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Figure 2.19. A Wheatstone bridge circuit for measuring quantum oscillations by means of a 
piezoresistive cantilever. R1 and R2 represent two outside dedicated boxes. The resistances 
of the cantilever arms, Rs is the arm that holds the sample, and Rr is the reference arm, 
are shorted together at point A. AC voltage is applied from points B to C, and the voltage 
across points A and B is measured with a Lock In Amplifier (LIA in the figure). This figure 
is adapted from [64].

used to identify high pressure, low temperature phases of lithium; in Chapter 7, it was used 

to determine the quality of the single crystals; finally in Chapter 8 , it was used to identify 
the intermetallic compound synthesized.

X-rays are a form of electro-magnetic radiation that are very well suited for investigation 

into the structures of crystals, as the wavelength of X-rays is comparable to the interatomic 

distances of solids. Scattered radiation occurs when the electric field of the incident X-ray 
interacts with the electrons of an atom. Following classical theory, an accelerated charged 

radiates, the electron-cloud of the atom acting as the origin. The radiation has the same 

frequency as the incident beam and the intensity is represented in Figure 2.20 and can be 
expressed with the Thomson scattering equation.

where e is the charge of the electron, m is the mass of the electron, c is the speed of light in 

a vacuum, r is the distance from the electron to the detector, and 9 is the scattering angle. 

When 29 is perfectly 90 degrees, the beam can be completely polarized (polarization factor

this intensity is very small, the typical number of electrons in even ig  samples is large

(2.18)

1+cos2(29)
2 ), since the index of refraction (n) of X-rays in most materials is 1. Whilst
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enough to be quite detectable. Since the scattering is from the interaction of the beam with 

the electrons of the solid, the intensity is affected by the number of electrons surrounding 
the atom. This can be expressed in terms of the atomic form factor:

fn =  Jd3rp(r)e-iG'r (2.19)

From this equation, we can go on to define the Structure factor:

SG =  ^  fne-iGr (2 .2 0 )
n

Assuming the electron density (p(r)) is spherically symmetric about the origin, and at r =  0, 
the integral can be written to express the number of electrons in the unit cell proportional 

to atomic number Z.

Z =  4n jd rp (r)r2 =  fn (2.21)

The optimal signal is at small values of sm(d') where the structure factor reduces to Z:

structure factor atomic number (2 .2 2 )

The signal obtainable from X-rays interacting with a crystal is proportional to the structure 

factor, thus proportional to the atomic number, Z. This factor causes an issue for low Z 

elements, such as lithium. With few electrons, the structure factor of low Z elements is 
proportionally low, making them very weak scatterers. In order to compensate for the 

weak scattering factor, higher flux or brightness of X-rays and generally longer exposure 

times are necessary for experiments investigating materials such as lithium. For the work 

on the martensitic transformation of lithium (Chapter 6 , [151]), a synchrotron source was 

necessary to acquire the X-ray diffraction data.
Diffraction of X-rays through a solid is the same mechanism as other forms of diffraction 

(see Figure 2.21): this occurs when light encounters obstacles or slits that are of a compa­

rable size to the wavelength of the light. This is one of the main features of X-rays that 

makes them so useful for the study of crystals: the wavelength of X-rays is in the range of 

interatomic spacings of crystals (~A). The recorded diffraction pattern shows the regions of 
constructive interference, where the light waves have interfered in phase with one another. 

This diffraction does require that the solid be crystalline (periodic). This condition for 
diffraction can be formulated by Bragg’s Law:

2dsin(Q) =  n\ (2.23)

where d is the angle between the incident X-ray beam and the face of the crystal (see Figure 

2 .2 2 ), n is an integer (values of n greater than one were not visible in any of the present
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Figure 2.20. Example of Thomson scattering. The concept of this figure was inspired 
by Pecharsky et al. [139]. This shows a two-dimensional cartoon of the concept behind 
Thomson Scattering.

a b

F E

Figure 2 .2 1 . An example of simple diffraction of light by a grating. Constructive 
interference only occurs at the condition CD-HG = nA (A is the wavelength of the light). 
This idea for this schematic comes from chemwiki.ucdavis.edu.
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Figure 2 .2 2 . An example of simple Bragg’s law. The concept of this figure comes from 
chemwiki.ucdavis.edu.

work), d is the spacing between the planes, and A is the wavelength. By utilizing Bragg’s 

law, one can determine the values of d by applying simple geometry to the recorded pattern 

(wavelength and distance of the sample to the detector naturally must be known). It is 

from determining the values of the d-spacing that the crystal structures can be identified.

2.6.2 Neutron Diffraction
Neutron diffraction works according to the same fundamental properties as X-ray diffrac­

tion. The main difference between the two techniques is a consequence of the differences 

between electro-magnetic waves and neutron beams. The most notable change is that the 

scattering power of a material is not proportional to Z, since neutrons are neutral particles, 

thus they do not interact with the electron-cloud, but instead interact with the core nuclei.

As with X-rays, the wavelength of neutrons used for diffraction experiments is near 1 A, 

in the range of thermal neutrons. At the instrument in SNAP, ORNL, the neutron beam 
can be focused by means of a parabolic guide into a hexagonal boron-nitride tubing, which 

prevents scattering from the air from reaching the detectors [71].
The scattering factor of neutrons is not related to atomic number, meaning that in 

principle, low Z materials are not discounted due to low scattering. Also, there are negative 
scattering lengths in neutron diffraction. A positive scattering length, b, corresponding to
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a repulsive Fermi pseudo-potential (V(r) =  2m 2b5(r), b is the scattering length, and 5(r) 

is the Dirac Delta function, r =  0 is the centre of mass of the nucleus) and a negative 

scattering length corresponds to an attractive Fermi pseudo-potential [24]. For thermal 

neutrons, a positive scattering length results in a negative phase shift, whilst a negative 
scattering length results in a positive phase shift. This means that alloys can be formed 

which have effectively zero scattering. This can be used to the experimenter’s advantage to 

create a sample chamber which does not contribute to the background.
As with XRD, the goal is to determine the d-spacing between the lattice planes:

2dsin(9) =  A
=  A (2.24)

2sin(9)

for the neutron experiments described in Chapter 6 , experiments were carried out at the 
Spallation Neutron Source in Oak Ridge National Laboratory using the time of flight 

technique. This technique uses a chopper to produce a pulses of neutrons and the arrival 

time of neutrons of the diffracted neutrons onto the detector is recorded to determine the 

d-spacing.
d =  A =  h ____ ^  =  ht (2.25)

2sin(9) mv 2sin(9) 2mLsin(9)
First, we put A in terms of Planck’s constant, the mass and velocity of the neutron; we 
then put the velocity of the neutron in terms of distance from the sample to the detector 

(L) and the time of flight (t) of the neutron from the moment of diffraction to interacting 
with the detector. Determining the time of flight and the angle, when the remainder of the 

parameters are known through calibration, allows for solving the d-spacing.

2.6.3 Analysis
The data from diffraction experiments are typically recorded as an image. This image 

can be converted in a spectrum of peaks plotted versus 29 or d-spacing (see Chapter 6 ); 
these data represent powder data (a collection of randomly oriented crystals, as opposed 

to a single crystal) that were collected by neutron and X-ray diffraction. This mapping 

to a spectrum requires knowledge of the position of the sample in relation to the detector 

as well as knowledge of the wavelength of the X-rays or neutrons. The profile of these 

peaks can be fit to a variety of different functions to describe the position and shape; the 
intensity and sharpness of the peaks can contain information regarding the strain the sample 

undergoes. In the work described in Chapter 6 , the diffraction sets were refined with fits 
to Gaussian peaks in Origin Pro or GSAS. In this case, whilst the peaks remained sharp 

up to 6  GPa, there were clearly effects of strain upon the broadness of the peaks as well as
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texture affecting the intensities of the peaks. For this reason, the intensities of the peaks 
were not taken into account for the refinement of spectra (Rietveld method); instead, only 

the positions of the peaks as a function of d-spacing or 2d were considered (LeBail Method).

The d-spacing represents the distance between the lattice planes and can be related to 
the lattice parameters of the crystal by determining the Miller indices (h,k,l), and identifying 

the symmetry. The relation of the d-spacing to the lattice parameters depends upon the 

particular symmetry of the lattice. The highest symmetry, four-fold, cubic symmetry has 

the simplest relation to lattice parameter a:

d2 (h2 +  k2 +  l2) =  a2

a (2.26)
d =  .

Vh2 +  k2 +  l2

The cubic symmetry is simple enough that it can be indexed without the aid of powerful 

computer programs; in essence, it can be indexed by hand. Once the d-spacing has been 

determined for the refined peaks, the peaks positions can be listed in terms of j i :

- 1  =  (h2 +  k2 +  l2) 1  (2.27)
d 2 a 2

it is then convenient to divide all these terms by the minimum value. The resultant values 

in turn can be rounded to the nearest integer value and related to the value of h2 +  k2 + 12; 

which values appear allow for identification of which type of cubic phase is present (body

centered, face centered, or primitive) [139]. This method makes it very easy to identify
dicubic phases since only cubic symmetries will produce a column (-dip) with near integer 

values; other symmetries, of course, have different relations between the d-spacing and the 

lattice parameters.

For the work in Chapter 6  ([151]) identifying phases of lithium, all three of the phases 

had been previously characterized [14, 13, 74, 75, 166]; using the information published 
in the Inorganic Crystal Structure Database (ICSD), the expected positions of peaks are 
known (and can be calculated for different pressures using knowledge of the equation of 

state) and can be plotted with the recorded spectrum. This allowed us to identify two 

cubic phases of lithium, bcc and fcc, and the low temperature hR3 phase (with hexagonal 
symmetry dp =  4  h 2+ h k + k2 +  ^ ).

For the work described in Chapter 8 , X-ray diffraction was used to identified the 

compound that was synthesized for the experiment (BaLi4). For this work, the XRD data 

set was used in much the same manner as a fingerprint. The collected peaks were plotted 
with the expected pattern of BaLi4 as well as other intermetallics consisting of Ba and Li
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(such as Ba19Li44) as well as Ba and Li alone. The data matched the expected values of 

BaLi4 only; thus, the sample was identified as that compound.



CHAPTER 3

HIGH PRESSURE MELTING OF LITHIUM

Lithium, as the lightest metal at ambient pressure, presents as a promising candidate 

for quantum solidity. One pathway by which to investigate this possibility is the study of 

its melting curve as function of pressure. As mentioned in section 1 .1 , other alkali metals 

(Na, K, Rb) all display a maximum in their melting curves [65, 110, 130]. Whilst generally 

this can be attributed to structural phase transition to lower symmetry phases, the results 

presented in [70] show a maximum near 10 GPa, where it was previously reported, and a 

minimum near 50 GPa of & 200 K attributed to quantum effects, cold melting. The work in 

this chapter was carried out to investigate the claim of cold melting further, to find evidence 
of quantum melting (see section 1.5.1).

S. Deemyad contributed the original concept of this experiment. The experiments and 

analysis were carried out by A.M. Schaeffer (Richards) and S.R. Temple; W.B. Talmadge 
implemented the data collection software. The laser heating and pyrometry design was from 

[41]; the resistance measurements were modified from [73] and from M. Debessai and T. 

Matsuoka. All experiments were carried out in the Deemyad Laboratory at the University 

of Utah. The manuscript was written by S. Deemyad and A.M. Schaeffer, with input from 

W.B. Talmadge and S.R. Temple.
Reprinted with permission from Physical Review Letters, Deemyad, S., Talmadge, W.B., 

and Temple, S.R. 2012. High Pressure Melting of Lithium, Physical Review Letters, 109, 

185702. Minor changes to the text and figures were requested by the committee members 

and University of Utah Thesis Office.

3.1 Abstract
The melting curve of lithium between ambient pressure and 64 GPa is measured by 

detection of an abrupt change in its electrical resistivity at melting and by visual observation. 

Here, we have used a quasi-four-point resistance measurement in a diamond anvil cell 
and measured the resistance of lithium as it goes through melting. The resistivity near



55

melting exhibits a well documented sharp increase which allowed us to pinpoint the melting 

transition from ambient pressure to 64 GPa. Our data show that lithium melts clearly 

above 300 K in all pressure regions and its melting behavior adheres to the classical model. 

Moreover, we observed an abrupt increase in the slope of the melting curve around 10 GPa. 
The onset of this increase fits well to the linear extrapolation of the lower temperature bcc 

- fcc phase boundary.

3.2 Introduction
At ambient pressure, lithium is the lightest metallic element and the prototype of a 

simple metal, with a nearly spherical Fermi surface. The structural and electronic properties 

of lithium at high densities are highly counterintuitive [119, 160, 172, 42, 177], and under 

high pressure, lithium undergoes a series of symmetry-breaking structural phase transitions 

[70, 75]. The properties of lithium under pressure have attracted considerable attention, 

especially because of its possible analogy to metallic hydrogen and considerable quantum 

solid behavior (e.g., [132, 100, 63, 62, 55, 146, 170, 105]). Despite a broad interest, the 

high pressure properties of lithium above 200 K are poorly studied. This is due to technical 

challenges caused by the reactivity, at high pressure and temperature, of lithium with 
diamond, which is the building block of static high pressure diamond anvil cells (DACs). 

Recent structural studies on lithium in a diamond anvil cell used X-ray diffraction to 

characterize the region between 77 K and room temperature at pressures up to 120 GPa 

[70].
The study found that the diffraction lines had disappeared in the region between 40 to 

60 GPa at temperatures as low as 190 K, which can be indicative of melting. This study, 
together with earlier high pressure melting measurements up to 15 GPa, using differential 

thermal analysis (DTA) in a multianvil cell [70, 100, 110, 16], suggests a very sharp drop 
in the melting line between 15 to 40 GPa. Lithium's structure changes from fcc to lower 
symmetry structures in the region around 40 GPa, which according to recent molecular 

dynamic calculations is followed by a sharp decrease in the melting temperature to 280 K 

at about 60 GPa [173]. The drop in the melting temperature of lithium suggested by X-ray 

studies is in qualitative agreement with the molecular dynamics calculations. However, 

above 40 GPa, melting was observed at much lower temperatures than predicted, which has 

been attributed to quantum effects caused by large lattice dynamics of lithium. No prior 
experiments before our study have observed this drop in the melting temperature directly, 

and in the pressure range between 15 to 40 GPa no experimental data have been available
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3.3 Methods
Several methods have been employed to determine melting temperature at high pressure. 

These include differential thermal analysis, a technique suitable for larger volume pressure 

cells, as well as latent heat measurements, laser reflection, X-ray diffraction, discontinuity in 
the physical properties of the material, and visual observation of melting and crystallization 

[16, 41, 19].
Determination of the onset of melting at high pressure in a diamond anvil cell, in which 

the sample size is small, can be very challenging. In the particular case of lithium, which 

is highly reactive with diamonds at high pressures and temperatures, all previous diamond 

anvil cell experiments were conducted in cryostats. Those experiments conducted above 

room temperature were done in large volume, relatively low pressure cells. In this study, for 

the first time we unified these two pressure and temperature ranges with a single method.
We attempted four different methods of determining the onset of melting: observation 

of the laser speckle pattern with simultaneous latent heat measurement, direct visual 

observation, and electrical resistance measurement. Of these, only the latter two methods 

were successful.
The low melting temperature of lithium made remote temperature sensing by blackbody 

radiation impractical. Successful blackbody measurements are crucial to both speckle 

motion and latent heat methods. (Some surface effects were observed during laser heating 

which are explained later in this chapter in section 3.7.) To collect the data presented 

here, we used two complementary methods. First, we used direct visual observation of the 
melting of lithium in an argon pressure medium below 35 GPa. Direct observation of the 

melting requires a relatively soft pressure medium. As lithium melts, its shape changes to 
minimize surface area. Determining the onset of melting visually, with a small sample, in 

a solid pressure medium, is difficult and susceptible to large errors. Therefore, to confirm 

these visual data, we used a quasi-four-probe resistance measurement to detect the abrupt 

jump in electrical resistivity as the sample melts across the entire pressure range studied. 

The abrupt jump in the electrical resistivity of normal metals at melting has been known 

for a long time [126, 27]. Recently, this effect has been used in a novel design to determine 
the melting of Au and tin in a diamond anvil cell up to 21 and 45 GPa, respectively 

[188, 187]. However, in these measurements the circuit was optimized for reaching very 
high temperatures by resistive heating of a thin film of sample in situ, and the jump in the 

resistivity of the sample was a 5 % effect. Using the same principle in our measurement, we

[110, 16, 98].
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used a conventional quasi-four-probe resistivity circuit that allows determination of the jump 

in resistivity with much higher sensitivity (Figure 3.1). Detection of melting by the abrupt 
jump in resistivity relies upon the characteristics of the melting transition rather than upon 

the differences between solid and liquid phases, and so it very precisely detects the onset 
of melting while preventing confusion with, e.g., an amorphous phase [126, 27, 50, 148, 94]. 

The resistivity method is a tabletop experiment providing a very clear and sharp signal 

which is reproducible. In his paper, Mott has shown that the resistivity of normal metals 

just below and above their melting point approximately follows the relation (equation 2 .1 2 ):

Pi 80L
P  =  e Tm (3.1)
ps

in which pi and ps are resistivity of a metal in liquid and solid phase at the melting 

temperature respectively, L is latent heat of fusion with the units kilojoules per gram atom, 

and Tm is the melting temperature in kelvin. The presence of a solid pressure medium allows 

confinement of the sample to prevent it from flowing away from the leads upon melting.

Figure 3.1. Aspects of melting lithium under pressure. a) Micrographs of sample in re­
flected light. Red dotted lines represent the contour of the sample. Dark spots are regions of 
sample or electrodes deformed under pressure and are shiny if viewed from a different angle. 
b) Schematic drawing of the quasi-four-probe resistance. c) The arrangement of electrodes 
prior to loading the lithium sample. The square region marks the approximate area of 
the sample in the measurement. d) Large hysteresis between melting and recrystallization 
temperatures of a lithium sample at ambient pressure due to rapid cooling.



58

This method also allows the observation of mixed solid phases and crossing of the solid-solid 

phase boundary in regions where structural phase transitions occur (Figure 3.2). Also, this 

method allows estimation of the latent heat of metals at high pressure. In the presence of a 

solid pressure medium, which serves to confine the sample to roughly the same shape, the 
measured jump in resistance would be sufficient to empirically estimate the latent heat of 

fusion based on Mott's equation. One notable drawback to this method is that it is limited 
to metals. In this Letter, we present an extensive determination of the high pressure melting 

of lithium to 64 GPa. A sample of lithium was loaded directly onto the leads inside an argon 

glove box. To prevent reaction of the diamonds with the sample, a layer of alumina (Al2 O3 

or LiF) of approximately 10 im  thickness was baked onto the diamond culets, and alumina 
or LiF nanopowder was used as a pressure medium. Proper baking time was necessary to 
remove the moisture prior to loading the lithium. No epoxy was used in the vicinity of 

the lithium. An insulated stainless steel gasket with a 150 im  hole was used in all cases. 

The sample was 99.9 percent pure lithium with a natural isotopic makeup (Sigma Aldrich 

266000). The dimensions of the sample were approximately 50 to 100 im  in diameter by 

10 to 20 im  thick, but varied between pressure runs. This variability, and the difficulty of 

determining precise sample size in situ, precluded measurement of the absolute resistivity of 

the sample; the discrete change in resistivity indicative of melting is not impacted by sample 

size. Pressure was calculated before and after melting by ruby scale. To enhance the signal 
quality and reduce the resistive heating of the sample, ac resistance measurements were
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Figure 3.2. Jump in resistivity at a) 19 GPa, well within the boundaries of the fcc phase, 
and b) 40 GPa, which is at the boundary of fcc and CI16. The broadening of the melting 
signal in the latter was reproducible, indicating the existence of mixed solid phases. The 
higher temperature arrow defines the completion of the melting transition and the lower 
temperature arrow gives the lower limit of melting. The resistances are estimated after 
subtraction of the lead contribution and would approximate L40GPa ~  3 kJ per mol. and 
L19GPa ~  5 kJ per mol., using Mott’s equation.
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done using a small current Irms ^  100 ^A. We measured resistance with a quasifour-probe 

system using Ta and Pt as electrodes and the data were collected by a lock-in amplifier 

(Figure 3.1 b).

The resistivity of the combined solid electrode-lithium voltage path was on the order of 
1 0 - 7  Qm at room temperature, with a temperature coefficient on the order of «  1 0 - 3  K . 

These values were pressure dependent and also dependent on the relative dimensions of the 

lithium sample and the electrodes. By measurements of the relative size of the sample, 

including the leads in each pressure point, and comparison of our data to the theory of 
melting in metals, some very crude numerical estimates of the latent heat of lithium and 

temperature dependence of its resistivity are possible. These estimates would give a rough 

value of jump in resistance of lithium of about 2  times on all transitions.

3.4 Experiment
Temperature was increased isobarically for each data point. The results from both of 

these methods, in the region they overlap, are consistent within the error (Figure 3.3). The 

temperature of the whole DAC was controlled in two ways. Near room temperature, a 

homemade ceramic oven resistively heated the DAC and was initially precooled with a dry 
ice bath. The DAC was heated at a rate slow enough to avoid thermocouple delay ( «  0.5 

mKn). Between 77 and 325 K, the DAC was cooled with liquid nitrogen in a cryostat and data 
collected during passive warming (<0.2 m -  ). The temperature in both cases was recorded 

on the gasket surface. One of the problems in high pressure and temperature studies of 

lithium is its high chemical reactivity. Lithium reacts with diamond at elevated pressures, 
which leads to failure of the experiment and the diamonds. Several methods have been 

employed to minimize this reactivity, including limiting the studies to lower temperatures 

typically below 200 K. This would not be suitable for completing the phase diagram from
15 to 30 GPa based on previous studies [70, 110, 98]. Lithium can flow through small 

cracks at high pressure, and a sufficiently thick layer of nonreactive pressure medium is 

required to protect the diamonds and preserve sample purity. To maintain the purity of 
the lithium sample in our experiments, we separated the lithium from both diamond anvils 

by nonreactive pressure transmitting media. In the two different parts of this study, by 

visual observation and electrical resistivity, argon, alumina, and LiF were used as pressure 
transmitting media. LiF is nonreactive with lithium. At ambient pressure, argon and 

alumina do not react with lithium to the highest temperatures of this study (<600 K). We 

excluded the possibility of any reaction between alumina, argon, and LiF at high pressure
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Pressure (GPa)

Figure 3.3. The melting curve of lithium [70, 100, 110]. Solid lines represent the 
boundaries of solid structures determined by X-ray diffraction [75, 70]. The dotted line 
is the interpolated bcc - fcc phase boundary. The dashed line is to guide the eye along the 
melting curve of lithium. The shaded area is the region below the melting curve in which 
X-ray diffraction lines disappear in condensed lithium. Pressure uncertainties are ±  1 GPa. 
Slope changes at 9 and 35 GPa represent small but clear change in the resistance versus 
temperature (+).

and confirmed the lack of any reaction between the diamonds and the sample by several 

observations:
(a) Lithium remained shiny throughout both resistivity and visual observation experi­

ments and no sign of darkening, change of color, or loss of metallic luster was observed over 

long periods of data collection (Figure 3.1). Data were collected in five separated runs, each 

lasted anywhere from two to seven days.

(b) The diamonds remained intact after completing each pressure run and were reused.

(c) Some of the ruby spheres (Cr doped Al2 O3) that were used to measure the pressure 
were embedded in the sample, and all of them remained active.

(d) After cooling, the electrical resistance of the sample returned to the initial value 

at lower temperatures. This, however, required several hours of annealing to recover the 
sample from cold working.

(e) The discontinuity at electrical resistivity was observed at the same temperature for
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a given pressure and was reproducible.
(f) While there was hysteresis between melting and recrystallization, melting occurred 

consistently at the same temperature. The recrystallization temperature was highly depen­

dent upon the rate of cooling, and in all instances recorded, it was lower than the melting 
temperature. This difference between the melting and recrystallization temperatures of 

lithium have been reported previously at ambient pressure [1 1 0 ] and is observed in many 

materials due to cold working [94, 22, 156, 178, 21].
(g) Consistent melting data points have been taken in random pressure order during 

several runs, in one of which the sample was kept in a cryostat and below room temperature 
during the entire run.

(h) During resistivity measurements we once cooled the sample to 4 K and measured 

its superconductivity at 45 GPa, which was consistent with previous electrical resistivity 

measurements on lithium [160].
(i) The resistivity measurement resulted in consistent melting temperatures for both LiF 

and alumina as the pressure medium.

3.5 Results
In this study, we measured the melting line of lithium up to 64 GPa and observed 

several new phenomena (Figure 3.3). At about 10 GPa, we observed a jump in the melting 
temperature which may be indicative of a structural phase transition from bcc - fcc; this 

change agrees with the Clausius-Clapeyron relation, as the fcc phase is denser than the bcc 
phase. The melting temperature decreased monotonically and very quickly between 11 to 

40 GPa, going from 535 to 310 K, in qualitative agreement with previous interpolations. 

This rapid decrease in melting temperature is consistent with theory, and may be indicative 
of the onset of a symmetry-breaking phase transition from fcc to a lower symmetry phase. 

The melting temperature showed a very flat landscape between 40 to 64 GPa and reached 
a minimum of 306 K at about 44 GPa. We did not observe any indication of melting 

below room temperature down to 77 K at any pressure, and the resistivity of the sample 

between 77 to 279 K had a nearly linear temperature dependence in all pressures (Figure 

3.4). At two pressures, 19 and 35 GPa, an obvious change in slope was observed (Figure 3.4, 

inset). This change in slope in both cases is seen at pressures and temperatures very near 

solid-solid phase boundaries. We did not observe any obvious change in slope in the range 

of 200 K between 40 and 60 GPa, which would indicate a change in phase at the previous 
reported ” cold melting” region. Our experimental limitation in determining the absolute 

value of the resistivity of lithium in the present experiments does not allow us to estimate
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Figure 3.4. The resistance as a function of temperature. a) The resistance of lithium at 
different pressures. The sample size was smaller in the run shown by the black curve marked 
with a star in which the jump in the resistivity is proportionally smaller. b) The resistance 
versus temperature from room temperature to 77 K at 35, 41, and 64 GPa. Melting at 64 
GPa was observed above room temperature inside the cryostat (see arrow); melting at 35 
and 41 GPa was measured in the homemade oven outside of the cryostat (see text). Red 
dotted lines in the subset graph are linear guidelines. A change in slope is observed at 35 
GPa. Arrow in the subset graph points to the change in slope at 35 GPa near the boundary 
of fcc - CI16/hR1 phases.

the pressure dependence of the resistivity of lithium on a high temperature isotherm. A 

four-probe resistivity measurement at room or higher temperature would provide insight to 

the electronic properties of this phase.

We observed a large contrast between our melting temperatures above 40 GPa with 
earlier results on the melting curve of lithium using an X-ray diffraction technique [70]. 

Above 40 GPa, lithium undergoes several symmetry breaking structural phase transitions 

to low symmetry phases and the x-ray studies on the sample are very challenging. Loss of 

solid X-ray diffraction peaks is not a proof of melting if the liquid peaks are not observed. 
which is the case for the previously reported melting line ([70], section 3.3). One possibility 

is that the lithium in these X-ray studies has been supercooled to form a glassy, or highly
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disordered, phase due to cold working. Information on the thermodynamic paths of the 

sample is necessary to rule out this possibility. While detailed information is not provided 

in the previous X-ray studies about the thermodynamics paths of the sample, it has been 
specified that the sample has been mainly kept below 200 K and in some instances data 

could have been collected at 300 K for 2 to 3 hours, which may not be sufficient time for 
annealing the sample. Cold working can cause a drop in the recrystallization temperature, 

and in lithium we could show a very large effect at ambient pressure by rapid cooling of the 

sample (Figure 3.1(d)). Recrystallization temperature (TRC) is not a fixed temperature 

like melting point temperature (Tm),and in pure metals it can be as low as TRC & 0.4Tm 
[21]. The recrystallization behavior depends on several variables, including temperature, 

time, initial grain size, and amount of recovery or polygonization prior to the start of 

recrystallization [2 1 ], and the extent that material is cold worked can be substantial in high 

pressure experiments.

3.6 Conclusion
In conclusion, the result of this study does not support any drastic effect on the melting 

temperature due to lattice quantum effects at any pressure, in contrast to previous X-ray 

experiments [70]. Our results, however, do not exclude the importance of lattice quantum 

dynamics, which are present in both liquid and solid phases, to the high pressure properties 
of lithium.

3.7 Notes on Laser Heating
We did not succeed to measure the melting temperature of lithium by laser heating 

method. However, during these pulsed laser heating attempts, we observed a reversible 

change in the sample’s appearance between 16 and 40 GPa. A sample of lithium in an 

argon pressure medium was heated from room temperature to a few hundred degrees above 

its melting temperature with 40 ns pulses of 1064 nm light from an Nd:Yag laser. The 
sample turned black in the visible and IR above 25 GPa. The appearance of the sample 

did not change when the pressure was increased to 40 GPa. We then released the pressure 

slowly to 16 GPa and over the course of a few hours the sample returned to its original 

appearance. In the absence of a sudden temperature change, the sample remained shiny at 

all pressures studied.
The blackening of the sample has been reported in the past by some groups, but was 

not seen in other studies [75, 62, 21]. We find that this process is highly dependent on the 
thermal history, and is reversible. The precise nature of this change is not yet clear, but the
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phenomenon emphasizes the importance of identifying the thermal history of the sample 

during high pressure studies.



CHAPTER 4

TWIN SAMPLE CHAMBER FOR 
SIMULTANEOUS ELECTRONIC 
TRANSPORT MEASUREMENT 
IN A DIAMOND ANVIL CELL

The results of the melting curve of lithium as a function of pressure (Chapter 3) did 

not provide conclusive results regarding the dominance of quantum effects in dense lithium. 

Whilst it did show a distinct maximum and minimum, the lowest temperature of the melting 
remained high enough to preclude cold melting. In order to further investigate the quantum 

properties of lithium, a new method of simultaneous measurement was conceived. In order 

to measure the properties of two samples fairly, it was decided the sample must experience 

the same conditions and same history. This would mean that two samples must be loaded 

into the DAC, and the transport properties could then be measured simultaneously. This 

chapter outlines this novel technique with a test sample of YBCO.

The original concept for simultaneous measurement was provided by S. Deemyad. Ex­

perimental setup design was provided by A.M. Schaeffer (Richards). Experimental mea­
surements and analysis performed was by A.M. Schaeffer. The manuscript was written by 

S. Deemyad and A.M. Schaeffer (Richards).
Reprinted with permission from Review of Scientific Instruments, Deemyad, S. 2013. 

Twin sample Chamber for Simultaneous Electronic transport Measurement in a Diamond 

Anvil Cell, Review of Scientific Instruments , 84, 095108. Minor changes to text and figures 

were made at the request of the committee as well as the University of Utah Thesis Office.

4.1 Abstract
In static high pressure experiments, performed within a diamond anvil cell (DAC), 

several different methods of thermometry may be employed to determine the temperature 

of the sample. Due to different DAC designs or particular experimental designs or goals,
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uncertainties in the determination of the temperature of a given sample exist. To overcome 
the inaccuracy in comparing the temperature dependence of transport properties of different 

materials at high pressure, we have used a novel design of resistivity measurement in a 

twin sample chamber built on an insulated gasket in a DAC. In this design, the transport 
properties of two samples are measured simultaneously and therefore the two samples are 
always in thermal equilibrium. The uncertainties in the temperatures of the two samples 

are exactly the same and therefore their relative phase diagrams are compared precisely. 

The pressures of the chambers can be slightly different and are easily determined by the 

ruby pieces placed in each chamber. To demonstrate the feasibility of this method we have 

compared the superconducting properties of two YBa2 Cu3 O7_;u (0 < x <  0.65) samples 

with slightly different superconducting transition temperatures at ambient pressure as a 
function of pressures up to 11 GPa. The upper limit of the pressure can be achieved using 

this design would be lower than single chamber gaskets. The highest achievable pressure, 

as in a conventional single hole setup, depends upon the thickness of the gasket, the culet 
size, the size and symmetry of the sample chamber. For the twin chamber, it also depends 

upon the separation of the holes from each other as well as from the edge of the culet.

4.2 Introduction
Static high pressures of several million atmospheres can be achieved in a DAC. In an 

DAC variety of remote and in-situ measurements, such as transport, optical and magnetic 

measurements, can be carried out at extreme conditions. Comparing the physical properties 

of different materials, sometimes with slight differences, as a function of pressure is done 
in many studies. However, uncertainties in reproducing the exact experimental conditions 

often challenges proper comparative studies on materials studied in different high pressure 
experiments. One such problem is comparing P-T phase diagrams or critical temperatures 

for phase transitions of different samples as a function of pressure. While temperature 

measurements can be carried out with high precision at relatively close distances to the 

samples in a DAC, the relation between the measured temperature and the actual value of 

temperature in the location of the sample depends on many factors. Slight differences in the 
design of high pressure cells, methods of thermometry or even slightly different temperature 

gradients which are present in the same setup but in two different high pressure runs can lead 
to differences of the orders of few Kelvin between different experiments. These differences 
generally define the boundaries of the phase diagram of a material. For many cases of 

comparative high pressure experiments, the study of the small differences between the
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temperature dependence of various physical properties of different materials is the desired 
result. These small differences can easily fall within the boundary of the uncertainties in 

temperature. In this work, to overcome the uncertainties in temperature differences between 

the two samples we have used a new method of simultaneous resistivity measurements with 
a twin chamber gasket. In a twin chamber gasket, two identical holes, serving as pressure 

chambers, are symmetrically drilled into a gasket (Figure 4.1, inset). A twin chamber 

gasket for optical studies has been recently used by Shukla et al. [162], in which the one 
sample was loaded in one chamber and the ruby was loaded in the other chamber to prevent 

contamination from the ruby, a source of oxygen, to the sample to be synthesized at high 

temperature and relatively high pressure. In this work, we have modified a gasket with a 
twin chamber design for transport measurements in a diamond anvil cell.

4.3 Experimental Setup
In series of experiments, we have used various design of the chambers in a gasket. While 

in these experiments we have achieved pressures as high as 21 GPa, there is no reason to 

assume that 21 GPa is the limit of highest pressure could be reached in this design. The 
placement of the holes plays a very important role for the eventual drift in pressures of the 

twin chamber cell. The symmetry of the holes has been shown to be the most important 
factor for avoiding an early failure of the gasket. The next important parameter is the 

initial distance between the holes. The region of the highest pressure in the cell is the 

middle of the culet, in between the two gasket holes [20]. This region will always deform, 
making the spacing between the two holes larger. On the other hand, very small separation 

between the two holes provides a thin barrier between the two samples and may fail under 

pressure, allowing electrical contact between the two samples. Proper distance between the 

holes is crucial in successful simultaneous transport measurements in twin chamber design. 
We have tried several arrangements of chambers with initial radii varying between 80 im

< r <  140 im  and the nearest distance between the inner side of holes varying from 10 fim

< d <  100im on 500 /im single beveled diamond anvils. The minimum drift of the pressure 
chambers from each other (Figure 4.2), which can warrant achieving maximum pressures, 

were achieved in the design that we explain here.

A gasket with twin sample chambers was prepared with some modification after the 

model by Shukla et al. [162]. A gasket was preindented with 500 im  culet diamonds to < 
50 im  thickness, gaskets with a greater than 50 micron thickness were found to be unstable 

and prone to collapse. Two 120 im  diameter holes were drilled symmetrically with an
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Figure 4.1. The correlation between the pressures in the two chambers up to 11 GPa. 
Three rubies across each sample chamber are measured for each pressure. The blue line is 
a guide to the eye, having a slope of 1. Red is a linear fit for PA vs. PB.

electric discharge machine (EDM) less than 20 im  apart from each other. The holes are 

drilled with micron precision by a modified EDM from Hylozoic Products. Micrometer 
precision for drilling is achieved by adding a centering microscope to the EDM stage. Two 
identical magnetic kinematic mounts are secured under the EDM wire and under a centering 

microscope respectively. The gasket was held in a cup that could be moved between the 
magnetic mounts, returning to exact position in each location. Initially, a centering mark is 

drilled on the edge of the gasket, well removed from the preindentation area, then the gasket 

is moved to under the microscope. In the next step, microscope, which itself is mounted on 

an XY stage, is centered on the mark. Then the gasket was centered with respect to the 
microscope and shifted on one axial line away from the center for half the desired distance
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Figure 4.2. Evolution of gasket under pressure. The pressures shown are the pressure in 
either sample chamber. The probes are mounted on the opposite side.

between the holes. The gasket is then moved under the EDM wire and the first hole drilled. 
The gasket is moved back under the centering microscope, which should be centered with 

the drilled hole if the alignment is still good. Next the gasket is moved along the same axial 
line, proper distance away from the first hole, and the next hole is drilled by the EDM.

For transport measurements, the gasket must be electrically insulated. Thermally 
conducting STYCAST 2850 KT (BLU) epoxy by Emerson and Cuming was used to insulate 

the gasket from the DAC, also to insulate the top of the gasket. A thin layer of epoxy was 
painted onto the entire top surface, save for a small region to attach an electrical lead to 

the gasket, and roughly one third into the preindentation. At least three spherical rubies 
were loaded into each gasket hole before packing each hole and the preindentation with a 

combination of fine lithium fluoride and alumina powder which serves as a pressure medium 
as well as electrical insulation. The powder is pressurized until the gasket holes slightly 

deform and the powder becomes clear. Depending on the material studied in a particular 
experiment, a range of different insulating solid pressure transmitting materials, such as 

NaCl or a mixture of epoxy and alumina, can be used instead of the particular combination 
we used here. The resulting layer is then secured on its outer edges to the preindentation 

area with superglue. Smaller holes are poked into the gasket holes with a 70 ^m tipped
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acupuncture needle.

Two quasi—four probes are built onto the insulating gasket using leads cut from a 25 

/j,m thick platinum foil. The Pt leads are secured to the top of the gasket with superglue 

with the ends tied to 35 AWG copper leads. The joints between the Pt and Cu leads 
are secondarily secured with silver epoxy over the mechanical connection. To prevent the 

failure of the entire pressure run, two additional leads were added to each quasi-four probe 

as back-up leads.

To test the system we used two small pieces of two different samples of YBa2 Cu3 O7_  ̂

(0 < x <  0.65), with slightly different superconducting transition temperatures at ambient 

pressure. The samples were labeled A and B with ambient pressure superconducting 

transition temperatures of 91.2 K and 89.2 K respectively. The samples were cut and 
loaded into each gasket hole making electrical contact with the respective quasi-four probes 

(2.3). Electrical contact between the samples as well as electrical contact of either sample 

with the gasket or the body of the DAC was checked and ruled out before beginning the 

pressure run and each data point.

The AC resistivity of both samples were recorded with two separate SR830 lock-in- 
amplifiers, shown in Figure 4.3. The reading from both lock-in amplifiers as function of 

temperature was recorded simultaneously using a LabView program. The constant AC 
current generated through the sample in different heating runs ranged from 1 0  mA to 1 0 0  

/j,A. Since in this design samples and the electrical leads are very close to each other, it is 

necessary to pay close attention in designing the measurement circuit. To avoid electrical 
interference, which would be detected by both lock-in-amplifiers if the measurements are 

carried out at the same frequency, the transport properties of the samples was measured 

in two different frequencies. The frequency for sample A was 7.061 Hz and for sample 

B 13.023 Hz. The DAC was cooled to liquid nitrogen temperature inside a Janis SVT- 

200 cryostat with a calibrated diode thermometer in thermal contact with the DAC. In 
this calibration test we compared the pressure dependence of the superconducting critical 

transition temperature (Tc) of the two samples up to 11 GPa (Figure 4.4). Above 11 GPa, 

the Tc of sample A dropped below the minimum temperature that could be measured in our 

liquid nitrogen cryostat. The pressure in the two chambers started to deviate noticeably 

above 5 GPa. The deviations of the pressures in sample chambers does not create a problem 

as long as the difference is known. Three rubies in each sample chamber were spread and 

their fluoresce was measured for each different pressure. The correlation between pressures 

of the sample chambers are plotted in Figure 4.2. From 1 GPa to 3 GPa, the pressures in
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Figure 4.3. Diagram of the electrical circuit used to measure the two electrically isolated 
samples. The inset shows the quasi-four-point probes built on the twin chamber gasket.

each sample chamber are very close to being equal each other, with the pressure in sample B 
being slightly higher than sample A. Above 5 GPa, the pressure difference began to diverge 

more significantly. While the gasket holes continued to deform with increasing pressure, 
their deviation from the central radial line of the culet did remain symmetric up to the 

highest pressure. The pressures, as divergent as they became, remained within the pressure 
error bars of each other, the highest pressure in chamber A being close or higher than the 

lowest pressure in chamber B. The rubies were not completely symmetric inside each sample 

chamber, the rubies for chamber B were placed closer to the center of the culet than the 
rubies for chamber A. The initial drift of the sample chambers slowed down as the pressure 

increased and there was no sign of approaching the maximum possible pressure.

4.4 Conclusion
This experiment has shown the feasibility of conducting a comparison of two samples 

within the same diamond anvil cell. The ability to measure two samples simultaneously 

allows for temperature dependent properties to be precisely recorded even if the method of 

thermometry is not as absolutely accurate. The simultaneous measurements of transport 

properties as a function of temperature have been shown to be precise and capable of 
determining differences of 1 K or less.
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Figure 4.4. The superconducting phase diagram of two YBa2 Cu3 O7_;u (0 < x <  0.65) 
samples with slightly different initial critical temperatures were measured as a function of 
pressure to test the feasibility of simultaneous transport measurements at high pressure in 
twin chamber design. Open symbols are plotted from previous high pressure studies for 
comparison [191].

4.5 Notes
Since the publication of this work, this method has been much improved. Whilst the 

method did not change, improvements such as better precision in aligning the holes was 
accomplished through operator practice. The following chapter (Chapter 5), provides results 

of this method to lithium isotope samples.



CHAPTER 5

HIGH-PRESSURE SUPERCONDUCTING 
PHASE DIAGRAM OF 6LI: ISOTOPE 

EFFECTS IN DENSE LITHIUM

In order to further investigate the potential quantum solid properties of lithium, the 
superconducting isotope effect was thought to be usable to shed light on the question. 

After developing a method for simultaneous transport measurements (Chapter 4), the 

same method was employed for two stable isotopes of lithium, one with natural isotopic 

composition (& 92 % 7Li and & 8  % 6Li) and one isotopically enriched sample (& 95 % 6Li 

and & 5 % 7Li. The superconducting isotope effect was chosen due to the low temperatures 

at which the effect occurs, the distinct trend of a function of pressure which natural lithium 

had been shown to exhibit [42, 160, 172], as well as the sensitivity of the transition to 

resistance measurements.
The design of the experimental setup was provided by S. Deemyad and A.M. Schaef­

fer (Richards). The experimental measurements and analysis were carried out by A.M. 

Schaeffer and S.R. Temple with additional pressure analysis provided by J.K. Bishop. The 
manuscript was written by S. Deemyad and A.M. Schaeffer with contributions from S.R. 

Temple and J.K. Bishop. Incidental experiment assistance was provided by A.M. Freidman.
Reprinted with permission from the Proceedings of the National Academy of Sciences, 

Deemyad, S., Temple, S.R. and Bishop, J.K. 2015. High Pressure Superconducting Phase 

Diagram of 6Li: Isotope Effects in Dense Lithium, Proceedings of the National Academy of 

Science , 112, 60 - 64. Minor changes to the text and figure were made at the request of 

the committee and the University of Utah Thesis Office.

5.1 Abstract
We measured the superconducting transition temperature of 6Li between 16 to 26 GPa, 

and report the lightest system to exhibit superconductivity to date. The superconducting 
phase diagram of 6Li is compared to that of 7Li through simultaneous measurement in
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a diamond anvil cell (DAC). Below 21 GPa, Li exhibits a direct (the superconducting 

coefficient, a, Tc a  M -a , is positive), but unusually large isotope effect, while between 21 to 

26 GPa, lithium shows an inverse superconducting isotope effect. The unusual dependence 

of the superconducting phase diagram of lithium on its atomic mass opens the question of 
whether the lattice quantum dynamic effects dominate the low temperature properties of 
dense lithium.

5.2 Introduction
Light elements (Low Z) and their compounds have been the subject of many recent 

studies for their potential as high temperature superconductors (e.g. [26, 198, 104, 184, 80]). 

Due to their low mass, the physical properties of the low Z compounds can be strongly 

influenced by large zero-point effects (lattice quantum dynamics) in the physical properties 
[76] and mass-related isotope effects may be present in their thermodynamics of vibrational 

degrees of freedom of low Z compounds. Such effects will influence the superconducting 

properties of these materials. Dependence of superconductivity on isotopic variations of 

low Z compounds can be used to probe and determine the magnitude of mass-related 

effects. This in turn allows better development of models to determine their superconducting 
properties.

Under ambient pressure, lithium is the lightest elemental metallic and superconducting 

system and it exhibits one of the highest superconducting transition temperatures of any 

elemental superconductor under compression [147, 177, 87, 29, 12]. Despite the large mass 

difference between the stable isotopes of lithium (~15 % ), isotope effects in superconduc­

tivity of lithium have not been studied before.

In systems with long-range attractive potential such as coulomb systems the ratio of 

lattice zero-point displacements to interatomic distances may increase under compression 
(increase to the Lindemann ratio at high densities), provided they retain their long-range 

interactions [77, 170]. (This is opposed to systems with short-range interactions, e.g., 
helium, in which the lattice becomes more classical under compression.) In these systems, 

more deviations from the static lattice behavior are expected at higher densities. At 
sufficiently low temperatures, where thermal energy is small, lattice quantum dynamics 

can play a more dominant role in the bulk properties. Sound velocity measurements on 

stable isotopes of lithium at 77 K and up to 1.6 GPa show that quantum solid effects in 
lithium, at least in the pressure range studied, do not decrease as a function of pressure 

[67]. Raman spectroscopy studies between 40 to 123 GPa and at 177 K report a reduced
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isotope effect in high frequency vibrational modes of Li, which may be related to quantum 

solid behavior [62]. Up to this point, no experiments have reported a comparison of any 

physical properties of lithium isotopes at low temperatures and high pressures concurrently. 
Since the superconducting transition of lithium occurs in a relatively low temperature range 

[160, 42, 172], studying its superconducting isotope effect provides excellent conditions to 

search for zero-point lattice effects and their evolution as a function of pressure.

In the present study, we have measured the superconducting isotope effects in the 

stable isotopes of lithium under pressure. Lithium is a simple metallic system which is 

expected to exhibit conventional phonon mediated superconductivity and a well-defined 

superconducting isotope effect with nominal pressure dependence of the relative Tcs [175] 

(according to the model by Treyeva and Trapezina, [175] using theoretical values of Coulomb 
coupling constant, /j.*(P) [30] by Christensen and Novikov and EOS of lithium [74] by 

Hanfland et al., assuming similar structures for the two isotopes, should not vary by more 

than 10 % for 15 GPa < P  <25 GPa). Since phonon-mediated superconductivity depends 

on lattice and electronic properties of a material, any unusual isotopic mass dependence of 

the superconducting phase diagram can be indicative of the effects of large lattice dynamics 

on electronic and/or structural properties.

5.3 Experiment and Results
The expected conventional isotopic change in Tc of lithium is T ^ 1 1.08Tc7Li. This 

leads to a relatively small temperature shift at low temperatures, where lithium becomes a 
superconductor (maxT jL% =  20K , for which a BCS isotope shift of <2 K is expected for 6Li) 

[160, 42, 172]. This small difference in the relative Tc’s and lack of in situ thermometry in 

a DAC makes designing conducting experiments sensitive enough to resolve the differences 
challenging. Any inconsistency in the temperature measurement between experimental 

runs may mask the expected isotope effect. In addition to experimental uncertainties, 

differences in a sample’s thermal history may change Tc [46]. This is especially so for 
Li, in which it is know that the boundaries of the martensitic transition (bcc - hR3) 

can be shifted if the sample is not annealed [122]. To achieve the required resolution in 

evaluating the relative T'cs of the two samples, both isotopes were measured simultaneously 

inside the same DAC, shown in Figure 5.1 [153, 162]. The details of these experiments 

are given below, and the general principles of the method used have been previously 

published [153] (Figure 4.4). Previous comparative measurements on the low temperature 

electrical resistivity on lithium isotopes under ambient pressure also noted the importance of
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Figure 5.1. A picture of a twin chamber gasket drilled with alumina pressure medium 
and rubies. The symmetry of the two holes is key to having an even pressure pressure 
distribution across both holes. Rubies are loaded into each sample chamber, and three 
rubies in each pressure chamber are measured.

simultaneous measurements [46]; however, simultaneous electrical measurements on large 
samples under ambient pressure are less technically limiting than similar measurements 

under high pressure. Considerations regarding the thermal history are important for any 

comparative studies, such as structural or magnetic studies on lithium isotopes.

In the present work, we have used two isotopically rich samples of lithium; a 6Li-rich 

sample (the 6Li samples contained 99.99 % lithium with the isotopic composition 95.6 % 

6Li and 4.4 % 7Li together with the metallic impurities of Na, Mg, Al, and other elements; 

Sigma Aldrich) and a 7Li-rich sample (the isotopic composition of the 99.9 % pure natural 

lithium was 92.41 % atomic 7Li and 7.59 % atomic 6Li; the metallic impurity composition 
was the same as in the case of the 6Li; Sigma Aldrich), which we refer to as 6Li and 7Li 

samples respectively for the remainder of this manuscript.
All measurements were carried out in a DAC using electrical resistance as a means 

of determining the superconducting transition temperatures. All pressure increases were 
carried out at room temperature. The return to room temperature after every measurement 

allowed the samples to be transformed to their equilibrium phase. Lithium reacts readily 

with many materials including diamond [160, 172, 70], which may cause a DAC to fail. 

In order to prevent any such reactions, compressed, dehydrated alumina powder, which
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was heat treated at 110 ° C to remove moisture, was used both as an electrical insulator 

and a pressure medium [155]. This allowed us to keep the samples at room temperature 

inside the DAC without risking failure of the diamonds. An insulated gasket was made 

from a 250 im  thick stainless-steel foil, preindented to a thickness of 40 to 55 im . Two 
pressure chambers with initial diameters of 1 1 0  im  were symmetrically drilled 1 0  to 2 0  im  

apart from each other on the gasket and several ruby spheres were dispersed evenly in each 

pressure chamber. The gasket then was insulated with a mixture of epoxy and alumina.

The use of alumina as pressure medium exposes the sample to nonhydrostatic conditions 

that may in principle affect the superconductivity. However, in the case of lithium, studies 

up to 50 GPa in which no pressure medium was used, show very sharp Bragg peaks. This 

provides evidence that lithium itself remains a very soft solid which does not support large 
shear stresses [74, 75]. (The superconducting phase diagram of 7Li measured using helium as 

hydrostatic pressure medium by Deemyad and Schilling and nonhydrostatic measurements 

by Struzhkin et al. without any pressure medium, are very similar below 30 GPa). In the 

current work, the presence of quasi-hydrostatic conditions is supported by the sharpness of 

ruby peaks.

We have used high precision spectroscopy to measure the pressure distribution of each 

chamber from several ruby spheres. The maximum pressure gradient remained below ±  0.8 

GPa up to the highest pressure measured; see section 5.2 and notes on pressure distribution 
for further discussion. In a twin chamber gasket, not only the absolute pressure difference 

between the chambers and the pressure gradient across each sample is measured but also 

each chamber on its own acts as an independent indicator of the pressure dependence of 

the properties of its sample.

An isolated quasi-four probe arrangement was built on each sample chamber using 

platinum electrodes. To eliminate the interference between the two circuits, each circuit was 

connected to a separate lock-in amplifier and run on a different frequency (& 5 and 13 Hz). 
To prevent any possible chemical reactions, the samples were loaded and pressurized inside 

a high purity dry argon glovebox. An AC current of Irms & 100 iA  was applied across each 

sample. Since the arrangement used here was a quasi-four probe, a small portion of the 

signal always came from the piece of Pt electrode in the path (Figure 5.2). The onset of 

superconductivity was defined by the temperature at which the resistance of sample drops 

to zero (Figure 5.3). As an additional test of superconductivity, we used a small magnetic 

field (~100 Oe) to suppress Tc (Figure 5.3 b and c). The experiments were completed with 

6  separate loadings of the lithium isotopes, all of which overlapped in pressure range and
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Figure 5.2. Experimental set up for simultaneous measurements. a) Twin chamber gasket 
built on a 500 /im culet diamond which is used in the present experiments in a DAC for 
simultaneous measurements of superconductivity. Each pressure chamber has a pair of extra 
Pt leads and contains several pieces of ruby for accurate determination of pressure gradient 
within each pressure chamber. The insets show the gasket and samples under reflected light 
only, at 21.3 GPa, demonstrating the metallic appearance of both samples and map of ruby 
pieces inside each pressure chamber in the same run. b) Schematic drawing of the twin 
chamber design used in the experiments. Small portions of the platinum leads in the path 
contribute to the total resistance measured for each sample. The electrodes for measuring 
the resistance of 6Li and 7Li are shown in different colors.

showed complete internal consistency.

Figure 5.4 part a shows the superconducting phase diagram of 6Li and 7Li for pressures 
between 16 and 26 GPa. The correlation between the superconducting transition tempera­

tures of the two isotopes is anomalous and in the range of this study three distinct regions 
can be identified. The sign of dpc in the pressure range 16 GPa < P  <26 GPa changes 

two times for 6Li. In this region, the slope is always positive, though not constant, for 7Li. 

A change in slope may be indicative of the presence of a structural phase boundary (such 

as hR3 to fcc for 7Li). Between 16 and 21.5 GPa, the superconducting Tc of 6Li is higher 

than that of 7Li. Figure 5.4 c shows the calculated values of the superconducting isotopic 

coefficient, a, Tc & M - a , as a function of pressure. The lowest pressure points at 16 and 18
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Figure 5.3. Electrical signals from lithiums samples. a) Superconducting transitions as 
determined by electrical resistivity. All black lines show transitions for 7Li, red lines are 
the transitions for 6Li. Each pair shows the simultaneous measurement. The double step 
in 18.1 GPa transition of 6Li may be related to presence of mixed phases with different 
T'cs at a structural phase boundary. The samples’ resistances in a normal state above 
their superconducting transitions is 0.5-10 m Q varying by the sample size and geometry. 
These values would give an estimate of p &0.5 - l^Qcm, at room temperature, for a typical 
sample size of 50 x 50 x 10^m3. An RRR value of & 75 is estimated from ambient pressure 
measurements on the samples used here [162]. The transitions above are scaled for ease of 
comparison. b,c) The shift of Tc with an applied external magnetic field of B & 100 Oe for 
6Li at 23.3 and 26.6 GPa. B & 100 Oe for green lines and B=0 for red lines.

GPa for 6Li display an initial positive slope dp  , however, the paucity of data in this region 

does not allow to properly assign a slope of a vs. pressure. For 18 GPa < P  <21.5 GPa, 

the value of the isotopic coefficient decreases monotonically with pressure, and the value of 

a is always higher than expected for BCS-type superconductors, 1 <a  <4. For P >21.5 
GPa, the value of the isotopic coefficient, a , changes sign and remains constant within error 

(a & -1.5±0.5).
Figure 5.4 b shows the superconducting phase diagram of 7Li which has been plotted
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Figure 5.4. Results of the measurements of the superconducting T'cs of lithium isotopes. 
a) Superconducting phase diagram of lithium isotopes. Open shapes represent 6Li, solid 
shapes represent 7Li. The different shapes designate separate loadings. The pink shaded 
region from 18 GPa to 21.5 GPa shows the direct isotope effect with a large difference in the 
T'cs for 6Li and 7Li. The grey shaded region shows the inverse isotope effect from 21.5 GPa 
to 26 GPa. The pressure error bars represent the maximum pressure difference between all 
the rubies shown in Figure 1 in the two chambers (the value is generally is equal to the 
difference between the pressure from the ruby in the smallest radii of one chamber and the 
ruby in the largest radii of the opposite chamber). The Tc onset error is determined from 
the resistance signal, the upper error marking the first drop in resistance from a normal 
metallic state, the lower error is determined by the completion of the change in slope of 
resistance. b) Comparison of the various superconducting phase diagram of natural lithium 
measured by various techniques (Open triangles: Deemayd and Schilling [42], Open squares: 
Struzhkin et al. [172], diamonds: Shimizu et al. [160]. and circles: this study). The solid 
lines are guide to eye. Dashed line is the speculated boundary between hR3 and fcc at low 
temperature. c)The isotope coefficient, a, as a function of pressure. The dashed line at a 
=  0.5 shows the expected value for a conventional isotope effect.
The errors from the Tc onset measurements are propagated through the calculation.
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here together with all the previous measurements. The current result only overlaps with 

the studies of Deemyad and Schilling [42] for 22 GPa < P  <26 GPa. As shown in Figure

5.4 c, the measurements of the superconductivity of natural lithium in the present work 

display the same trend as Deemyad and Schilling (with the shallow slope at the beginning 
followed by rapid increase in the slope). The present measurements consistently show 

slightly lower transition temperatures than Deemyad and Schilling, which can be caused by 
differences in thermometry and/or thermal histories of the samples and other differences 

between the methods that have been used. For example, Deemyad and Schilling never 

annealed their samples above 100 K, which, according to the phase diagram suggested by 

Guillaume et al. may not allow the sample to relax to fcc or bcc phase between pressure 

applications below 20 GPa [70]. In the present experiments, we applied the pressures at 
room temperature. For the comparison of the transition temperatures of the two isotopes, 

however, the samples compared need to have experienced the exact same thermal history and 

their relative transition temperature must be known precisely. All previous measurements 

of the high pressure phase diagram of lithium done in past (excluding the measurements of 

the superconducting phase diagram of natural lithium by Deemyad and Schilling) used no 

pressure medium [62, 160, 172, 74, 70, 75, 119]. The experiments done by Deemyad and 

Schilling used helium as pressure medium and found very reproducible results. The results, 
however, may have been influenced by diffusion of helium into the lithium lattice. Moreover, 

Deemyad and Schilling as well as Struzhkin et al. [172] used magnetic susceptibility to detect 

the superconducting transition. Magnetic susceptibility measurements currently cannot be 
employed for simultaneous measurements; critical for an experiment designed to characterize 

the slight differences between isotopes.

5.4 Discussion
For a BCS-type superconductor composed of one atomic species with a harmonic lattice, 

the Tc and the ionic mass follow the simplified relationship, Tc & M _a, in which a=0.5. 
This relation is mainly attributable to differences in the Debye temperature for different 

ionic masses of different isotopes. In the current experiment, we observe an anomalous 

isotope effect in the superconducting phase diagram of lithium that cannot be explained 
for a material with very harmonic lattice and absence of substantial mass related dynamic 

effects. Using conventional models in which a harmonic lattice condition is considered for 
deriving superconducting properties and equilibrium structures are evaluated using static 
lattice models. The eventual structure of lithium will require determination of the enthalpy
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for the ground state, or the Gibbs energies otherwise. The manner in which the electronic 

energies are involved in the subsequent statistical averaging (in the presence of significant 

isotope dependent ionic displacements) becomes a very interesting question.

In the presence of large anhamonicity caused by large zero point effects, electrons do 
not see the lattice as a perfect crystal (this is the case even if the ionic displacements do 

not affect the structures of the isotopes) thus, in total, drastic deviations from conventional 

isotope effects in a superconducting quantum solid can be expected [171, 58].

Another possible mechanism that may be responsible for the isotope effects observed 

here can be the due to the differences in the structures of the two isotopes under pressure. 

For a solid with static lattice and in the absence of large zero point energy, the equilibrium 
distance between the lattice particles is determined by the minimum of the potential energy 

of the lattice and, to first approximation, is independent of the particles’ mass [179, 93] 

and isotope effects in the structures are not expected. On the other hand, in a solid with 
large lattice quantum dynamics, the large zero point energy of the lattice will significantly 

contribute to the vibrational and rotational energies, which can have an impact on the 

equilibrium structures [179, 93]. Since BCS assumes identical structures for isotopes, the 

BCS superconducting isotope relation is not applicable in systems with a structural isotope 

effect. In the case of lithium, it has been theoretically shown that without inclusion of zero 

point energy some of the known structures of natural lithium (oC8 8 ) will not be stable. 
Therefore, it is not unexpected if the differences in the zero point energies of lithium isotopes 

lead to different structural phase diagram for them [117]. It should be emphasized here that 
given the known differences between the phonon free energies of the two lithium isotopes 

[63] one can see that large differences in structures of two isotopes is unlikely (although 

these measurements are not overlapping in pressure and temperature range with present 

work).

The structures of Li as a function of pressure (for pressures above 0.65 GPa [167]) are 
not known for T <77 K, which contains the boundaries of the hR3 phase(with bcc and 

fcc phases) [70]. This phase is thought to play an important role in superconductivity. 

Moreover, the isotopic dependence of the structures of lithium is not known in this pressure 

regime. Between 16 to 22 GPa, 6Li exhibits a change from a positive to a negative slope in 

Tc. In contrast, 7Li shows a positive slope in the entire range where superconductivity was 

observed. It is possible that the large difference in T'cs, the initial change in slope for 6Li, 

and the opposite slopes observed between 18 to 2 2  GPa are caused by a low temperature 

structure in 6Li not present in 7Li. Low temperature structural studies are required to
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characterize this region. Above & 21 GPa, the superconducting Tc of 6Li falls below that 

of 7Li, this effect remains until the highest pressure studied here, & 26 GPa. The inverse 

isotope effect in conventional superconducting systems is noted in some transition metal 

hydrides (MH), such as PdH, and in the element a —U [78, 57, 52, 163]. The inverse isotope 
effect in MH has been attributed to the existence of large quantum effects in hydrogen, which 

cause anharmonicity in phonon spectra [8 6 , 51]; an explanation which cannot account for the 

behavior of a —U. If the unusual isotope effect in Li is solely a consequence of its zero point 
displacements and a consequent anharmonicity in its lattice, Li is the only elemental solid 

known to exhibit such behavior (dominant anharmonic effects may also be responsible for 

large positive isotope coefficient in pressures below 2 1  GPa). Another possible condition for 

inverse isotope effect is when the magnitude of the Coulomb coupling constant (i*) becomes 
comparable to the electron-phonon coupling constant (A). However, in this case, a small Tc 

(<1 K) is expected for realistic values of the parameters [95]. For fcc lithium, this condition 

is theoretically not present [174] and cannot explain the sudden change in the sign of isotopic 

shift above 21 GPa. However, in the present case, electronic and structural effects may be 

entangled. Comparative structural studies for lithium isotopes at low temperature are very 

challenging but they are currently possible in 3rd generation synchrotron sources. The 

results of this study would justify the investment on such works. The detailed comparative 

studies on additional low temperature properties of lithium isotopes may also shed light on 
the predicted properties of metallic hydrogen.

It should be emphasized that based on current experimental results and without comple­

mentary structural studies one cannot conclude a departure from isotope effects expected 

within BCS theory. Hypothetically, if the sequence of structural phase transitions in 6Li 
were different from that of 7Li, which on its own is an interesting mass-related effect, the 

present observations could still be consistent with a BCS model. Under such conditions, 

emphasis then would be on explaining isotope effects on the phase stability and the origin 
of such mass-related phase instabilities. However, should it turn out in follow up structural 

studies, that there is no significant difference in the PT phase diagrams of the two isotopes, 

it would imply that the present observations point to superconductivity-related physics, 

possibly the strength of the electron-phonon coupling. This could, for instance, be an effect 

of zero point vibrations on the ground state (i.e. T=0) electronic structure.

It is notable that isotopes of Li possess different quantum statistics, and natural lithium 

has been shown to exhibit nuclear order at one atmosphere [85]. The magnetic order in 

lithium isotopes may contribute to their superconducting isotope effects at ambient pressure
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where natural lithium superconducts below 0.4 mK. Studying the isotope effects in ambient 

pressure superconductivity of lithium would be also enlightening.

5.5 Notes on Pressure Distribution
In order to ensure that there is an even pressure distribution across both of the samples, 

as extra loading of only rubies in alumina was performed in order to measure the ruby 

fluorescence cleanly as a function of the distance from the center of the culet. This was 

performed since the softness of lithium can at times cause it to diffuse around a ruby and 

hinder the measurement. In order to completely rule out the possibility of the two samples 
having drastically different pressures, the extra measurement was performed. The results 

of these measurements are shown in Figures 5.5, 5.6 and 5.7.
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Figure 5.5. A diagram of the placement of rubies inside both twin chambers. The labeled 
radii refer to the distance of the rubies from the center of the culet.



85

'I Q _________ I_________ i_________ I_________ i_________ I_________ i_________ I_________ i_________ I__

40 50 60 70 80
Radii (microns)

Figure 5.6. Using the radii measured and shown in Figure 5.5, a plot of the pressures for 
both samples as a function of radius is plotted. The black symbols and lines represent the 
pressures of the rubies in chamber A, and the red symbols and lines represent the pressure 
measured in Chamber B. Whilst the pressure error inside the entire cell could be ±  1 GPa, 
both samples appear to experience the same pressure gradient.
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Figure 5.7. The pressures of the two samples chambers plotted as the measured pressure 
in chamber B as a function of the pressure in chamber A. The black line has a slope of 1, and 
serves as a guide to the eye to determine the drift of pressure between the sample chambers. 
Whilst there is some deviation from the line, the correlation between the pressures in each 
sample chamber is indeed rather close to the slope of 1. Comparing to the results from 
Figure 4.1, the improvement in the technique is quite evident.



CHAPTER 6

NEW BOUNDARIES FOR MARTENSITIC 
TRANSITION OF 7LI UNDER PRESSURE

An important aspect of the nature of lithium is how its crystal structure changes as a 

function of both pressure and temperature. In Chapter 3, the melting curve as a function 

of pressure was investigated, showing that whilst the melting temperature does display 

a distinct maximum and reaches nearly room temperature near & 50 GPa, this can be 

attributed to the series of symmetry-breaking phase transitions that lithium undergoes 

(bcc ^  fcc ^  hR1 ^  cI16) [132, 75, 4, 70]. Also, the superconducting critical temperature 
Tc appears to be affected by this series of structural phase transitions [42, 160, 172]. Lithium 

also undergoes a structural phase transition from bcc to hR3 at ambient pressure near &80 

K. This phase had been thought to play a role in the low Tc of lithium at ambient pressure 

(&0.4 mK) [177, 14, 185]. Previous works have found the onset of superconductivity in 

lithium to be near 20 GPa [42, 160, 172], and it has been thought the boundary of the 

hR3 must lay nearby; the results shown in Chapter 5 indicate that superconductivity in 

natural lithium actually persists at pressures as low as 16 GPa below 4 K. This proposed an 
interesting question regarding the boundaries of the hR3 phase. If this phase does indeed 

suppress superconductivity (to temperatures below &2 K), then the boundary of the phase 

at low temperature should lay near this pressure. This chapter outlines the study of the 

martensitic phase boundaries between the bcc, hR3, and fcc phase as a function of pressure 

and temperature.
The proposals for this experiment for user programs at ORNL and APS were written by 

S. Deemyad. Experimental setup for neutron diffraction at Beamline 3, SNAP, at ORNL 

was designed and maintained, and additional assistance provided by A.M. dos Santos, J.J. 

Molaison, and C. Tulk. Data at SNAP were collected by A.M. Schaeffer (Richards), W.Z. 

Cai, and E. Olejnik. Experimental setup and assistance at HPCAT beamline 16-ID-B at 
APS, ANL, was provided and maintained by S. Sinogeikin, and C. Kenney-Bensen. Data at 

APS were collected by A.M. Schaeffer (Richards), W.Z. Cai, E. Olejnik, and S. Deemyad.
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Neutron data analysis was carried out by A.M. Schaeffer. XRD analysis was provided by 
W.Z. Cai. Fits for equation of state data were carried out by A.M. Schaeffer, E. Olejnik, 

and W.Z. Cai. Manuscript was written by S. Deemyad and A.M. Schaeffer (Richards) with 

contributions from W.Z. Cai and E. Olejnik, and theoretical and experimental input from 
A.M. dos Santos, with other input from J.J. Molaison and S. Sinogeikin.

Reprinted with permission from Nature Communications, Deemyad, S., Cai, W.Z., 
Olejnik, E., Molaison, J.J., Sinogeikin, S., and dos Santos, A.M. 2015. New Boundaries 

for Martensitic Transition of 7Li under Pressure, Nature Communications , 6 , 8030. Minor 

changes to the text and figures were made at the request of the committee and the University 

of Utah Thesis Office.

6.1 Abstract
Physical properties of lithium under extreme pressures continuously reveal unexpected 

features. These include a sequence of structural transitions to lower symmetry phases, 

metal ^  insulator ^  metal transition, superconductivity with one of the highest ele­
mental transition temperature and a maximum followed by a minimum in its melting 

line. The instability of lithium’s bcc structure is well established by the presence of a 
temperature-driven martensitic phase transition. The boundaries of this phase, however, 

have not been previously explored above 3 GPa. All higher pressure phase boundaries are 

either extrapolations or inferred based on indirect evidence. Here, we explore the pressure 
dependence of the martensitic transition of lithium up to 7 GPa using a combination of 

neutron and X-ray scattering. We find a rather unexpected deviation from the extrapolated 

boundaries of hR3 phase of lithium. Furthermore, there is evidence that, above & 3 GPa, 

once in fcc phase, lithium does not undergo a martensitic transition.

6.2 Introduction
Lithium is the simplest metal that undergoes temperature-driven martensitic transition 

[7, 29, 180, 87]. These are an important class of diffusion-less structural phase transitions 

that are integral to controlling the properties of steels and the design of many technologically 

important materials such as shape memory alloys. Because of its simple electronic structure, 

studies on the martensitic transition of lithium are of fundamental interest. Under ambient 
conditions, lithium is a nearly free electron system and has a bcc structure; however, the 

structures and electronic properties of lithium under compression deviate rapidly from a 

simple metal [75, 70, 155, 119, 160, 118, 172, 152]. Like all other alkali metals, lithium
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undergoes a series of pressure-induced structural phase transitions to low symmetry phases, 
following an initial pressure induced transition from bcc to fcc phase at room temperature.

Whilst structures of lithium under pressure have been extensively studied, the mapped 

boundaries of the martensitic phase transition are limited to pressures below 3 GPa. In 
this region, lithium adopts the bcc phase at room temperature with a martensitic transition 

temperature (Ms) that increases with pressure at a rate of (dMsp = 5  Gpa) [180]. The 

low-temperature structure of lithium was initially identified to be hexagonal-close-packed 

[11] but later was shown to be samarium-type R-3 m H (166) structure (hR3) with 3 atoms 

per unit cell [7, 137, 158, 166, 112, 8 8 , 128].
Lithium is a weak scatterer of both x-rays and neutrons, rendering scattering experi­

ments only feasible in large facilities. Still neutron scattering is, in principle, more appro­

priate for structural studies of lithium, especially those at high pressure, as it combines a 
superior penetrating power with an improved scattering performance, when compared with 

x-rays, given the low atomic number of lithium. Yet, despite recent advances of neutron 

scattering in diamond anvil cells (DACs), these experiments remain challenging. Natural 

lithium is composed of 7 percent 6Li, which has a neutron absorption cross section of 

940 barn, thus requiring, for neutron studies, isotopically pure 7Li (0.0454 barn), which is 

not commercially available. In addition, its softness and tendency to texture makes the 
production of both high quality fine powder or large single crystals of lithium extremely 

difficult, consequently limiting the quality of the structural data obtained, particularly inside 

a DAC as it requires very small samples. These limitations have led to an under-constrained 

low-temperature/high-pressure structural phase of lithium built mostly by extrapolation 

from higher temperature structural data or based on indirect evidence such as pressure 

dependence of its superconducting transitions [70, 172]. Earlier experiments only reported 

the superconductivity of lithium above & 20 GPa with an initial positive and steep dpc. 

Later the superconducting phase diagram of lithium was revised with the discovery of 

ambient pressure superconductivity with Tc ~0.4 mK [177] and lower boundaries of the 
superconducting phase transition under pressure shifted down to & 16 GPa leaving an un­

explored region of phase diagram for superconducting properties between ambient to 16 GPa 

[152]. Based on these results, it was suggested that the emergence of the pressure induced 

superconductivity of lithium is correlated with its structural boundaries at low temperature 

[172], with the fcc phase favoring superconductivity and the hR3 phase suppressing it. This, 

together with the higher temperature structural data leads to the conclusion that, akin to 
the bcc phase, also fcc lithium will undergo a martensitic phase transformation to the hR3
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phase, extending the possible stability field of the hR3 phase to & 20 GPa (or at least
16 GPa). It is thus clear that understanding the superconducting behavior and other low 

temperature properties of lithium as a function of pressure, relies first and foremost upon 

an accurate picture of its low temperature phase boundaries [7, 29, 87, 196]. In this study, 
we used state of art neutron and x-ray diffraction techniques under high pressure to expand 
the experimental phase diagram of lithium.

6.3 Results 
6.3.1 Structural Analysis of Martensitic Transition

All structures were mapped by neutron scattering and x-ray angle dispersive diffraction 

at the SNAP instrument at the Spallation Neutron Source (SNS) and at HPCAT at the 
Advanced Photon Source (APS) respectively (Methods section). Figure 6.1 shows the 

revised phase diagram of lithium measured based in this study together with a selection 

of the data points previously reported by various groups. Figure 6.2 shows the equation 

of state (eos) of lithium at room temperature with neutron and X-ray, compared with 

previously reported curve for natural lithium. In Figure 6.3 we plot the low temperature 

eos of lithium at 80 K in which bcc and hR3 phases coexist. The presented data represents 
the first detailed high resolution structural analysis of the martensitic transition of lithium 

under pressure, including studies of the thermal hysteresis of the structural transformations 
(Figure 6.4). The observed bcc-hR3 phase boundary below 3 GPa is in agreement with 

those measured previously by Vaks et al. using acoustic emission method [180]. In a 

narrow pressure region between 2.5 GPa < P  <3.5 GPa, the coexistence of a very small 

amount of hR3 with fcc and bcc phase is possible. Above 3.5 GPa, the bcc phase partially 

or completely converts to fcc, which remains to the lowest temperatures achieved.

6.3.2 Mixed Phases under Pressure
The phase fractions measured during each isobaric cooling show an increase in the 

percentage of fcc phase down to the lowest measured temperatures (Figure 6.5). On the 

other hand, the percentage of bcc phase decreases as result of isobaric cooling or during 

isothermal compression as it transforms into the hR3 and/or fcc structures. This suggests 

that only the bcc phase will convert to a fcc or hR3 phase and conversion of fcc to hR3 upon 

cooling or vice versa is not explicitly supported by the current experimental observations. 
Transition from bcc to hR3 is shown theoretically to be energetically favorable based on 
Hume-Rothery arguments [7]. However, similar arguments are not shown to apply similarly 

to support the transition of fcc phase to hR3 or another structure. Specifically, this is
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Figure 6.1. Phase boundaries obtained from data collected while cooling. Background 
shades are used to highlight the regions of the P-T phase diagram of lithium in which 
different structures are observed. Symbols designate different structures. Symbol overlap 
indicates the presence of mixed phases. The blue region here indicates two possibilities 
for the fcc/hR3 phase boundary, one boundary in which a transition from fcc to hR3 is 
not supported and one boundary drawing the upper limit. The inset shows the proposed 
structural boundaries of martensitic phase transition in lithium overlaid with previous 
reports. Orange region represents the superconducting region [160, 172, 152, 42].
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Figure 6.2. Equation of state for 7Li measured at room temperature. Squares and triangles 
represent the experimental data points by neutron scattering and x-ray diffraction in bcc 
and fcc phase respectively. Open symbols are x-ray data. Dashed line is previously reported 
eos for natural lithium. Solid lines are Vinet fits to neutron and x-ray data.

seen in pressures above 5 GPa, at which the entire sample converts to fcc with moderate 
cooling; and upon further cooling, no indication of hR3 phase is observed down to the lowest 

achievable temperatures.

6.3.3 Complementary X-Ray Diffraction
Since achieving temperatures lower than &85 K is currently not possible in high pressure 

neutron studies, to further investigate the possibility of conversion from fcc to hR3, a 

complementary set of data at &7 GPa down to &7 K were collected using in-situ x-ray 

angle dispersive diffraction at APS. This measurement confirms that 7Li is already in the 
fcc form at room temperature, and that remains the only observed phase down to &7 K, with 

no indication of any phase transition during cooling (Figure 6.4 d). These observations lead 

us to conclude that, once in fcc phase, 7Li is stable in the pressure ranges studied and unlike 
what is known for the bcc phase, it will not undergo the temperature-driven martensitic 

phase transition. This confines the boundaries of the martensitic transition to pressures 
in which the bcc phase is still present and for a maximum of hR3 phase expected to not
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Figure 6.3. Equation of state and bulk modulus of lithium at 85 K. Equation of state fits 
and calculated bulk modulus (K  =  T ) for 7Li at base temperature (~80 - 85 K), in which 
bcc and hR3 phases coexist, form neutron data. Solid squares and circles are experimental 
data points of the present study in bcc and hR3 phase respectively.

exceed the proportion of bcc present at the lowest measured temperature (<15 % at 3.75 

GPa and <10 % at 4.25 GPa). It is notable that this conclusion could not be made from 
the previously reported data alone, also that there is agreement in the regions in which the 

proposed phase diagram and previous works overlap.

6.4 Discussion
According to the previous phase diagram of natural lithium, in the fcc phase, dMps< 0 , 

there is a triple point near ~110 K  and ~5 GPa (dotted line in Figure 6.1 inset). Should 

this be the case, several of the data points taken at the base temperature (^85 K) above

3.5 GPa would show the presence of hR3 phase, which is not supported by the current 

experiments. Based on the updated phase diagram, the triple point is shifted to 115 K 
and 3 GPa. While in the neutron studies isobaric coolings, monitored via in-situ neutron 

scattering, have been used to build the proposed phase diagram; measurements on isobaric 

heatings were also measured performed at selected pressures (Figure 6.4). The martensitic 

transition temperature of lithium exhibits hysteresis and upon heating, the percentage of 

hR3 phase does not decrease up to 20 K above Ms (Figure 6.5). Furthermore, some fraction
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Figure 6.4. Diffraction signals from isotopically enriched 7 Li. A) and B) Neutron 
diffraction pattern of lithium at 2 GPa for cooling and heating respectively. The calculated 
peaks for the structures for this pressure are plotted below the spectra. The conversion 
upon cooling to hR3 is evident, and hysteresis is observed. The refined a lattice parameter 
for the bcc phase at room temperature is 3.323 ±0.002 A, and at base temperature is 3.322 
±  0 . 0 0 2  A. For the hR3 phase the calculated lattice constants at base temperature are a = 
2.959 ±  0.004 A and c =  21.726 ±  0 . 0 0 1  A. C) The neutron diffraction at 5 GPa shows no 
indication of hR3 phase down to the lowest temperature. The lattice parameter a for the bcc 
phase at room temperature is 3.196 ±  0.001 A , and for the fcc phase at base temperature a 
=  4.002 ±  0.003 A. D) Structures of lithium at 3 and 7 GPa measured by x-ray in a DAC 
shows the presence of fcc phase to 7 K. Intensities are scaled for each data set. The dotted 
and solid lines show the location of the peaks at 3 and 7 GPa respectively.
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Figure 6.5. Phase fractions are presented in order during each isobaric cooling and 
subsequent heating. The gray area reported for 2.75 and 3.25 GPa are representative of 
areas with peaks of hR3 phase which appear as weak shoulders on characteristic bcc and 
fcc peaks. This could be indicative of a co-existence of bcc/fcc/hR3, or other phases. The 
slope of the hR3-fcc boundary in the region between 3.5 and 7 GPa below 80 K cannot be 
well defined by the current data. It should be noted, however, that at these pressures, once 
some percentage of the sample undergoes the transition to fcc, that percentage does not 
decrease upon further cooling to 80 K. This raises the possibility that bcc/fcc/hR3 co-exist 
in these pressure-temperature regions, and it is only the bcc that transforms to hR3, and 
the fcc percentage is stable or increasing upon cooling. It remains an open question if the 
transformation of fcc to hR3 upon cooling is possible.

of the hR3 phase is still observed, albeit at lower percentages, up to 30 K above Ms. This 

is consistent with the findings of Krystian and Pichl [96, 140] and Smith et al. [166, 167]. 
The hR3 phase can be visualized as a sequence of specific stacking of fcc and hcp and 
the difference in the free energy of fcc and hR3 phases even under ambient pressure is 

minute (&1 meV, [75]). At pressures in the range between 2.5 GPa < P  <3.5 GPa, bcc 

7Li cools into a possible mixture of three phases, dominated by a bcc/fcc mixture with the
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possibility of hR3 phase also present. Interestingly, upon heating, the percentage of bcc 

present decreases while the fcc phase fraction grows, which may indicate the metastability 
of the hR3 phase in this regime, until the sample reverts back to the ambient temperature 

phase of 100 % bcc. Above 3.5 GPa, 7Li cools into a bcc/fcc mixture, and upon heating, 
the bcc phase does recover but only above 20 K of the Ms upon cooling (e.g., 6.5, 4.25 

GPa). This supports the previous reports by Krystian and Pichl [96, 140] and Smith et al. 

[166, 167] that lithium recovers from the martensitic transition into a mixture of bcc and 

hR3 phase with possible vestiges of fcc phase.

6.5 Summary
In summary, revised boundaries for the martensitic transition of 7Li are presented. 

The proposed phase diagram demonstrates new features: a triple point (bcc/fcc/hR3) 

shifted to a lower pressure of ^3 GPa; the low temperature boundary of the martensitic 

phase transition confined to pressures <5 GPa; and, up to 7 GPa, the fcc phase remains 

stable down to the lowest measured temperatures without indication of a martensitic phase 

transition. This opens the possibility for new structural boundaries of lithium below 80 

K and at higher pressures, specifically where it was previously thought to be hR3, 7 GPa 

< P  <20 GPa.

6.6 Methods
6.6.1 High Pressure Neutron Scattering Experiments

In-Situ diffraction patterns of a polycrystalline sample of 99.9 % isotopically pure 7 Li, 

were collected using time-of-flight neutron scattering at SNAP. The isotopically pure sample 

was enriched in ORNL allowing neutron experiments (these samples from the same batch 

were also used for later x-ray diffraction studies in a DAC). The data was collected using a 

neutron wavelength band centered at 2.15 A, allowing access to Bragg reflections between 0.7 
and 3 A. Pressure was applied to the sample by means of a Paris-Edinburgh press fitted with 

cubic boron nitride anvils. Prior to loading in the press, the sample was sealed in a TiZr null 

scattering alloy gasket inside a helium glovebox to avoid exposure to atmospheric moisture. 

The sample was cooled via a custom-made liquid nitrogen cooling device connected directly 

to the anvils allowing measurements in the 83 K < T <320 K range. Complementary x-ray 

measurements on the same sample were done in HPCAT at 7 GPa from room temperature 

to 7 K in a diamond anvil cell (DAC). For neutron studies, pressure at each point was 
determined using the known equation of state (eos) of bcc lithium at room temperature [75, 

2, 74]. The pressure was increased at room temperature and temperature dependent data
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was taken on isobaric paths. Each pressure/temperature data point was collected in ^50 
minutes time exposure, after the sample reached thermal equilibrium. While martensitic 

transitions occur in short time scales, the long exposure time are necessary due to the weak 
coherent scattering cross section of lithium. At each pressure the sample was incrementally 

cooled to the base temperature (^83 K). Additional datasets were collected upon heating 

to assess the hysteretic nature of the phase transitions. Following each temperature sweep, 

the sample was annealed to room temperature prior to a subsequent pressure increase. All 

the reported phases and transition temperatures used in assembling the proposed phase 

diagram were extracted from data collected while cooling.

6.6.2 High Pressure X-Ray Diffraction Experiments

To better define the boundaries of the martensitic transition, we acquired a supplemental 

set of data points on lithium using high resolution x-ray angle dispersive diffraction in a 

DAC. Lithium is a very weak x-ray scatterer and thus high pressure diffraction studies on its 

structures require high brightness, only accessible at a large facility such as the APS. These 
experiments were done using a 33 keV x-ray beam at the HPCAT beamline. A sample 

of lithium was coated with mineral oil, to protect the diamonds, with no other pressure 
medium. This was loaded in a DAC fitted with a rhenium gasket together with a small 

chip of NaCl as pressure marker. The initial data was collected at room temperature to 

confirm the bcc-fcc transition as a function of pressure. A new sample of natural lithium was 

pressurized to ^3 GPa at room temperature, then transferred to a continuous flow liquid 

helium cryostat with 3” diameter Mylar windows and cooled to 7 K. Owing to thermal 
effects during cooling, the pressure on the sample increased to ^5.1 GPa and 7.4 GPa at 

175 K and 7 K respectively. The DAC was rotated by 20 degrees at a rate of 0.25 ^  and 

the data was integrated in 83 s exposure time. The pressure was determined using the eos 

of NaCl at each point [182, 40].

6.6.3 Structural Analysis
The known crystallographic information files of lithium from Inorganic Crystal Structure 

Database (ICSD) were used to identify the present phases of lithium [13, 135] at each 

pressure/temperature. Dioptas software v. 0.2.3 (2014) was used to analyze the x-ray data.



CHAPTER 7

FERMI SURFACE OF LITHIUM 
ISOTOPES

One of the open questions regarding the differences in the superconducting Tc’s of lithium 
isotopes is whether those differences arise from structural or electronic differences. In order 

to investigate the electronic properties, the Fermi surfaces of lithium isotopes were measured 

at ambient pressure.
Whilst the Fermi surfaces of the alkali metals are thought to be be nearly spherical, far 

from the boundaries of the first Brillouin Zone, and conventionally the amount of distortion 

increases as one moves down the column of the periodic, lithium is actually a notable 

exception to that trend [36]. The amount of distortion calculated for lithium is actually 

more than that of Na or K [36]. The calculated Fermi surface of lithium is also quite large 

when considering the low temperature phase, calculated not to touch the edges of the first 

Brillouin Zone at ambient pressure but to do so under pressure [72, 72](note, this reference 

from 1962 used hcp as the low temperature structure of lithium as that reported by [10]). 
This indicates a possibility that whilst lithium is indeed a simple metal (with only one 

conduction electron), its electronic structure at low temperatures may not be so simple in 

practice.

This chapter describes measurements of the Fermi surfaces of lithium isotopes, and the 
motivation and experimental setup are discussed; however, the results or discussion of the 

specific results are not included, as they have not been previously published. The work 

described in this chapter was carried out in collaboration with S.W. Tozer, W. Coniglio, 

D. Graf, and J.H. Park at the National High Magnetic Field Laboratory (NHMFL) in 

Tallahassee, FL, USA. Z. Jiang assisted with the crystal growth of lithium isotopes at 
the Deemyad Laboratory in the department of Physics and Astronomy at the University 

of Utah. A. Arif performed the single crystal diffraction in the department of Chemistry 
at the University of Utah. Data were collected by S. Deemyad, A.M.S. Richards with 

assistance in experimental setup by D. Graf and W. Coniglio; however, those unpublished
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data are not presented here. The experimental design was outlined by S. Deemyad in the 
proposal for use of the 18 T  superconducting magnet in the Millikelvin division of the 

NHMFL. FFT analysis was performed by S. Deemyad and A.M.S. Richards using Igor Pro 

software; effective mass and dingle temperature fits were performed by A.M.S. Richards 
using Origin Pro. L. Balicas and D. Graf provided guidance and discussion regarding the 

analysis, results, and interpretation. The flat bottom Mo crucible was machined by W.B. 

Talmadge, and the plunger by A.M.S. Richards.

7.1 Abstract
This work investigates the Fermi surfaces of lithium isotopes. Whilst lithium is often 

considered to be a simple metal, there is much about this element that is currently not 

well understood. This is especially the case for the low temperature properties of lithium, 

where the phase transition from bcc to hR3 phase causes experimental difficulties. In order 

to achieve decent measurements of quantum oscillations, through either the de Haas van 
Alphen effect or the Shubnikov de Haas effect (see sections 1.8 and 2.5), high quality single 
crystals and low temperatures are required. The martensitic phase transition from bcc to 

hR3 poses a difficulty since a single crystal of the bcc phase may not remain a single crystal 

at temperatures below the martensitic transition temperature (Ms & 80 K). For this reason, 
all previous measurements of the Fermi surface of lithium have been in the bcc phase. This 

would be the first measurements of the Fermi surface single crystal lithium indicated to be 

in the low temperature hR3 phase as well the first measurements of three different isotopic 
compositions of lithium. The measurement of the Fermi surface of single crystal lithium 
is necessary in order to determine whether the Fermi surface touches or even passes the 

boundary of the first Brillouin Zone.

7.2 Introduction
The size and topology of the Fermi surface of a metal determine its electronic properties. 

Lithium, amongst the other alkali metals, with one conduction electron, has been thought 

to have a nearly spherical Fermi surface far from the boundaries of the first Brillouin 

Zone. Previous measurements of the Fermi surface of lithium [144, 145, 44, 134]; however, 

investigated lithium in the bcc phase, intentionally suppressing the martensitic transition, 
either at high temperature, using positron annihilation, or at low temperature, by means 

of the de Haas van Alphen Effect. This study is the first to investigate the Fermi surface 
of single crystal lithium in the low temperature hR3 phase. In light of the results from 

Chapter 5 regarding the anomalous superconducting isotope effect in dense lithium, three
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different isotopes of lithium were studied in this work. The isotopes of lithium were studied 

by means of the de Haas van Alphen effect at temperatures ranging from ^350 mK to 2.5 

K and magnetic fields up to 18 T. The angular dependence of the quantum oscillations as 

well as Dingle temperatures and effective masses were also investigated. The results show 
a distortion from a spherical Fermi surface in the angular dependence, especially in the 

lightest isotope of lithium. The results also do not indicate that cubic symmetry is present, 
implying that the sample is in the hR3 phase. However, the size of the Fermi surface found 

is to be very close to that reported by Randles and Springford [144, 145]. Whilst this would 
be very far from the boundaries of the first Brillouin Zone if lithium was in the cubic bcc 

phase, in the hR3 phase, this size Fermi surface is nearly the same size or possibly greater 
than the shortest axis of the first Brillouin Zone of the hR3 phase.

7.3 Method
Detection of de Haas van Alphen oscillations in metals generally requires high quality 

single crystals and low temperatures [161]; however, this can prove problematic in the case 
of lithium. Lithium undergoes a temperature-driven phase transition at ambient pressure 

from bcc to hR3 [10, 166, 13]; this transformation may introduce stacking faults and defects 

which can interfere with the detection of de Haas van Alphen oscillations [144]. Previous de 

Haas van Alphen measurements of lithium were conducted on powder dispersions of lithium 
in order to suppress the martensitic transformation and therefore reports were limited to 

the maximal distortion from a sphere of a bcc-lithium Fermi surface [144, 145]. In this work, 

single crystals of the stable isotopes lithium were prepared and the angular dependence of 

the de Haas van Alphen oscillations in the hR3 phase were investigated with the effective 
masses of the electrons and the Dingle temperatures.

7.3.1 Single Crystal Growth
The single crystals of lithium were prepared by means of a modified method from 

[131] (Figure 7.1). Lithium is a very compressible metal and highly prone to texture that 

generally prefers the single crystal state over a fine powder. However, the low density, high 
surface tension, and chemical reactivity of lithium make the use of a typical crucible with 

a nucleation tip on the bottom problematic [131]. To address the chemical reactivity of 

lithium, all crystals were grown inside in a dry argon atmosphere and a crucible with a flat 

bottom was machined from molybdenum (Figure 7.2). Due to the low melting temperature 
of ambient pressure lithium, it is possible to heat the crucible past the melting point of 

lithium using a standard hot plate. The low density of lithium implies that most of the
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Figure 7.1. Design by Nash and Smith [131]. A stainless steel crucible is heated with a 
hot plate and it is lined with petroleum jelly to prevent reaction between the lithium ad 
the steel. The lithium melt forms an ingot in the crucible and the plunger is applied to 
the melt. The nucleation occurs at the top from the temperature difference of the cooling 
wings.

impurities therein will sink in a lithium melt; it is assumed that the best results will be 

obtained by providing a nucleation site from the top of the melt as in [131]. A plunger, 
similar in design to [131], was machined from molybdenum. The bottom forms a cone and a 

through hole of 200 /im was drilled with an electric discharge machine. The crucible is first 
lined with mineral oil to prevent the lithium from sticking to the sides, and the lithium is 

melted to form an ingot. Due to the high surface tension of lithium, the shape upon melting 
is well preserved and in order to form an ingot that conforms to the shape of the crucible, 

a small amount of pressure is applied to press the molten metal into shape. This was found 

to be most the efficient method over vibration of the crucible and stirring of the molten 
metal, and the vibration required to overcome the surface tension is quite intense and the 

probability of the lithium sticking to the stirrer is quite high. In general, the lithium is 

melted inside the crucible and the preheated plunger is placed on top. The melt is kept for 

1 hour to give impurities time to sink and then the plunger is deployed downward until a 
bead of molten lithium forms at the top of the plunger. In order to clear as many impurities 

as possible, the ingot of lithium would undergo many meltings and resolidifactions with the 

bottom of the ingot physically cut with a steel scalpel blade at each iteration. This was 
done on the assumption that the impurities settle in the bottom. Once the lithium ingot 

is properly prepared, it is melted and the preheated plunger deployed until a bead of the
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Figure 7.2. Modified crucible used to grow single crystals of lithium. Crucible and plunger 
are machined from Mo. The hole in the plunger was made using an EDM; the hole is & 
500 fim and tapers to & 200 im  hole at the top. The size of the crucible is & 0.75 cm.

desired size forms at the top of the plunger. A steel scalpel blade lined with mineral oil is 
used to cut the bead from the remainder of the melt and then it is cooled at a rate of & 2  

K per minute. The resultant bead of lithium forms a single crystal of a spherical shape.

The process of pushing the molten lithium through the plunger serves several purposes: 
one, it removes any residual impurities that may reside on the surface of the molten metal; 

two, it provides a means of placing a portion of the melt farther away from the heat source, 

providing a thermal gradient and a nucleation site; and three, it breaks the surface tension 
of the melt allowing the melt to crystallize in arbitrary orientation not affected by the 

remainder of the melt. However, this process leads to an unusual spherical shape. It should 
be noted here that the crystals produced in [131] were the shape of the crucible, as in a 

casting, and they were physically cut off to expose a face. In this modified method, the 

crystals are not constrained as outside physical structures as they solidify and so the only 
constraint on the shape is forced by the surface tension itself. The metal retaining its 

spherical shape as it crystallizes can be understood if one considers the Gibbsian dividing 

surface (A) to be narrow, and much smaller than the radius, R, of the molten bead (A <R)

[61]. In this case, the high surface of the lithium allows for a large molten bead to form and 
remain stable, which in turn makes the condition A <R possible, and the result is single 

crystal (confirmed using XRD, see Figure 7.3) that is, at least macroscopically, spherical.

While this method reliably produces clean, high quality single crystals, it does not allow 

for reliable indexing. The XRD data collected show sharply defined single crystal peaks;
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Figure 7.3. X-ray diffraction pattern from a Bruker system of single crystal lithium. The 
diffraction image shows clear single crystal spots.

however, overall appearance of the crystal itself does not allow for repeatable orientation 

along a face.

7.3.2 Data Collection
Single crystal of natural lithium (99.99 % lithium is 92.41 % by atomic weight 7Li and 

7.59 6 Li; 0.01 impurities Na, Mg, Al, and other elements; Sigma Aldrich), isotopically 
enriched 6Li (99.99 % lithium with the isotopic composition 95.6 6Li and 4.4 7Li with 

the same impurities as natural Li: Sigma Aldrich), and isotopically pure 7Li (99.9 % 7 Li) 
provided by Oakridge National Laboratory were prepared in this manner. All magnetic 

measurements were made at the NHMFL in Tallahassee Florida. The de Haas van Alphen 

quantum oscillations were measured by means of torque magnetometry using piezo-electric 

cantilevers (outlined in section 2.5.1, shown in Figure 7.4), in an Oxford, top loading liquid 

3He cryostat with a working base base temperature of ^350 mK and a superconducting 

magnet with a maximum field of 18 T. Several field sweeps were performed at varying 

angles in order to determine any angular dependence of the oscillations. Due to the high 

frequency of the oscillations reported in [144], ^41,250 T, field sweeps were performed at 

the relatively slow rate of 0.04 mTute and over a range of 16.75 to 18 T in order to resolve 
the data. The collected data of the field sweeps were analysed by applying a Fast Fourier 
Transform (FFT) to solve for the frequency of the oscillations. Each FFT was applied
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Figure 7.4. Lithium crystal on cantilever. The crystal is noticeably quite large (>400 /im) 
in order to compensate for the low mass of lithium.

over the same range of magnetic field (16.75 to 18 T). The temperature dependence of the 
oscillations were also recorded at several angles to fit for the effective masses of each of the 

isotope compositions of lithium. Also, the field dependence to fit for the Dingle temperature 

was collected at one angle as well.

7.4 Dingle Temperature
To confirm the quality of the single crystals used in this work, the Dingle temperature 

was measured for all isotopic compositions of lithium. The Dingle temperature is determined 
by fitting the function:

arm* Td
Rd =  e— ^  (7.1)

where a =  2n2keBme =  14.69K , r =  1, m* is the effective mass (see section 7.5), and Rd 
is the amplitude of the oscillations. This parameter accounts for electron scattering in the 

crystal by accounting for the reduction in the amplitude of oscillations as a function of 

inverse field. The Dingle temperature, Td ,

h
Td =  2 ^  (72)

includes the relaxation time, t , of electrons in the material. As the Dingle temperature 
is inversely proportional to the relaxation time, a low Dingle temperature indicates a long
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relaxation time, indicating fewer scattering sites in the crystal (i.e., higher purity or quality 

material) by the mean free path of the electrons l:

l =  vf t (7.3)

where the Fermi velocity vf =  f̂k-E..

In each case, the Dingle temperature was low; however, it is possible that the crystal 

quality of the different isotopes differed slightly. This raises the question of where the 
amount of mixed isotopes may affect the crystal growth process.

7.5 Effective Mass
The effective mass is determined from the relation:

arm*T -k
Rt = -------:------- (7.4)

sinh(arm*T B )

where again a =  14.69K , r =  1, Rt is the amplitude, and m* is the effective mass:

* d2E  - 1 

m =  h ( }  (7.5) 

The previously reported values for the effective of lithium (natural lithium) is 1.8 ±  0.4 

mme [144]. We measured the effective mass for the three different isotope compositions and, 

as with the Dingle temperature, found an indication that the isotopic purity may have 

greater influence than the isotopic composition. Though the values measured in this work 

differ enough from the literature value to be outside of the calculated error, one possible 

explanation for this discrepancy is that the present measurements are for single crystals, and 

there could exist orientations which lead to an average over all orientations of 1 . 8  m . Also, 
in [144], the dispersion was meant to suppress the martensitic transformation, to preserve 

the bcc phase. In the present work, there was no such attempt to suppress the martensitic 
transformation and from the angular dependence data, the symmetry is not assumed to be 

cubic.

7.6 Discussion
In previous works regarding the de Haas van Alphen oscillations of Alakli metals, either 

evidence of cubic symmetry is found in the Fermi surface or from the preparation of the 

samples, it is assumed [144, 145, 101, 48]. From the angular dependence measured in all 
three isotopic compositions of lithium, there is no direct evidence of cubic symmetry; even 

with arbitrary crystal orientation, rotation of >180 degree would reveal cubic, four-fold
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symmetry if present. This indicates that the lithium crystals in this work are in the hR3 

phase, and not the bcc. It is also notable that when considering the size and shape of 

the Brillouin Zone of the hR3 phase of lithium, the size of the Fermi surface measured in 

[144, 145] would be much closer to the boundaries of the first Brillouin Zone. While the

the martensitic transformation to hR3, the first Brillouin Zone is now much shorter along 

the c-axis, and the extremal area of the measured Fermi surface may now lay close to the 

boundary.

Deviations from a spherical Fermi surface measured in this type of experimental setup 

may have several different explanations. While it may be possible that Fermi surface is 
more distorted from a sphere in the hR3 versus bcc phase, there are some caveats which 

must be addressed. Unless structures of the single crystals are measured at a temperatures 

below &80 K, the idea of defects or twinning of the single crystal forming as a result of the 

Martensitic transformation cannot be ruled out. This is a difficult condition to meet, as 

facilities capable of measuring the structure of nonreacted lithium (i.e., kept in an airtight 
container) are rare, as are facilities capable of achieving high magnetic fields. This makes 

the reaction of small lithium crystals more likely to occur in transit. It is also possible that 

the timing of the experiments may be problematic. It may be possible that the crystals 

experienced more or less defects as a result of the martensitic transformation in the first 

cooling than the second, or that the process of multiple coolings and heatings worked the 

crystals into a higher or lower quality single hR3 crystal in later runs. However, it would be 

possible (though somewhat time consuming) to measure the Dingle temperature in every 

cooling. There is also the possibility that some isotopic purities or compositions are more 
prone to defects forming during the Martensitic transformation.

As far as the sizes of the Fermi surfaces are concerned, we would expect 6Li to have a 
slightly smaller Fermi surface than the heavier isotopes, due to the lattice constant in real 

space being slightly larger [35].

Considering the primitive vectors of the reciprocal lattice of the hR3 phase:

nearly free electron model for bcc lithium indicates a nearly spherical Fermi Surface that 

extends to & 1 the crosssection of the first Brillouin Zone, after the lithium has undergone

(7.6)
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with the a ratio being close to the ideal for close packing (9y  |) [185]. For the sides of the 

Brillouin Zone, the distance is ^2.36x1010 inverse meters. A Fermi surface near the size 

measured by [144, 145] would make the Fermi surface actually rather close to the boundaries 

of the Brillouin Zone, especially in the case of the lightest isotope 6 Li. However, that is 
assuming a circular cross section, it could be distorted and necking out to touch the Brillouin 

Zone edge. The determination of low frequencies associated with necking can be measured 

experimentally, though it would require much higher magnetic fields.
A fair comparison of the sizes is complicated somewhat by current lack of ability to 

properly orient the lithium crystals with respect to the applied magnetic field. Again, low 

temperature structural analysis would have to done to find the crystal orientation of the 
sample. Then the crystal would have to have to transform in the same manner upon at 

least one subsequent cooling (unless in situ structural measurements were possible in the 
high magnetic field).

7.7 Conclusion
The quantum oscillations of lithium isotopes can be measured by means of the de Haas 

van Alphen effect through torque magnetometry and meaningful information can be found 

by comparing the different isotopic purities and compositions of lithium. Differences in 
these results could indicate that either the isotopic purity or composition of the samples 

lead to different amounts of distortion, twinning or faults from the temperature-induced 
martensitic phase transformation, or actual differences in the Fermi surfaces.

These results may also indicate that the Fermi surface is much closer to the boundaries 

of the first Brillouin Zone than was previous thought. This has some implications for the 

assumption that the hR3 (Figure 7.5) phase suppresses superconductivity [14, 185, 7, 8 , 177]. 
As these experiments can show the first measurements of the electronic properties of lithium 

isotopes at low temperatures in the hR3 phase, further measurements are implied. High 

quality, low temperature measurements of the crystal structures of single crystals of lithium 
are required to confirm that a crystal which begins as a single crystal in the bcc remains 

as a single crystal after the Martensitic transformation. The measurements of the Dingle 

temperature indicate high quality crystals; however, a more direct determination of the 

quality and structure of the crystal is indicated. Also, further measurements regarding the 

effect of the amount of isotope purity are very interesting in regards to this study. In short, is 

it the mass of the isotope or the amount that is cause for the measured differences? Another 
way to approach that question would be to study the ambient pressure superconductivity of
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Figure 7.5. The two ambient pressure phases of lithium. A) The unit cell of the low 
temperature hR3 (or 9R) phase. B) The first Brillouin Zone of this phase.

different isotopic compositions of lithium. This is, however, not a trivial matter considering 

the very low Tc of ambient pressure natural lithium [177]. It would provide much insight 

into the possibility of differing degrees of contact between the Fermi surfaces of lithium 

isotopes and the boundaries of the first Brillouin Zone.



CHAPTER 8

SUPERCONDUCTIVITY OF BALI4 
UNDER PRESSURE

A possible means of enhancing the superconducting Tc of lithium was explored through 

chemical means. Lithium was combined with barium, one of the few elements with a lower 

electro-negativity, in an effort to increase the electron density. Lithium and barium, both 

with a low electro-negativity, are generally an electron donor when compounded with other 

materials. These two materials form an intermetallic compound when combined [164]; this 
compound, BaLi4, is lithium-rich, thus having a relatively low mass, and was hoped to have

improved electronic density of states which would in turn enhance the Tc according to the
- 1

McMillan expression 1.14, Tc =  1 . 1 4 ( )e N(Ep)Veff .
Experimental setup design was provided by S. Deemyad and A.M. Schaeffer (Richards). 

Sample synthesis was carried out by M.C. Delong, W.B. Talmadge, and Z.W. Ander­

son, with direction and equipment provided by S. Guruswamy. Coils for AC magnetic 

susceptibility were provided by W.B. Talmadge. Resistance, AC Magnetic susceptibility 
measurements, and analysis were completed by A.M. Schaeffer. Manuscript was written 
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8.1 Abstract
We studied the pressure-induced superconductivity of BaLi4  up to 53 GPa by means of 

electrical resistivity in a diamond anvil cell. Superconductivity in BaLi4 is first observed at 

a pressure of 5.4 GPa with a Tc of 4.5 K. Below 2 GPa, superconductivity is not observed
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for temperatures down to the minimum temperatures achievable in the current study which 

is 2 K. Between 5.4 GPa and 12 GPa, Tc increases steeply to its maximum value of 7 K. 

Above 1 2  GPa, the pressure dependence of Tc is complex and the sign of changes several 

times up to the maximum pressure studied of 53 GPa.

8.2 Introduction
Enhancement of properties of metals by alloying them with other metals is a technique 

that has been used from the earliest stages of human history. Prior to the discovery 

of superconductivity in M gB2, with Tc =  40 K [127], it was widely thought that the 
superconducting transition temperature by electron-phonon coupling mechanism is limited 

to 30 K [1 2 1 ]. Superconductivity in M gB2, which was confirmed to be a phonon-mediated 

superconducting system [79], restored interest in compounds of low atomic number (Z) 

elements. Lithium is the lightest metallic and superconducting element. Due to its light 

mass and metallic behavior, several compounds of lithium have been predicted and studied 

for superconducting properties (e.g., [39, 99, 53, 98]). At ambient pressure, lithium becomes 

a superconductor below 0.4 mK [177]. This value is orders of magnitude lower than the 

theoretically predicted Tc of &1 K by ab initio electronic structure calculations and the 
McMillan expression [147]. This low Tc is attributed to several factors such as the reduced 

electronic density of states at the Fermi surface in the hR3 phase of lithium [7], and/or 
the suppression of superconducting Tc due to spin fluctuations [37]. Under high pressure, 

lithium reaches one of the highest transition temperatures of elemental superconductors 

[42, 160, 172]; maxTc=14-20 K. Alternatively, by chemical modification, it may be possible to 
synthesize a lithium-rich compound in which a high superconducting transition temperature 

is achieved through electronic enhancement. Studying the superconducting phase diagram 
of lithium-rich compounds can provide insight to finding ways to enhance the supercon­
ductivity by chemical modification. None of the alkali earth metals that are miscible with 

lithium at ambient pressure (Ca, Sr, and Ba) are superconducting at one atmosphere; 

however, all become superconductors under high pressure [143, 194, 47, 150]. While calcium 

reaches the highest Tc (29 K at 216 GPa [150]) of any elemental superconductor, barium 
has a lower critical pressure of superconductivity than either calcium or strontium. Barium 

has complex pressure-dependent structures [84, 107, 90, 133] and becomes a superconductor 

above 3.7 GPa with Tc=  60 mK [143, 194, 47, 193]. The transition temperature of barium 
increases to about 5.3 K at 18 GPa and then smoothly decreases to &4.5 K at 43 GPa, 

which is the highest pressure at which its superconductivity has been studied.
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Presence of a minimum in a melting curve, indicative of lattice instabilities and presence 

of soft phonon modes, in many cases is correlated to an enhancement of superconduc­

tivity [56]. The melting curve of barium reaches the lowest melting temperature of all 

alkali earth metals in all studied pressure ranges (minTm ^400 K) [82] and its melting 

temperature decreases in the pressure range of 1.5 to 8  GPa, which coincides with the 

onset of pressure-induced superconductivity in the same pressure range. Lithium itself 

has a very unusual melting curve which also exhibits a drastic decrease in its melting 
temperature under pressure [155, 98, 15, 110], as well as a sequence of symmetry-breaking 

structural phase transitions under pressure [70, 75]. The minimum of the melting curve 
of lithium occurs at the phase boundary of fcc/hR1/cl16. This structural phase boundary 

at low temperature coincides with maximum temperature of lithium's superconductivity 
[42, 160, 172]. Lithium forms two binary compounds with barium, and both are rich in 

lithium: BaLi4 (Figure 8.1) and BaigLi4 4  [165, 164]. These compounds have large unit cells 
and complex structures at ambient pressure. In BaLi4, the compound crystallizes in the 

hexagonal space group, P6 3 /mmc (194) with 24 lithium and 6  barium atoms per unit cell 

(Figure 8.1). Lithium atoms form Li12 icosahedral cages centered on another lithium atom. 

The cages are connected with additional lithium atoms, each is surrounded by 6  barium 
atoms, all together forming a hexagonal pattern [164]. The band structure and electronic 

properties of such a structure are complex and superconductivity can have a nonintuitive 

pressure dependence. The questions are: a) if the superconducting properties of either of the 

parent elements are improved in BaLi4 , and b) where the Cooper pairs are in such complex 

materials. In this paper, we have experimentally investigated the superconductivity of 

BaLi4 from ambient pressure to 53 GPa in a diamond anvil cell apparatus and pursued the 

possibility of enhancement of lithium’s superconducting properties by chemical modification

Figure 8 .1 . Unit cell of BaLi4, P6 3/mmc (194)hexagonal, a =  9:1875 A, c =  9.1875 A, a 
=  1:0000, V =  671.62 A3, Z =  2 [164].
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with barium.

8.3 Experiment
BaLi4 has been previously synthesized and its structures have been refined by x-ray 

studies [164, 183]. We used the synthesis procedure from the latest studies [164], summarized 

here; Stoichiometric proportions of lithium (99.9 % purity, Alfa Aesar, Na main impurity) 

and barium (99 % purity, Sigma Aldrich, Sr main impurity) were measured, with better than 

1  % precision of the weight ratio of the components, inside a high purity argon glove box 

and were mixed together. The mixture was placed in a molybdenum crucible and sealed 
under a low pressure argon atmosphere inside a Pyrex ampoule using an oxy-acetylene 

torch. The sample then was melted at a temperature of 620 K for ten days followed by 
slow cooling to room temperature at a rate of 1 jK in a Thermolyne 30400 oven. The 

ampoule was transferred to the argon-filled glove box and the appearance of BaLi4 was 

consistent with description provided by published data [164]. The resultant compound is 
a polycrystalline sample which is brittle, and xenomorphic in appearance (macroscopic the 

appearance is determined from the grains rather that the crystal). This is in stark contrast 

to pure lithium and barium, both of which are soft, very pliable metals. The sample was 
ground in a tantalum crucible to fine size particles for several hours and was sealed in a 
&1 cm2 area by 2 /j,m Mylar film covered glass slide. X-ray powder diffraction studies 

at ambient pressure were performed in a Philips X-Pert X-Ray Diffractometer with a Cu 

anode. The diffraction pattern collected in 1.5 hours was consistent with the diffraction 

pattern of BaLi4  from refined crystal structure of BaLi4  by Smetana et al. [164].

All high pressure data were taken inside a diamond anvil cell (DAC). Superconductivity 

was determined by the sudden drop in resistivity, measured by means of an AC resistivity 

technique by either quasi-four probe or exact four probe, built on an insulating gasket 
(Figure 8 .2 ). A test of bulk superconductivity in the sample was also done at 1 2  GPa 

where the maximum Tc was observed in the resistivity experiment. It was assumed that 

BaLi4 may react with diamonds similar to pure lithium, and the DAC was prepared as 

outlined in previous high pressure studies on lithium [155]. In order to better compare the 

superconducting versus pressure curve of BaLi4 from that of barium (see section 8.4), the 

Tc of barium was measured in the same setup.

All data were taken in five isobaric runs, inside a temperature-controlled liquid 4He cryo- 
stat (Janis SVT-200). Pressure was determined from fluorescence of several ruby spheres 

distributed across the sample chamber, before and after each pressure data. Temperature
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Figure 8.2. AC resistivity measurement setup. Inset shows the arrangement of the leads 
in quasi-four probe measurement.

was measured using a diode thermometer, thermally anchored to the DAC close to the 

sample.

8.4 Results
Superconductivity was measured in BaLi4  from ambient pressure to 53 GPa. The 

resistance as a function of temperature was recorded for both cooling and heating. Due 

to better temperature control, the onset of Tc is determined from the heating curves in 

all cases (Figure 8.3). In high pressure experiments, especially nonhydrostatic experiments 

which are an inherent part of resistivity experiments, large pressure gradients in the sample 
chamber are unavoidable; thus, a broadening of the superconducting transition is present. In 

the pressure regions where the Tc is monotonically increasing, the onset of the transition is a 
good representation of the Tc of the sample at maximum pressure. In the pressure regions of 

monotonically decreasing Tc, the scenario is just the opposite. We have shown in all data the 
onset and the end of each transition. In all cases, the accuracy in temperature determination 

is ±0.1 K, determined from the sharpness of the onset of the transition. Superconductivity 
down to lowest temperature accessible in our setup (2 K) was not observed at ambient
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Figure 8.3. Resistivity as a function of temperature for selected data points. The size 
of the transition in different runs depends on sample size. In the graphs above, all data 
have been scaled to show the same size transition for comparison. Arrows indicate the 
onset of Tc. Resistivity curves a), b) are for BaLi4, the asterisk near the 2 GPa curve is a 
possible onset of a superconducting transition near 2.5 to 2 K. The resistivity curves in c) 
are for barium at 35 and 43 GPa. Red and blue bars indicate the upper or lower bounds 
of Tc as defined by [47]. The curve in d) is the data point taken at 1 2  GPa by the AC 
magnetic susceptibility method. The ratio of the residual resistivities at ambient pressure 
is R k  & 14 and samples were showing metallic behavior throughout all pressure runs.

pressure and 2 GPa.
Superconductivity first appears at 5.4 GPa, with a Tc of 4.5 K, then monotonically 

increases to a maximum at of 7 K at 12 GPa. The onset of the pressure-induced su­

perconductivity, determined by extrapolation, is shifted to lower pressures than barium 

and the maximum Tc in BaLi4  is higher by ~2 K (there is a weak indication of possible 

superconductivity in BaLi4 sample at 2 GPa shown by an asterisks in Figure 8.3 part a). 

After reaching the maximum, the Tc decreases at a shallower slope until 4.7 K at 37.5 GPa. 

At higher pressures, a second increase in Tc was observed, reaching a second maximum 

of 5.5 K at 45 GPa, after which the Tc begins to decrease once more up to 49 GPa. A 
third, very slight increase in Tc under pressure from 49 GPa to 53 GPa was observed;
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however, the diamond failed before the pressure could be confirmed after warming up the 

sample and this data point is not conclusive. The resistivity curve of barium at 35 GPa 

and the resistivity of BaLi4  at 8  and possibly 29 GPa showed double step like drops in 

resistivity at Tc (Figure 8.3). This double step transition is sharp and is different from 
pressure broadening effects and can be due to structural phase transitions occurring in the 

given pressure ranges. Different coexisting phases near the structural phase transitions can 

exhibit different superconducting critical temperatures which lead to a double transition.

The phase diagram of BaLi4 varies from that of elemental lithium [42, 160, 172]. BaLi4 

does not reach a maximum Tc close to that of lithium, 14 - 20 K; however, it begins to 

superconduct at a much lower pressure, 5.4 GPa versus 20 GPa; it also reaches a maximum 

Tc at a lower pressure, 12 GPa versus 30 GPa. The superconducting phase diagram of 
barium [47, 125] is more similar to that of BaLi4. The overall similarity of the shape of 

the Tc versus pressure graph of BaLi4 to elemental barium prompted a closer look at the 
Tc of barium at high pressure. The Tc of BaLi4 and barium differ most distinctly in the 

lower pressure range, where BaLi4  first becomes a superconductor (Figure 8.4). However, 
in the pressure range above 32 GPa, the two appear to become more similar; from 32 to 

38 GPa, the Tc are within error of each other. To elucidate the comparison between BaLi4 

and barium (Figure 8.5), two data points for barium were taken at pressures of 35 and 43 

GPa. We found no inconsistencies with previous studies [47]. We slightly extended the 
known superconducting phase diagram of barium, analyzing in the same manner as Dunn 

and Bundy [47].

While BaLi4 shows a distinct reemergence of superconductivity in a small pressure range 
above 40 GPa, any evidence of a reemerging phase in barium is not conclusive. Barium 

overall shows a rather flat decline in Tc [47] from 5.3 K at 18 GPa to 4.2 K at 38 GPa; at 

43 GPa, the Tc increases slightly to 4.4 K. However, due to the differences in the definition 
of Tc, this evidence is hardly compelling. When defining the upper limit according to Dunn 

and Bundy [47], the Tc decreases from 5.3 K at 18 GPa to 4.7 K at 35 GPa, then increases 

again from 4 to 9 K at 38 GPa to 4.6 K at 43 GPa. From 35 to 43 GPa, all these data are 

within error of each other. The presence of a second superconducting phase is not ruled 

out, the data are within error bounds, and there is not a strong enough indication to draw 

a conclusion.
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Figure 8.4. Superconducting phase diagram of BaLi4. The data represent the Tc onset, 
determined by the change in slope of the resistance as a function of temperature. The 
symbols show the first instant of of the change in slope and the lower error bar marks the 
end of the change in the slope. The pressures are determined from measuring 3 ruby pressure 
markers at each pressure. The x-axis error, which are not clearly visible, are determined 
by the standard diavation of the measured pressure markers. The data point at 53 GPa, 
marked by a star, remains unconfirmed due to the diamond failing before the pressure was 
confirmed after heating. The data point in run 6  ( 1 2  GPa, 6.9 K) is taken by the AC 
magnetic susceptibility method.

8.5 Discussion
The similarities in pressure dependence of superconductivity in BaLi4  and pure barium 

may suggest the possibility of presence of nonreacted barium forming a percolated super­

conducting path. This possibility is examined and excluded based on the following tests and 
analysis: The percolation threshold for formation of complete barium superconducting path 

is ^25 % [192, 149]. The resistivity of the sample at its superconducting transition drops to 

less than 1  of the value right before the transition in the worst case; this implies presence of 

over 2 0  % of barium in the sample which is only possible at the cost of a similar amount of 
nonreacted lithium with much higher superconducting Tc, which was not observed here. In 

addition, to exclude the possibility of the presence of a large amount of barium in a single 
grain, we have used five different pieces of samples in different runs and confirmed similar
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Figure 8.5. Superconducting phase diagram of BaLi4  (this study) in comparison to 
elemental lithium [42] and barium [47, 125]. The dashed lines mark the structural phase 
boundaries of barium [133]. Black squares show the superconductivity of barium that was 
measured in the current study for better comparison of the superconductivity of barium 
and BaLi4.

superconducting behavior for all of them (Figure 8.4). Finally, we have used the technique 

of AC magnetic susceptibility to confirm the bulk superconductivity in our sample at 1 2  

GPa, where maximum Tc of 7 K was observed in electrical resistivity measurements, and 

found consistent results. According to the phase diagram here, it is plausible to argue that 

a distorted barium sublattice is the major contributor to the superconductivity in BaLi4 up 

to 37 GPa. At ambient pressure, Ba-Ba distance in BaLi4  is slightly increased compared to 
pure barium lattice (4.35 A in barium to ^4.55 to 4.6 A in BaLi4 [84, 164]).

Since lithium has higher electron affinity than barium at ambient conditions, the en­
hancement of Tc in BaLi4 compared to pure barium is likely a lattice effect caused by the 

presence of lithium rather than an electronic effect. It is notable that at ambient pressure, 

the bonding energy of barium 3d5/2 peak in BaLi4 is shown to be very close to metallic 

barium, whereas Li’s 1s emission is decreased by 1 eV in BaLi4 compared to pure metallic 

lithium [103]. This is attributed to the electronic rearrangement of lithium in the BaLi4 

lattice, while the electronic properties of barium remain, similar to metallic barium at 

ambient pressure.
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Barium has a rich structural phase diagram from ambient pressure to 90 GPa [84, 107, 

90, 133]. Barium undergoes a pressure-induced phase transition from bcc to hcp around 5.5 

GPa [90], which is relatively near, yet somewhat above, the onset of its superconducting 
phase transition. Barium has an hcp structure from 5.9 to 11.4 GPa, phase II, then another 

hcp phase from 45 to 90 GPa, phase V [90, 133]. The Tc of barium increases monotonically 

throughout the phase I to the phase III region, until it reaches its maximum of 5.3 K at 
18 GPa. This pressure, as well the region in which barium and BaLi4  are the most similar, 

lies within the boundaries of barium’s phase IV, which consists of a series of complex 

host-guest structures (Ba—IVa, b, c, etc.) and persists over a wide pressure range from 12.6 

to 45 GPa [107, 133]. It has been noted in [107, 133] that the host structure appears to 

be stable over the wide pressure range while the guest changes. The loose analogy to the 
structure of ambient pressure BaLi4  would be the barium sublattice being the guest, and 

the lithium sublattice being the host. Compared to barium, the lithium sublattice has a 

complex structure in BaLi4 and its contribution to superconductivity may also lead to a 

complex pressure dependence at higher pressures.

The structures of BaLi4  under pressure have not yet been studied and the complex 

pressure dependence of superconductivity in this material may be associated either with 

a sequence of structural phase transitions of one or both sublattices, or drastic changes 

in electronic structures under compression. The absence of superconducting transition 
temperatures above 7 K, in the superconducting phase diagram of BaLi4 ; however, excludes 

the possibility of a pressure-induced phase separation of this compound to elemental barium 

and lithium in the pressure range of this study.

8.6 Conclusion
In summary, BaLi4  is shown experimentally to exhibit pressure induced superconduc­

tivity above 5.4 GPa. The complex pressure dependence of superconductivity in BaLi4 

suggests a sequence of changes in the structures, or the electronic properties of this material. 

Detailed structural analysis at high pressure shed light on the superconductivity in BaLi4 . 

Our experimental results show a close relation between the superconductivity of barium and 

BaLi4 , and could provide insight for finding new superconducting intermetallic materials 

with higher T'cs at ambient pressure. Extending the present experiments to higher pressures 
may result in the emergence of new enhanced superconducting phases in which lithium plays 
a dominant role.



CHAPTER 9

SUMMARY

This work has looked at several features of lithium, from the melting curve of dense 

lithium to the Fermi surfaces of lithium isotopes at ambient pressure. This is in an effort 

to confirm whether or not lithium demonstrates quantum solid properties.

9.1 Results and Discussions
In Chapter 3, it was found that whilst there was a maximum and subsequent minimum 

in the melting curve, the lowest temperatures of the minimum were not low enough to 

conclude quantum effects are the cause. The alkali metals, including Li, Na, K, and Rb, 

all exhibit maximums and minimums in there melting curves [65, 70, 100, 110, 155, 130]. 

However, in the case of the heavier alkali metals, this can be explained by the series of 

symmetry-breaking phase transitions [132, 75, 65, 130, 4]. All of these alkali metals are in 
the bcc phase at ambient pressure, then undergo a transformation to fcc with increasing 

pressure. It is in the fcc phase that the maximum in the melting curve lies. Whilst bcc and 

fcc are highly symmetric phases, and fcc is a fairly close packed phase, a further increase 
in pressure leads to slower symmetry and less efficiently packed phases. The melting curve 
of lithium from Chapter 3 [155] is consistent with the trend of lithium transforming from 

the closely packed fcc phase to the lower symmetry, less efficiently pack hR1 or cI16 phase. 

The region from &10 GPa to &40 GPa in which the melting temperature Tm is decreasing 

is consistent with the concept that the liquid phase is more dense than the solid phase. In 

other words, as the lithium loses symmetry with pressure, the liquid phase becomes more 

efficiently packed that the solid.

It is possible that lithium does indeed exhibit quantum melting (see section 1.5.1); 
however, the experiment described in Chapter 3 does not provide a conclusive answer 
regarding the dominance of quantum mechanical effects, such as zero-point energy over 

classical effects. In order to answer such question with more certainty, it was decided to 

look at the isotope effects in dense lithium. Specifically, we looked at low temperature
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properties of dense lithium isotopes, an effect that occurs at low temperatures, in which 

thermal energy (a  K bT ) would not be likely to play a dominate role. The McMillan 

expression for superconducting Tc (1.14) shows a distinct expected isotope effect for BCS 

type superconductors, Tc a  m-a  with a typically equal to 1.
However, in order to measure any differences between the isotopes with the necessary 

precision, it is necessary that the samples with the same thermal history be measured 

simultaneously under pressure. The expected isotopic shift in the Tc of lithium isotopes 
would be proportional to roughly y ^ 6  =  1.08, with the Tc of the lighter stable isotope 

of 6Li having a greater value than the heavier isotope 7Li (or even natural Li which is 

& 92 % 7 Li). This would mean, if lithium followed the expected isotope effect, then the 

normal pressure gradient inside the DAC would easily mask the slight shift found. This 
required development of a method to measure the Tc’s of two samples inside the same DAC 

simultaneously in order to resolve the slight differences.
This method is outlined in Chapter 4, in which an experiment measuring the Tc's of two 

samples of YBCO with different stoichiometries were measured using a method modified 

from [162, 153] to measure the electrical resistance of both samples simultaneously. The 

success of this method allowed for the execution of the comparative measurement of the 

superconductivity of dense lithium isotopes (Chapter 5).

The results of Chapter 5 show that dense lithium has quite anomalous isotope effects, at 
least in the range of 16 to 26 GPa as measured in the work [152]. Between pressure 16 to 21 

GPa, rather than seeing a small shift of 6Li to a higher Tc, 6Li shows a significantly higher 

Tc, 5.4. However, at pressures above 22 GPa, the isotope effect reverses, showing instead 

an inverse isotope effect. The fact that the trend of Tc changed within the pressure range 

studied implies that there is a significant difference between the isotopes under pressure. 

Whilst this study cannot conclude what the cause of the anomalous superconducting isotope 

effect can be, it does imply that lithium is indeed not following the classical model. There is 
the open question of whether the lithium isotopes both undergo the same phase transitions 

as a function of pressure, whether the phase diagrams of both isotopes are the same, shifted, 

or are there perhaps phases of one isotope which are not present in the other. Another 

possibility is that there are different electronic structures of the different isotopes. Whilst 

these are two obvious possibilities to account for the anomalous superconducting isotope 

effect, either one of these possibilities is not congruent with classical models.

A highly detailed investigation of the low, or at least relatively low temperature, phases 

of lithium appears to be necessary after the results of Chapter 5. Besides the startling
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isotope effect, another expected result was a lower pressure of the onset of measurable ( > 2  

K) superconductivity. Whilst the literature values of superconductivity of lithium under 

pressure [42, 160, 172] all agree that the onset of Tc >4 K is near 20 GPa, the work in 

Chapter 5 showed a slightly lower Tc (& 3 K) from 16 to 20 GPa, then a sharp increase in 
Tc with increasing pressure. It was at this point reasonable, in the absence of any structural 
data below 77 K, to extrapolate the boundary of the martensitic phase of lithium to 20 GPa 

as seen in the phase diagram proposed by [70]. It has been assumed the martensitic phase 

of lithium (hR3) may suppress superconductivity and account for the anomalously low 

ambient pressure Tc of lithium [14, 185, 177, 7, 8 ]. Given that this temperature of ambient 

pressure superconductivity in lithium is far below what a standard table-top experiment can 

achieve (requiring sub-millikelvin temperatures), experiments to map the superconducting 
Tc of lithium from ambient pressure to 16 or 20 GPa are not feasible at this time. This led 
to extrapolations that the sudden increase in Tc near 20 GPa may be related to a phase 

transition near that pressure; taking the results of Chapter 5 into account, perhaps a phase 
transition occurs closer to 16 GPa or lower.

Whilst the phase diagram of Guillaume et al. [70], mapped using XRD, beautifully 

maps several isotherms of lithium from ambient pressure to >120 GPa, there is a paucity 

of data near the extrapolated triple point, and no data set published therein was identified 

at hR3. In order to more accurately map the boundaries of the hR3 phase, the experiment 
described in Chapter 6  was performed mostly using a relatively large volume of sample in a 
Paris-Edinburgh press and neutron diffraction. As the scattering potential of a material for 

neutron diffraction experiments is not proportional to the number of electrons in the sample, 

even low Z materials are possible to study with great precision. Isotopically pure 7Li was 

used, since 6Li has a very large absorption; even though it does not have a particularly large 

cross section, the use of a null scattering gasket and rather long exposure times allowed us 

to obtain very detailed, high quality structural data of 7Li from &300 K to &80 K and 
ambient pressure to & 6  GPa. These data allowed us to not only see the phase transitions 

in 7Li (the martensitic phase transition from bcc to hR3, and the diffusive phase transition 

from bcc to fcc), but to also see the mixtures of two or even three phases. The detail of 
this work, in addition to some complementary XRD data at much lower temperature (&10 

K at 7 GPa), allowed us to conclude that the boundary of the hR3 phase exists at much 

lower pressures than previously thought. Our evidence also suggests that the fcc phase of 

lithium at the pressures and temperatures studied is very stable, and a transformation from 

the fcc to the hR3 is not supported. This conclusion implies that while a phase transition
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may be responsible for the sharp increase in Tc near 20 GPa, or possibly the onset of 

superconductivity >2 K at 16 GPa, this phase transition is not hR3 to fcc.

Since neutron diffraction is not possible with 6 Li, this experiment was simply unable to 

make any sort of conclusion regarding the isotope effect. It did, however, challenge previous 
extrapolations regarding structures of lithium at high pressures and low temperatures. Of 

course, the boundaries of the martensitic phase were not the only assumptions regarding 
lithium. Another place to search for isotope effects in lithium is the electronic properties. 

The two isotopes, having the same electronic configuration and electronic density of state, 

ought to have nearly identical Fermi surfaces (the slight differences in the sizes of the unit 

cells, 6Li being slightly larger, was expected to make a proportionally sized difference in 
the Fermi surface). The mass of the core nuclei is not expected to play a large role in the 

shaping of the Fermi surface.

As an alkali metal, with only one conduction electron (and very low electronic density of 

states), lithium is thought to have a nearly spherical Fermi surface far from the boundaries 

of the first Brillouin Zone. Li has been calculated to have a somewhat more distorted 

Fermi surface than the other, heavier alkali metals, Na and K; this was attributed to very 

small core of Li ions (1s2) and the conduction electron being generally closer to the core (this 
would effectively make the wave function more distorted from a free-electron wave function)

[36]. However, previous measurements of the Fermi surface of lithium were limited to the 
bcc phase [144, 145, 44, 134]; these studies were either conducted at higher temperatures, 

using positron annihilation, or using dispersions of lithium powder sealed in wax to suppress 

the low temperature phase. Whilst this does provide much useful information regarding the 

electronic structure of bcc lithium, in order to better understand the low temperature effects 

of lithium, a natural conclusion is to study the low temperature phase.

An experiment was conducted to investigate the low temperature quantum oscillations of 

lithium isotopes at ambient pressure in order conclude if any significant differences between 
the isotopes exists (even without the application of pressure). What we found was that were 

indeed some very interesting differences between the isotopes, including the Fermi surface 
of the 6Li being slightly large and more distorted than natural lithium, or the isotopically 

pure 7 Li. Since the lattice of 6Li is slightly larger than that of the other two isotopes, 

this results was somewhat surprising since we would have expected the Fermi surface to 
proportionally smaller. This result confirmed that the boundaries of the first Brillouin 

Zone of 6Li are mostly likely closer, if not touching, the Fermi surface. If the boundaries 

of the first Brillouin Zone do touch touch the Fermi surface of 6Li at ambient pressure,
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since the Fermi surface is large, it may touch the boundaries at lower pressures that other 

isotopes (possibly related to a lower onset of superconductivity >2 K). A greater amount of 

distortion in the measured Fermi surface of a lithium isotope could always be due not only 

to a truly more distorted surface, but also could be an effect of the single crystal possibly 
twinning or otherwise turning polycrystalline as an effect of the martensitic transform. The 

natural lithium sample also showed some distortion, which could also be due to effects of 
the martensitic transformation. However, the isotopically pure sample exhibited very little 

distortion from a sphere. Measurements of the Dingle temperatures of all three samples 

confirmed high quality crystals, even though low temperature XRD confirmation was not 

possible. The measurements of the Dingle temperature also confirmed that the isotopically 

pure 7Li crystal was the highest quality. This could imply that it may not be only the 
isotopic composition itself that affects the behavior of the sample, but also the isotopic 

purity (since the 6Li sample still contains 5 % 7 Li, and the natural lithium is only 92 % 

7 Li). This is further supported by the measurements of the effective mass of the isotopes, 
with the 6Li and natural lithium sample having effective masses of the electron nearly equal 

to each other and the effective mass of the electron for the 7Li sample being different enough 

to lay outside the calculated error.
Whilst the maximal distortion measured in this experiment is not objectively large, it 

is more surprising that the overall size of Fermi surface is very close to what was measured 
for bcc lithium (despite the lack of four-fold rotational symmetry indicating that no sample 

remained in a cubic phase). The size of the Fermi surface would not be close to the 

boundaries in the bcc phase; however, the hR3 phase has a significantly different BZ, 

including a much shorter c* axis. This makes it very possible that the Fermi surface may 

actually touch the first BZ boundary, especially at the short axis. This would imply that 

perhaps the hR3 does not suppress Tc as much as previous thought, and the Tc could increase 

steadily with pressure until it is measurable at >2 K at 16 GPa. Also, the larger Fermi 
surface of the lighter isotope 6Li implies that it may have a Tc even at ambient pressure, 

and perhaps a steeper onset of pressure-induced increasing Tc.

Chapters 3 through 7 are primarily concerned with addressing the question of whether or 

not lithium is consist with a quantum solid model. The melting curve offered no conclusive 

evidence; however, through the superconducting isotope effect, some anomalous effects 

that would be incompatible with a classical model were found. Chapter 6  found that the 

boundaries of the martensitic phase must be shifted to a lower pressure and temperature. 

Also, the fcc phase appears at low temperatures in 7Li appears at much lower pressures than
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previous thought, meaning the emergence of the fcc phase is not related to the emergence 

of superconductivity >4 K near 20 K. Chapter 7 has found some interesting differences in 
the Fermi surfaces of different isotopic compositions of lithium. The results therein indicate 

that Fermi surface of the lightest isotope of lithium is the largest and possibly crosses the 
boundaries of the first Brillouin Zone. Also, this isotope has more in common with natural 

lithium than it has with the isotopically purified heaviest isotope of lithium, indicating that 

perhaps the amount of isotopic purity plays a role in the isotope effect along with isotopic 

composition.

Chapter 8 ; however, has a slightly different goal. In this chapter, the focus was not so 
much to show the dominance of quantum mechanical behaviour over classical behaviour, 

but instead was an attempt to increase the Tc of lithium through chemical means. Whilst
low mass materials should have a high Tc according to the McMillan equation, 1.14 (Tc =

- 1

1. 1 4 ( ) e N(Ef)Vef f ), a more dominant term in this expression is the electronic density of 

states at the Fermi level(W(Ep )). Lithium was combined with barium, a material with an 
even lower electro-negativity than lithium in an effort to combine lithium with a material 

that would donate electrons to the lithium. The resultant material, BaLi4 , is still lithium- 

rich, to remain relatively light and was hoped to have a high electronic density of states.

It was found in this work [154] that the superconducting phase more closely resembled 
an enhanced version of barium rather than lithium. By comparing the structure of BaLi4  at 

ambient pressure to the structures of barium under pressure, many similarities are apparent. 

This could perhaps account for BaLi4 having a lower onset of Tc >2 K than pure barium and 
a slightly higher maximum temperature. In this case, it appeared as though compounding 

barium with the lighter lithium atoms allowed for a lighter overall mass of the compound 

and perhaps less stiffening in the lattice, enhancing phonon-coupling and in turn the Tc.

9.2 Conclusion
This dissertation represents experimental work, the primary purpose of which is to 

present evidence in the form of results from controlled laboratory conditions. The goal 

is to present the results in the proper experimental context. In an experimental work, 

demonstrating the process of investigation requires detailing the experimental procedures 

used. These procedures not only must be explained in order to interpret the results, but also 
in order to allow other experimentalists to recreate the experimental conditions and possibly 

confirm (or refute) the results. The highest quality scientific results are only capable of 
demonstrating the behaviour of a particular sample under a particular set of experimental
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procedures. These results are only interpretable with a thorough understanding of the 

experimental techniques and the methods used to produce them.

A detailed description of experimental techniques and methods are arguably the most 
important and relevant pieces of any experimental work. Any results achieved in a work 

are directly contingent upon the experimental plan, techniques, and methods. Perhaps the 

greatest strength of the scientific method is that it is a method, not an ideology. Many 

results reported in the literature are later shown to be false [81]. And yet, the scientific 

method is arguably the most successful human invention despite most results being ’wrong’. 

It is incongruous to force scientific results into a false dichotomy as either ’right’ or ’wrong’.

An historical example is that of (Lord Kelvin) William Thomson’s calculation of the 
age of sun and earth [89]. Thomson undertook the task in order to demonstrate that earth 

could not be as old as claimed by geologists and biologists since they did not understand 

thermodynamics [176]. One hundred fifty years later and after the discovery of heat from 
radioactive decay, we know the age of the earth to be billions of years older than Thomson 

predicted (much closer to the estimates based on geologic evidence alone). The importance 

of the example is not that Thomson was ’wrong’ regarding the age of the earth, but rather 

than he chose not to consider evidence presented by entire fields of study. This is an example 
of the scientific process failing. Even if Thomson had calculated the age of the earth to be 

billions of years, this work still would have contributed anything more than a cautionary 

tale to the scientific literature. The process of scientific investigation is the most relevant 

feature of any scientific work, not the result.

My goal is to present my experimental works with the process clearly defined so that 

these experiments can hopefully be recreated and improved upon. Overall, whilst this work 

has no definite conclusion as to quantum solid properties of lithium, it is hoped that this 

study will stimulate further investigation in this field.



APPENDIX

COLLECTED NEUTRON SPECTRA

This appendix shows all of the collected neutron data that was discussed in Chapter 6 . 
The figures are presented in the same order in which the data were collected.

A.1 Neutron Spectra

Figure A.1. The ambient pressure measurement of 7Li with neutron diffraction. Clearly 
in the bcc phase.
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Figure A.2. 7Li at ~0.5 GPa. The same was not cooled sufficiently to see the transition 
to the hR3 phase.
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Figure A.3. 7Li at ~1.7 GPa. Clearly in bcc phase at high temperature and the emergence 
of a new phase in the measurement at ~94 K  can be seen. This low temperature is consistent 
with peaks from the hR3 phase (though that phase does have several peaks in common with 
the fcc phase).
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Figure A.4. 7Li at ~2 GPa. The evidence of the hR3 phase over the the fcc phase is much 
more clear at this pressure.
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Figure A.5. 7Li at ~2.75 GPa. At this pressure, the hR3 phase is present at the lowest 
temperatures; however, upon heating, we see the loss the hR3 peaks and the strengthening 
of the fcc peaks up to ~  163 K , then a return to the bcc phase above 200 K .
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Figure A . 6 . 7Li at ~3.3 GPa. At this pressure, the hR3 phase has very little evidence. 
Though it is still possible, the only peaks that would be exclusively hR3 are very broad and 
weak, whilst the other peaks, which are shared with the fcc phase, are strong and distinct. 
Again, we see the strengthening of the fcc upon warming to the sample to ~  153 K  but 
then a return to the bcc phase above 2 0 0  K .
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Figure A.7. 7Li at ~3.8 GPa. There does not appear to be any evidence for the hR3 phase 
at the low temperature in this pressure. At the base temperature, not only do we only see 
the hR3 peaks that overlap with fcc peaks, but we also see a distinct lessening of the bcc 
110 peak (which would be shared with the hR3 phase). This appears to indicate that the 
sample is transforming into fcc phase. However, the fcc 200 peak appears somewhat broad, 
unlike the other peaks of the phase.
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Figure A . 8 . 7Li at ~4.3 GPa. This pressure very closely resembles 3.8 GPa, including 
the broad fcc 200 peak. The main difference is that the fcc phase clearly comes at a higher 
temperature.
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Figure A.9. 7Li at ~5 GPa. This pressure show some mixed fcc and bcc phase even 
at room temperature. Upon cooling, the fcc 200 peak becomes quite strong and distinct, 
becoming more prominent than the fcc 1 1 1  peak, showing that there is some texturing of 
the sample.
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Figure A.10. 7Li at ~5.6 GPa. This pressure shows the fcc phase becoming more dominant 
at room temperature. The fcc 200 peak appears alongside the bcc peaks; only at low 
temperature (~85K) does the fcc 1 1 1  peak begin to appear.



136

Figure A.11. 7Li at ~  6  GPa. The fcc phase is dominant at room temperature; however, 
there are still peaks from the bcc phase, and the fcc 1 1 1  peak is conspicuously absent until 
the sample is cooled to ~  210 K . It appears that this peak grows only at the expense of 
the bcc 1 1 0  peak.
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Figure A.12. 7Li at 1,5 GPa. The pressure of the sample was released to look for evidence 
of whether the hR3 phase at lower pressure could be obtained again. We do indeed see some 
evidence for the hR3 below 100 K , though the exclusive hR3 are very weak.
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