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ABSTRACT 

 

Geology plays an important role in the subsurface reservoir flow processes.  It is 

necessary to understand the interaction of geology and multiphase physics in various 

settings.  This work investigates the interaction of multiple types of fluids in different 

depositional settings.   

The first study is an investigation of risk analysis of carbon dioxide sequestration in a 

relatively homogenous sandstone.  To properly screen sequestration sites it is necessary to 

understand how different geologic parameters influence potential risk factors.  This is 

achieved by using a methodology that combines experimental designs with Monte Carlo 

sampling to develop probability density functions of these critical risk factors.  These 

probability density functions can be used as a first-order screening method during geologic 

sequestration site selection.   

The second study involves a full field study to understand the potential for long-term 

subsurface storage of carbon dioxide given a highly detailed geologic model with limited 

field production history.  An application of best practices for a single well pattern is applied 

to the northern platform of the SACROC reservoir to determine the ideal conditions for 

economic return and carbon dioxide sequestration.  It is found that either sequestration or 

oil recovery must be the primary goal with the other becoming secondary. 

The final investigation involves a unique reservoir type where all fluid flows in faults 

and fractures rather than the matrix.  This investigation attempts to understand the flow 

dynamics under various geologic and fluid parameter ranges to develop a method for 



iv 
 

history matching these reservoirs.  This is done using a simple model for a parametric study 

which will assist in understanding the production controls in basement reservoirs.  This 

investigates whether low-rate recoveries will achieve higher overall recoveries due to the 

flow dynamics in faults and fractures.  In no scenario was it possible to recover a higher 

volume of oil at lower recovery rates unless the geologic parameters are flow rate 

dependent, which is difficult to justify at this time.  In each of these studies the impact of 

the geological parameters is used to determine either the risk factors or to develop optimal 

methods for economic recovery of reservoir fluids. 
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CHAPTER 1 

 

INTRODUCTION 

 

Conceptual models are an integral part of the decision making process for reservoir 

engineers.  The conceptual model describes the essential properties of the system but 

simplifies or makes assumptions about minor features and processes to reduce the 

computational cost of the simulation.  Understanding the geologic data can improve the 

conceptual model of the reservoir and assist in improving decision making.  The 

relationship between rock and fluid is the basis for developing models, interpretations and 

forecasting in reservoir engineering.  Rock properties are mostly theoretical and 

correlations have been developed to predict specific physical properties using simplified 

physical concepts.  These models are useful for predicting rock properties using arbitrary 

parameters.  These imperfect solutions are generally accepted with some level of 

uncertainty, usually quantified with statistical trends or upper and lower bounds.  It is 

important to understand how these essential geologic properties and complex multiphase 

flow processes interact. 

There are challenges associated with integrating geology and engineering in reservoir 

modeling.  Integrating the geologic information that is acquired at different scales is critical 

for geologic modeling.  It is also necessary to understand and incorporate the uncertainties 

of these geologic parameters, where data is limited, in these models.  As natural fractures 

become essential to oil recovery in nanoporous rocks, proper representation and modeling 
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are needed to understand the role they play in ultimate recoveries.  All of the outcomes of 

the reservoir models will depend on the geologic characterization and complex physical 

models.  The uncertainty in the outcomes can be compounding therefore every attempt 

must be made to understand these complex interactions at multiple scales.  Throughout this 

work, attempts are made to understand the propagation and effect of uncertain geologic 

parameters and the physical models that are used.  This work also seeks to integrate fracture 

modeling into reservoir models while considering the uncertainty in characterization, 

unique flow properties in fractures and interactions between faults and fractures. 

Petrophysics is the study of the physical and chemical properties of rocks and their 

contained fluids and is important when determining geologic parameters.  It relates the pore 

system to its fluid saturation distribution and flow characteristics.  This is key in 

determining the interdependent reservoir and fluid characteristics including formation 

thickness, lithology, porosity, fluid saturations and pressures, fluid identification and 

characterization, permeability, and relative permeabilities.  These properties all have large 

uncertainties that are difficult to define but are critical in dynamic flow reservoir 

engineering calculations.  

In reservoir engineering, wettability is defined in terms of the interaction between two 

immiscible fluids and reservoir rock.  Reservoir rocks are typically described as being 

water-wet, oil-wet, or intermediate-wet.  A water-wet rock surface has a strong preference 

to be coated by the water phase.  Oil-wet rocks prefer to be coated by the oil phase.  

Intermediate-wet describes reservoir rocks that have both water-wet and oil-wet surfaces.  

Defining the type of wettability for reservoir rocks is estimated with laboratory 

measurements that have some uncertainty associated with them. 

There is high variability in petrophysical properties in different depositional 
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environments.  There is also high spatial variability within a particular formation in a given 

geologic deposit.  Clastics can be deposited by wind and water with a range of energies.  

These reservoirs are geologically young and the sediment has generally undergone limited 

compaction and cementation.  Carbonates form in many environments by precipitation 

from water; either straight from the water, or induced by organisms, to make their shells or 

skeletons.  The geologic properties will vary depending on the particular environment 

where the carbonates form.  Igneous rocks are formed from the cooling of molten rock 

(magma). They are crystalline, which means they are made up of crystals joined together. 

Intrusive rocks are igneous rocks which form at depth. They take tens of thousand of years 

to cool.  Due to the crystalline nature of these types of rocks, there is generally little or no 

flow in the matrix relative to faults and fractures that occur in these formations.  

Primary oil production uses the reservoir’s natural energy in the form of fluid and rock 

expansion, solution-gas drive, gravity drainage and aquifer influx.  Secondary recovery, 

usually in the form of waterflooding, is used to increase oil production rates as the natural 

energy declines.  Injection of water is a method to increase reservoir pressure to discovery 

levels and maintain those levels using voidage replacement.  Water displaces oil from pore 

spaces due to buoyant forces, however, the efficiency is dependent on factors such as oil 

viscosity and rock characteristics.  Tertiary recovery follows waterflooding and utilizes 

enhanced oil recovery (EOR) techniques such as thermal methods, gas injection (i.e., 

carbon dioxide), and chemical flooding.  Recent reservoir development techniques may 

actually apply EOR methods at any stage of reservoir development to improve production. 

Subsurface fluids occur in a variety of conditions and phases with a large variability in 

properties.  Carbon dioxide becomes a supercritical fluid below depths of 800 meters where 

the density and viscosity properties are similar to liquids.  The density is generally lower 
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than water and oil at formation temperatures and pressures which allows the CO2 plume to 

migrate vertically.  When CO2 comes in contact with brine in reservoirs it begins to 

dissolve, up to the solubility limit. CO2 is commonly used for miscible displacement in oil 

reservoirs to improve recovery and maintain pressure.  Carbon dioxide is the most suitable 

fluid for EOR because it reduces the oil viscosity and reduces the interfacial tension 

between water and oil. 

There is risk that CO2 may leak out of a storage reservoir through natural (faults) and 

man-made pathways (abandoned wells).  A conceptual model is developed to address these 

risks and attempts to quantify them. For geologic sequestration in saline aquifers there is 

considerable uncertainty in the geologic parameters in the subsurface.  Site screening is the 

first step in deep saline aquifer characterization and is dependent on data availability.  Due 

to limited data, a range of expected properties must be used in numerical flow modeling.  

Potential sequestration sites can have a range of formation depths, thickness, permeability 

and porosity.  There is also uncertainty in the formation fluids, such as brine salinity and 

the hysteresis of the brine displacement after injection ends.     

A conceptual model is developed to determine the optimal methods for enhanced oil 

recovery and carbon dioxide storage in mature oil fields.  The Scurry Area Canyon Reef 

Operator’s Committee (SACROC) reservoir is a carbonate reef depositional environment 

with a long production history.  The geologic model is well defined by the Texas Bureau 

of Economic Geology. Optimal application of enhanced recovery methods depends on 

reservoir temperature, pressure, depth, residual oil and water saturations, oil properties 

(i.e., viscosity and minimum miscibility pressure), permeability and porosity.  This 

conceptual model required determination of the residual oil, water and carbon dioxide 

saturations as well as pressures prior to the forecast modeling. 
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The rock characteristics are especially unique in basement reservoirs where the faults 

and fractures define the flow characteristics.  In general there is very high water production 

relative to oil production during waterflooding in fractured basement reservoirs.  It is 

critical to understand how the properties of the faults and fractures interact to maximize oil 

recovery and minimize water production.  This conceptual model seeks to understand how 

production rate affects oil recovery in a heterogeneous fault network.  It also identifies the 

controlling parameters that affect oil recovery and water production in fractured basement 

reservoirs. 
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CHAPTER 2 

 

A METHODOLOGY FOR QUANTIFYING RISK AND LIKELIHOOD 

 OF FAILURE FOR CARBON DIOXIDE INJECTION 

 INTO DEEP SALINE RESERVOIRS 

 
Justin Wriedta, Milind Deoa, Weon Shik Hanb and Jim Lepinskic 

 
 
 

2.1. Abstract 

Tectonically stable deep saline reservoirs are considered to be the most abundant 

carbon dioxide (CO2) sequestration sites.  Pressure, temperature, salinity and other 

characteristics of these geologic formations vary at each injection site.  It is essential to 

understand the roles of geologic and engineering factors to optimize the CO2 injection 

conditions and to quantify the associated risks.  Factors such as the magnitude of injection-

induced reservoir pressure, quantity of supercritical phase CO2 that comes in contact with 

caprock, and the amount of residually trapped CO2 govern the fate of CO2, and provide 

quantitative assessment of the storage integrity.  
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A streamlined protocol was developed using response surface methodology to quantify 

the risks related to CO2 injection.  The proposed methodology includes the design of 

simulation scenarios, selection and screening of parameters, multiple-linear regression of 

outcomes, and the development of probability density functions (PDF) of various potential 

risk factors.   Multiphase numerical simulations were performed to understand the behavior 

of the injected CO2 and associated parameters in deep saline reservoirs with prescribed 

geometries and petrophysical properties. Formation thickness, formation depth, porosity, 

horizontal permeability, brine density, and the end-point residual CO2 saturation were the 

six critical parameters identified that affected important outcomes. A six-factor Box-

Behnken experimental design procedure was used to establish an understanding of the 

sensitivity of the parameters on the important factors, and for subsequently establishing 

response surfaces.  Closed boundary domains with different operational constraints were 

employed.   A stepwise, sequential regression method was used to determine statistically 

significant coefficients of a response surface model. Monte Carlo simulations with logical 

distributions of input parameters were performed using the response surface coefficients. 

Uncorrelated and correlated porosity-permeability distributions were used to generate two 

types of probability density functions (PDF).  PDFs of CO2 plume extent under the caprock 

and average reservoir overpressure after injection were generated given all of the 

variability in the input parameters.  These results will allow initial screening of a large 

number of potential injection sites without detailed simulations of each. 

 

2.2. Introduction 

Carbon dioxide (CO2) emissions are believed to be a cause of recent increase in mean 

global temperature.  Capturing CO2 from industrial sources and storing it in deep 
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permeable geologic formations has been proposed as an option to reduce atmospheric CO2 

concentrations 1.  Potential geologic formations include unmineable coal seams, depleted 

oil and gas reservoirs, and deep saline reservoirs.  The deep and regional-scale saline 

aquifers contain over 90 percent of the subsurface volume available for storage. Their 

relative abundance in sedimentary basins make them attractive candidates for geologic CO2 

sequestration 2-3.   

Currently, pilot- to commercial-scale geologic CO2 sequestration demonstrations are 

being conducted in various geographical regions 4-5. In the North Sea, CO2 associated with 

produced gas from underlying reservoirs is being separated and injected into the Utsira 

formation 6-7. Other applications include on-shore Nagaoka pilot test in Japan 8-9 and a 

commercial-scale Cranfield test in Texas where CO2 is injected into a formation below 

3,000 meters 10. Storage of anthropogenic CO2 in geologic formations has also been tested 

at several other locations 9, 11. 

The pressure build-up resulting from CO2 injection may induce preferential flow 

pathways within caprock or possibly activate faults adjacent to CO2 injection sites, 

inducing an upward migration of brine from the injection formation to shallow potable 

water-storing formations 12. Thus, CO2 facilities should be designed to minimize pressure 

build-up to reduce the geomechanical impact on caprock integrity. 

Experimental design methods are efficient in evaluating the effects of modeling input 

parameters and ranking the most important parameters within the system dynamics, and 

hence are effective tools for investigating risks of sequestration operations. The parameters 

such as permeability and porosity are typically based on the ranges encountered at potential 

sequestration sites. 
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Experimental design methods were originally developed for quality assurance 

purposes, but have since been used for many applications 13. Experimental design refers to 

the process of planning an experiment so that appropriate data will be collected and 

analyzed by statistical methods, and valid and objective conclusions 14 are reached. A 

variety of experimental design methods exist where multiple parameters can be efficiently 

studied while including their interactions 15-16. Experimental design methods have been 

utilized in many reservoir engineering applications, including reservoir performance 

prediction 17, uncertainty modeling 18-20, sensitivity studies 21-24, upscaling 25-26, history 

matching 27, and development optimization 28.   

Selection of the design matrix is dependent on the study objective.  The most commonly 

used experimental designs are two- and three-level designs where each achieves a different 

goal.  A two-level design varies the inputs between the two extremes of the range of values.  

These designs are primarily used for screening input variables for sensitivity studies.  The 

most common of these two-level designs are Plackett-Burman and 2k factorial.  For three-

level designs, the inputs are varied between the two extremes of the range of values, and 

the midpoints of those extremes.  These designs are better suited for predicting the output 

responses due the quadratic nature of the design.  Response surface models should 

accurately predict the responses at conditions not used in their generation with acceptably 

small errors.  The most commonly used three-level designs are 3k factorial, Central 

Composite design, and Box-Behnken design.  

An investigation of stratigraphic models with varying complexity levels and their 

effects on CO2 sequestration outcomes, such as brine leakage, and trapped, dissolved and 

mobile gas, has been performed 29.  This study uses a two-level Plackett-Burman, which is 

most useful as a screening tool but typically not appropriate for response surface 
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development. An important result of their work was that simple formation models predicted 

similar fluid pressures relative to fully heterogeneous models.  The methodology in this 

paper uses a three-level Box-Behnken that is better suited for developing response surfaces. 

This work focuses on developing response surfaces for overpressure and CO2 plume area 

after injection since these are significant risk factors for surface leakage.   

Response surface methodology uses a set of designed experiments to obtain an optimal 

result 30-31. Response surfaces are an empirical fit of either simulated or experimental 

outcomes. The responses, or outcomes, are measured or computed for each factor 

combination specified by the experimental design.  The polynomial proxy model is 

generated using stepwise linear regression methods.  Every term in the polynomial is a 

function of one or more factors.  The coefficients are indicative of the factor effects and 

interactions.   

In this paper, an algebraic response surface equation is used to fit the outcomes (or 

responses) predicted from detailed reservoir simulations. These response surface outcome 

models are used in conjunction with a Monte Carlo random sample generator to develop 

probability density functions for various risk factors.  This process significantly reduces 

the overall number of simulations required relative to direct Monte Carlo simulations. First, 

the type of experimental design is chosen among Central Composite, Full Factorial or Box-

Behnken design.  The numerical experiments are then performed for each prescribed 

combination of parameters as determined by the chosen experimental design.  A regression 

is used to determine the best-fit coefficients of the individual variables and their 

interactions, which are used to create the response surface.  The response surfaces 

generated are rigorously validated and PDFs of important outcomes like overpressure are 

generated.  
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2.3. Materials and Methods 

2.3.1. Experimental Design 

Experimental design requires a range of values for each factor.  The ranges should 

include all feasible values scaled to a range between -1 and 1.  Factor responses in complex 

physical problems, such as multiphase fluid flow, are usually nonlinear.  Quadratic linear 

models should be used whenever possible to obtain the best fit of response surface 

equations.  In general, second order polynomial response surfaces [Equation 2.1] are 

sufficient to develop acceptable surrogate equation models in reservoir studies 32.  This can 

be achieved by using three-level factorial designs which assign each factor its minimum, 

center point, or maximum value [-1,0,1] in all possible combinations with other factors 33 

[Figure 2.1a].  

 

� � �� ����	�
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where ��=�dependent variable or response; ���=�the intercept (global mean); ���=�main linear 

effects; ����=�the quadratic (nonlinear) effects due to the ith variable; ����=�the two-way linear 

interaction effects due to the ith and jth variables; X = value of input parameters; �� =�

regression error. 

Box-Behnken experimental designs are spherical, rotatable, or nearly rotatable second-

order designs.  The method is based on a three-level incomplete factorial design, which 

consists of the midpoints (black dots) of the edges from a cube and the center point (red 

dots) [Figure 2.1b].  It can be considered as three interlocking 22 factorial designs along 
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Figure 2.1: Examples of three input parameter designs. (a) Three-level factorial and (b) 
Box-Behnken design where each dot represents a simulation. 

 

with a center point.  Box- Behnken experimental designs do not combine all factors at the 

maximum and minimum levels.  This design uses center point replicates, where all factors 

at midpoint values are repeated three times.  These replicates make the design nearly 

orthogonal, thus improving the precision of the estimates of response surface coefficients. 

The number of simulations required in full-factorial, three-level designs increases 

exponentially (3k), where k is the number of factors.  For six input parameters, a total of 

729 simulations would be required to evaluate outcomes and develop response surfaces.  

In order to reduce the number of simulations required for large factor designs, modified 

three-level factorials, such as Box-Behnken experimental designs, may be used.  For six 

input parameters there are 54 simulations required for the Box-Behnken design, however, 

six of those are base case (all parameters at midpoint values) replicates, reducing the total 

simulations to 49 [Table 2.1].  The tables use scaled rather than the true parameter values, 

with [-] as the low value, [0] as the midpoint value, and [+] as the high value.  This  
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Table 2.1: Simulation table for a 6-factor Box-Behnken experimental design 

 

Simulation 
Number X1 X2 X3 X4 X5 X6

1 - - 0 - 0 0
2 + + 0 - 0 0
3 + - 0 + 0 0
4 - + 0 + 0 0
5 0 - - 0 - 0
6 0 + + 0 - 0
7 0 + - 0 + 0
8 0 - + 0 + 0
9 0 0 - - 0 -
10 0 0 + + 0 -
11 0 0 + - 0 +
12 0 0 - + 0 +
13 - 0 0 - - 0
14 + 0 0 + - 0
15 + 0 0 - + 0
16 - 0 0 + + 0
17 0 - 0 0 - -
18 0 + 0 0 + -
19 0 + 0 0 - +
20 0 - 0 0 + +
21 - 0 - 0 0 -
22 + 0 + 0 0 -
23 + 0 - 0 0 +
24 - 0 + 0 0 +
25 0 0 0 0 0 0
26 0 0 0 0 0 0
27 0 0 0 0 0 0
28 + - 0 - 0 0
29 - + 0 - 0 0
30 - - 0 + 0 0
31 + + 0 + 0 0
32 0 + - 0 - 0
33 0 - + 0 - 0
34 0 - - 0 + 0
35 0 + + 0 + 0
36 0 0 + - 0 -
37 0 0 - + 0 -
38 0 0 - - 0 +
39 0 0 + + 0 +
40 + 0 0 - - 0
41 - 0 0 + - 0
42 - 0 0 - + 0
43 + 0 0 + + 0
44 0 + 0 0 - -
45 0 - 0 0 + -
46 0 - 0 0 - +
47 0 + 0 0 + +
48 + 0 - 0 0 -
49 - 0 + 0 0 -
50 - 0 - 0 0 +
51 + 0 + 0 0 +
52 0 0 0 0 0 0
53 0 0 0 0 0 0
54 0 0 0 0 0 0
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reduction of number of simulations leads to confounding or aliasing where the parameters 

may correlate with both the dependent and independent variables.  It should also be 

emphasized that Box-Behnken designs are spherical, so the vertices of the cube (all inputs 

at extreme values) are not covered by the design, and prediction at these points is an 

extrapolation. 

 

2.3.2. Independent Response Variables 

A six-parameter Box-Behnken experimental design was developed for this study.  The 

six parameters were formation thickness, formation depth, porosity, log10 permeability, 

brine density, and maximum residual CO2 saturation.  The ranges of values for the six 

selected parameters were chosen to be consistent with potential field observations [Table 

2.2].  For each simulation, the real value shown in Table 2.1 is used that corresponds to the 

scaled values, and the outputs are recorded for the particular combination of parameters.  

Interaction between the parameters can also be determined by multiplying the scaled value 

of the individual parameters; a combination of [-1] for both X1 and X2 has a scaled value 

of [+1] for X1×X2. 

Some points in the design may not be physically realistic.  For example, it is 

unnecessary to consider scenarios with high permeability and low porosity, if porosity and 

permeability are positively correlated.  It has been shown that in general there is correlation 

between porosity and permeability 34.  While there is positive correlation, there is generally 

large uncertainty in a fit of these data, where using a single relationship between porosity 

and permeability may not be prudent.  Representations of heterogeneity at various scales 

have been discussed in a review paper 35. Most of the geologic models were constructed in 

this paper by using spatially correlated properties in the forms of variograms.  Even though  
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Table 2.2: Independent parameters varied during simulations 

�

 

 

use of variograms would provide realistic spatially correlated models, generation of 

stochastic realizations would necessitate use of a different computational strategy for 

creating surrogate models and obtaining the PDFs. To properly model this uncertainty it 

would be necessary to incorporate the additional variables of these relationships, such as  

Kozeny-Carmen, which would increase the total number input variables replacing a single 

input, such as permeability, with multiple inputs, such as hydraulic radius, pore surface 

area, specific surface area or other variables of the selected relationship 35. This large set 

of geological parameters will make it difficult to conduct a study that incorporates the range 

of reservoir and operational parameters used in this study due to the much larger number 

of simulations required. Instead, two sets of Monte Carlo simulations were performed in 

this study once the response factors were identified. The first was to sample uniformly over 

the entire range of the important parameter set and the other was to use a correlated 

porosity-permeability set.  This is described more in detail when discussing PDF 

generation.  

 

Independent Parameter Variable
Low       
[-1]

Midpoint    
[0]

High       
[+1]

Formation Thickness [m] X1 40 80 120

Formation Depth [m] X2 1700 2000 2300

Porosity X3 0.1 0.2 0.3

Permeability [mD] X4 10 100 1000

Brine Density [kg/m3] X5 1000 1150 1300

Maximum Residual CO2 X6 0.1 0.2 0.3
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2.3.3. Simulation Physical Domain 

For the sets of simulations, the model domain was chosen to be 45 km by 45 km with 

the formation thickness varying from 40 m to 120 m. A representative model with 40 m 

thickness is shown in Figure 2.2.  The domain was discretized into 1000 m x 1000 m x 5 

m grid-blocks.  Additional refinement of 100 m x 100 m x 5 m was used for all grid-blocks 

that contained perforations of the CO2 injection well.  

One simulation set used a single injection well (fully penetrating the reservoir) with a 

constant mass injection rate of one million tons (Mt) per year of CO2.  The injection well 

is centered in the model domain.  CO2 was injected for a period of 25 years and the reservoir 

behavior was predicted for an additional 50 years after injection operations had ceased.  

The top, bottom and lateral boundaries are all considered no-flow for this simulation set.   

 

 

�

Figure 2.2: Simulation model domain displaying initial pressure condition 



� � 17
�

The reservoir was modeled without any dip to limit migration toward the boundaries.  

A second simulation set was developed using a fully penetrated injection well with a 

constant pressure injection scheme.  The rock fracturing pressure threshold was calculated 

using a 15 kPa/m (0.66 psi/ft) fracture pressure gradient.  The bottomhole injection pressure 

was designated to be 90 percent of the fracturing pressure.  The injection well was also 

centered and all boundaries were considered no-flow for these simulations as well. 

Boundary conditions will have an effect on both fluid pressure and the amount of CO2 

that can be injected.  The choice of boundary conditions affects the potential risk factors 

and outcomes investigated here.  If the reservoir is considered open or partially 

compartmentalized, there will be brine displacement caused by induced pressure gradients 

due to CO2 injection rather than pressure buildup.  Conversely, if the reservoir is fully 

compartmentalized the brine will not be displaced beyond the model boundaries and there 

will be a pressure increase due to CO2 injection.   

Previous work has shown that increased model complexity with various levels of 

heterogeneity in compartmentalized reservoirs will affect the quality of the simulated 

results 36.  For large-scale injection site appraisal, buildup or falloff tests to determine the 

boundary distance are generally not feasible due to large radius of influence requiring long 

testing periods 37.  Encountering open reservoirs are unlikely, even on the basin scale, 

unless the formation is open to the surface.  This modeling assumes that there is no 

attenuation through the sealing layer, which can also affect the simulated outcomes 38.   

 

2.3.4. Polynomial Response Surface Model 

Since the experimental design matrix (Box-Behnken) contains more than one 

independent variable, a regression model to fit the data involves multiple linear regressions.  
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A stepwise regression method was utilized to uncover statistically significant coefficients 

based on p-values.  Stepwise regression fits the least squares model in a sequential process, 

where at each step, only a single independent variable was either added to or removed from 

the model in the next fit.  For these regressions, 0.05 and 0.1 were used, respectively, for 

maximum and minimum p-value criterion for addition and elimination of independent 

variables 39. 

 

2.3.5. Monte Carlo Simulations 

One application of response surfaces is probability density function (PDF) generation.  

Once the response surface coefficients are established, the distributions for parameters used 

in Monte Carlo simulations would normally be based on the site specific data.  For each 

parameter that was varied in simulation, a random number was selected from a distribution 

of values for the chosen parameter.  The distribution should be representative of the 

expected values in the region of interest. Two different types of PDFs were generated. One 

where a uniform distribution was sampled for all six parameters and the other where 

correlated porosity-permeability values were employed. The first method assumes that 

there was equal likelihood of the properties falling within the prescribed property ranges 

given in Table 2.2.  The second method uses a sampling of porosity and permeability 

designed to eliminate low porosity – high permeability combinations and vice versa. The 

Monte Carlo simulations in each approach were subsequently repeated until convergence 

of the mean was achieved.  It should be noted that these results are highly dependent on 

the chosen domain, operational parameters, and modeling assumptions. 
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2.3.6. Tools Utilized 

All simulations were performed using Computer Modeling Group’s Generalized 

Equation-of-State Model (CMG-GEM) Compositional reservoir simulator 40.  GEM is an 

equation of state (EOS) based compositional reservoir simulator for modeling the flow of 

three-phase, multi-component fluids.  CMG-GEM have been used to model CO2 

sequestration in previous studies 37, 41-43.�

Monte Carlo simulations were performed using Palisade’s @RISK software, a 

spreadsheet based risk analysis tool 44.  This software performs risk analysis by compiling 

distributions of possible results by substituting a range of values—a probability 

distribution—for any factor that has inherent uncertainty. It then calculates results, each 

time using a different set of random values from the probability functions. 

 

2.4. Results 

2.4.1. Quality of Regression 

To validate the proxy model, the prediction of the linear polynomial response surface 

model was compared to the simulated data using the coefficient of determination (R2) as a 

goodness-of-fit measure which indicates the overall accuracy of the regression.  The 

calculated R2 values close to one suggests that a model has a ratio of the sum of squares 

for the residuals relative to the sum of squares for the response near zero. 

The Root Mean Square Error (RMSE) (also known as the root mean square deviation, 

RMSD), is used to measure the total residuals of the predicted and simulated values.  The 

RMSE is defined as the square root of the mean squared error [Equation 2.2]: 
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where Ypred = response surface outcome values and Ysim = modeled output values from the 

simulator. 

It is often difficult to analyze the error in terms of absolute values due to variation in 

the absolute values, ranges and units of the different outcomes. Non-dimensional forms of 

the RMSE are required to compare RMSE for different units and outcomes. The RMSE is 

normalized by dividing with the range of the observed data as follows [Equation 2.3]: 

 
 

.���� � ����/0123%456 ' /0123%478 �����������������������������������2.3� 
 

where Ypred,max = maximum value of the response surface predicted outcome, Ypred,min =  

minimum value of the response surface predicted outcome. 

The NRMSE is often expressed in terms of percentage by multiplying by 100, where 

the smaller percentage values indicate higher accuracy in the predictability of the response 

surface data relative to the simulated outcomes. 

Quality of regression plots are provided in Figures 2.3 and 2.4. The observed and 

predicted overpressure, the resulting increase above hydrostatic pressure due to CO2 

injection, was calculated at the upper boundary approximately 5 km from the injection 

well, immediately after CO2 injection stopped (25 years) when the pressure is at a 

maximum [Figure 2.3a and 2.4a].  The average reservoir pressure increase, which is the 

increase above average hydrostatic pressure, was also calculated at the end of the injection 
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Figure 2.3: Constant mass injection response surface regression fits for (a) Normalized 
overpressure (b) Normalized average pressure increase (c) Normalized CO2 plume area 

(d) Bottomhole pressure. 

�
 

cycle [Figure 2.3b and 2.4b].  The areal extent of the CO2 plume at the upper boundary was 

calculated after 75 years [Figure 2.3c and 2.4c]. Bottomhole pressure and cumulative CO2 

mass injected were calculated at the end of the injection period as well [Figure 2.3d and 

2.4d]. All PDFs, with exception of cumulative CO2 mass injected and bottomhole pressure, 

were normalized to the cumulative CO2 mass injected for comparison between the two 

injection schemes. The high R2 and low NRMSE values [Figures 2.3 and 2.4] indicate that 

were normalized to the cumulative CO2 mass injected for comparison between the two 



� � 22
�
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Figure 2.4: Constant pressure injection response surface regression fits for (a) 
Normalized overpressure (b) Normalized average pressure increase (c) Normalized CO2 

plume area (d) Cumulative CO2 injected. 

�
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injection schemes. The high R2 and low NRMSE values [Figures 2.3 and 2.4] indicate that 

the response surfaces fit the outcomes at the simulated values, and the models can be used 

with confidence to predict the outcomes for any of the input parameters within the given 

ranges.  

 

2.4.2. Response Surface Coefficients and Sensitivity Analysis 

Stepwise regression analysis determines the values of the coefficients that cause �

the function to best fit the data.  The log-transformed coefficients are included [Table 2.3] 

for all outcomes for both injection scenarios.  The fitted response surface model was used 

to generate tornado diagrams [Figures 2.5 and 2.6] to visualize the parameter effect on 

the response.  The summary ranking of input parameters [Table 2.4] shows that the most 

influential factors are porosity, permeability and formation thickness for all cases.  There 

is not a strong dependency on brine density or depth for the chosen outcomes.   

 

2.4.3. Validation of the Response Surface Equations 

Validation is needed to verify that the response surfaces generated are adequate proxy 

models for the reservoir simulators from which they were generated.  A total of 100 

randomized simulations were used for this validation.  Each independent parameter’s range 

was scaled from [-1] to [+1] and a value was selected randomly from a uniform distribution 

for all six parameters varied independently in the 100 simulations.  Each simulated 

outcome was then plotted against the proxy model’s expected outcome value for both 

constant pressure and constant mass injection well controls. 

For random simulations for the constant mass injection, there is a reasonable match for 

the average reservoir pressure increase, overpressure 5 km from the injection well and 
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Table 2.3: Log-transformed regression coefficients for both constant mass injection and 
constant pressure injection scenarios 
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Coefficient
Normalized 

Overpressure  
(MPa/Mt)

Normalized 
Avg Pressure 

Increase 
(MPa/Mt)  

Normalized 
CO2 Plume 

Area (km2/Mt) 

Bottom Hole 
Pressure 
(MPa)

Normalized 
Overpressure  

(MPa/Mt)

Normalized 
Avg Pressure 

Increase 
(MPa/Mt)  

Normalized 
CO2 Plume 

Area (km2/Mt) 

Cumulative 
CO2 Mass 

Injected    (Mt)

�0 -16.06087036 -16.18245934 -7.320594814 10.15913922 -16.10773758 -16.20276685 -7.426935079 24.35114615
�1 -0.532313487 -0.534401081 -0.15646478 -0.127275987 -0.619663386 -0.615453386 -0.295511042 0.594390471
�2 -0.034423307 -0.019214543 -0.056540729 0.112635874 -0.0489709 0 -0.111246737 0.19200993
�3 -0.457164851 -0.54491256 -0.581586474 -0.035350224 -0.439904898 -0.532493054 -0.664023337 0.21378079
�4 -0.402986741 0 0.669597874 -0.349627577 -0.637792367 -0.24950278 0.553717538 1.716541329
�5 0 0 0 0 0 0 0 0
�6 -0.044266949 -0.044687779 0 0.05613656 -0.063398534 -0.066987809 0 -0.312524473

�1�2 0 0 0 0 0 0 0 0
�1�3 0 0 -0.039470849 0 0 0 0 0
�1�4 -0.027998677 -0.024903006 0.197760373 0.085950122 -0.088990266 -0.097379865 0.145698407 0.101849966
�1�5 0 0 0 0 0 0 0 0
�1�6 0 0 0 0 0 0 0 0
�2�3 0 0 0 0 0 0 0 0
�2�4 0 -0.024420621 0 0.047232283 0 0 0 0
�2�5 0 0 0 0 0 0 0 0
�2�6 0 0 0 0 0 0 0 0
�3�4 -0.147265738 0 0.064029417 -0.057767075 0 0 0.207724418 0.222102187
�3�5 0 0 0 0 0 0 0 0
�3�6 0 0 0 0 0.063259447 0.053065033 0 0
�4�5 0 0 0 0 0 0 0 0
�4�6 -0.035159849 -0.035477517 0 0 -0.100441688 -0.100053943 0.249379098 0.11439031
�5�6 0 0 0 0 0 0 0 0
�1

2 0.132751453 0.12403907 0 0.052287585 0.13204959 0.12652878 0 -0.169737021
�2

2 0 0 0 0 0 0 0 0
�3

2 0.124985774 0.135760837 0.100380653 0 0.156704764 0.151758202 0.132465674 -0.142430641
�4

2 0.16581195 -0.121593743 -0.168464965 0.259480786 0 -0.27987349 -0.222218048 -0.742124065
�5

2 0 0 0 0 0 0 0 0
�6

2 0 0 0 0 0 0 0 0

Constant Mass Injection Constant Pressure Injection
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Figure 2.5: Tornado plots for constant mass injection responses for (a) Normalized 
overpressure (b) Normalized average pressure increase (c) Normalized CO2 plume area 

(d) Bottomhole pressure. 
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Figure 2.6: Tornado plots for constant pressure injection responses for (a) Normalized 
overpressure (b) Normalized average pressure increase (c) Normalized CO2 plume area 

(d) Cumulative CO2 injected.
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Table 2.4: Parameter rank for changes to output mean for constant mass injection and 
constant pressure injection scenarios�

 

 

normalized area of review [Figure 2.7].  The average reservoir pressure, as well as the 

overpressure, plot shows a nearly linear correlation with an R2 value of 0.978 and 0.97, 

respectively.  These two pressure results, average pressure increase and overpressure, 

indicate the response surface equations, given their NRMSE of 3.18 and 3.66 percent, 

respectively, should be suitable proxies.  The normalized area of review of the CO2 plume 

has an R2 value of 0.983 and NRMSE of 2.80 percent.  This shows that areal extent could 

be estimated confidently for constant mass injection cases.  The validation cross-plot for 

bottomhole pressure shows that there is less reliability between the response surface 

equation and the simulated result with an R2 value of 0.756 and NRMSE of 20.61 percent. 

For the validation of constant pressure injection scheme, there is a reasonable match for 

the overpressure 5 km from the injection well with an R2 value of 0.959 and NRMSE of 

3.33 percent [Figure 2.8].  The average reservoir pressure increase shows high correlation 

with an R2 value of 0.947 and NRMSE of 4.05 percent.  The normalized area of review of 

the CO2 plume has an R2 value of 0.81 and NRMSE of 8.48 percent which indicates there 

is more error in the prediction.  The validation cross-plot for cumulative CO2 mass injected 

Rank
Normalized 

Overpressure  
(MPa/Mt)

Normalized 
Avg Pressure 

Increase 
(MPa/Mt)  

Normalized 
CO2 Plume 

Area (km2/Mt) 

Bottom Hole 
Pressure 
(MPa)

Normalized 
Overpressure  

(MPa/Mt)

Normalized 
Avg Pressure 

Increase 
(MPa/Mt)  

Normalized 
CO2 Plume 

Area (km2/Mt) 

Cumulative 
CO2 Mass 

Injected    (Mt)

1 Formation 
Thickness

Porosity Permeability Permeability Formation 
Thickness

Formation 
Thickness

Porosity Permeability

2 Porosity Formation 
Thickness

Porosity Formation 
Thickness

Permeability Porosity Permeability Formation 
Thickness

3 Permeability Permeability Formation 
Thickness

Depth to Saline 
Aquifer

Porosity Permeability Formation 
Thickness

Porosity

4 Residual 
Saturation

Residual 
Saturation

Depth to Saline 
Aquifer

Residual 
Saturation

Residual 
Saturation

Residual 
Saturation

Depth to Saline 
Aquifer

Residual 
Saturation

5 Depth to Saline 
Aquifer

Depth to Saline 
Aquifer

Brine Density Porosity Depth to Saline 
Aquifer

Brine Density Residual 
Saturation

Depth to Saline 
Aquifer

6 Brine Density Brine Density
Residual 

Saturation Brine Density Brine Density
Depth to Saline 

Aquifer Brine Density Brine Density

Constant Mass Injection Constant Pressure Injection
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�
Figure 2.7: Constant mass injection randomized simulations validation plots for (a) 

Normalized overpressure (b) Normalized average pressure increase (c) Normalized CO2 
plume area (d) Bottomhole pressure. 

�
�
indicates less correlation between the response surface equation and the simulated result 

with an R2 value of 0.788 and NRMSE of 11.15 percent.   

 

2.4.4. PDF Determinations 

Once the response surface equations for each outcome had been determined and the 

parameter distributions selected, Monte Carlo simulations were performed to determine the 

PDFs.  These Monte Carlo simulations were repeated until convergence of the mean and 

standard deviation was achieved. A set of Monte Carlo simulations was performed to 
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Figure 2.8: Constant pressure injection randomized simulations validation plots for (a) 
Normalized overpressure (b) Normalized average pressure increase (c) Normalized CO2 

plume area (d) Cumulative CO2 injected.

 

investigate the effects of positive correlation between porosity and permeability in the 

parameter space.  It is common to use correlated parameters within the experimental design 

matrix which may improperly limit the uncertainty in correlated parameters.  Two different 

types of PDFs were generated – one where the entire ranges of porosity and permeabilities 

were sampled, and the other by using correlated porosity-permeability. The procedure for 

using the correlated porosity-permeability is described below. Three sets of simulations 

were performed combining a scaled high-permeability range [0,1] with a scaled high- 

porosity range [0,1], a low-permeability range [-1,0] with a low-porosity range [-1,0] as 
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well as a range that incorporates the middle range of permeability [-0.5,0.5] and middle 

range of porosity [-0.5,0.5] [Figure 2.9].  The resulting PDFs were then combined into a 

single output PDF to allow for comparison with the full parameter space sampling method.  

This sampling method still allows for uncertainty in the porosity and permeability sampling 

inputs while still providing the desired positive correlation.  

�
�

2.4.4.1. Constant Mass Injection Process Model 

Figures 2.10 – 2.13 provide PDFs for the constant mass injection model.  In each of the 

figures, (a) shows the PDF generated when sampling porosity-permeability over the entire 

range, independently.  Panel (b) in each of the figures was obtained by using the correlated 

porosity-permeability Monte Carlo approach described above. 

For the constant-mass-injection scenario, the average reservoir pressure increase  

 

�

Figure 2.9: Porosity-permeability sampling bins used in creating probability density 
functions (PDFs) with correlated porosity-permeability distributions. 

�
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Figure 2.10: Constant mass injection normalized average pressure increase. (a) PDF 
created by sampling uniformly across distributions of all of the important parameters. (b) 

PDF created using correlated porosity-permeability values shown in Figure 2.9. 

�
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Figure 2.11: Constant mass injection normalized overpressure 5 km from the injection 
well. (a) PDF created by sampling uniformly across distributions of all of the important 

parameters. (b) PDF created using correlated porosity-permeability values shown in 
Figure 2.9. 
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Figure 2.12: Constant mass injection normalized areal extent of the CO2 plume. (a) PDF 
created by sampling uniformly across distributions of all of the important parameters. (b) 

PDF created using correlated porosity-permeability values shown in Figure 2.9. 
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Figure 2.13: Constant mass injection well bottomhole pressure. (a) PDF created by 
sampling uniformly across distributions of all of the important parameters. (b) PDF 

created using correlated porosity-permeability values shown in Figure 2.9. 

�
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should not exceed 0.216 MPa per Mt injected to 95 percent confidence, assuming uniform 

distributions over the ranges for each of the six parameters as identified in Table 2.1 [Figure 

2.10a].  This average reservoir pressure increase reduces to 0.2 when the correlated 

porosity-permeability approach is used [Figure 2.10b]. The overpressure 5 km from the 

injection well should not exceed about 0.270 MPa per Mt injected to 95 percent confidence 

[Figure 2.11a] and changes only slightly for the correlated simulations [Figure 2.11b].  

With 95 percent confidence, the plume area should not occupy more than 1.48 km2 per Mt 

of CO2 injected [Figure 2.12a].  By eliminating low-porosity, high-permeability, and high-

porosity-low-permeability combinations, the correlated PDF for area spread for 95 percent 

confidence decreases to 1.01 km2 per Mt CO2 injected [Figure 2.12b]. For the constant 

mass injection, where all outcomes are normalized to 25 Mt, this equates to 37.0 km2 

(approximately, 1.8 percent of the total areal extent of the reservoir) for uncorrelated and 

25 km2 for correlated simulations.  

The bottomhole pressure for the constant mass injection scenario was an additional 

outcome that was generated.  These distributions [Figures 2.13a and 2.13b] have a log 

normal distribution with a mean value of about 29 MPa.  Porosity-permeability correlation 

based simulations are not significantly different for this outcome.  

�
�

2.4.4.2. Constant Pressure Injection Process Model 

PDFs for constant pressure injection for the two types of Monte Carlo simulations are 

shown in Figures 2.14 – 2.17. The uncorrelated porosity-permeability PDFs are in the (a) 

panel and the correlated ones are in the (b) panel. The average pressure increase, when the 

injection rate is not limited, would not exceed about 0.22 MPa per Mt injected to 95 percent 

confidence, assuming uniform distributions over the ranges for each of the six parameters 
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Figure 2.14: Constant pressure injection normalized average pressure increase. (a) PDF 
created by sampling uniformly across distributions of all of the important parameters. (b) 

PDF created using correlated porosity-permeability values shown in Figure 2.9. 
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Figure 2.15: Constant pressure injection normalized overpressure 5 km from the injection 
well. (a) PDF created by sampling uniformly across distributions of all of the important 

parameters. (b) PDF created using correlated porosity-permeability values shown in 
Figure 2.9. 
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Figure 2.16: Constant pressure injection normalized areal extent of the CO2 plume. (a) 
PDF created by sampling uniformly across distributions of all of the important 

parameters. (b) PDF created using correlated porosity-permeability values shown in 
Figure 2.9. 
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Figure 2.17: Constant pressure injection cumulative gas mass injected. (a) PDF created 
by sampling uniformly across distributions of all of the important parameters. (b) PDF 

created using correlated porosity-permeability values shown in Figure 2.9. 
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as identified in Table 2.1 [Figure 2.14a].  Use of correlated porosity-permeabilities in the 

Monte Carlo simulations does not change this outcome [Figure 2.14b]. Similarly, the  

overpressure 5 km from the injection well will not exceed about 0.3 MPa per Mt injected 

to 95 percent confidence [Figure 2.15a and 2.15b]. With 95 percent confidence, that the 

areal plume will not occupy more than 1.32 km2 per Mt of injected CO2 [Figure 2.16a] for 

uncorrelated simulations and 1.03 km2 per Mt of injected CO2 [Figure 2.16b] for correlated 

simulations. The spread becomes narrower as low-porosity, high-permeability and high-

porosity-low-permeability combinations are eliminated.  

The cumulative mass injected for the constant pressure injection simulations was an 

additional outcome that was investigated.  These distributions [Figure 2.17a and 2.17b] 

exhibit exponential declines with a mean value of about 45 Mt of CO2 in both types of 

PDFs.   There is 95 percent confidence that the total mass injected will be less than about 

130 Mt of CO2 for the parameters used in these simulations.  A summary of probability 

statistics are included [Table 2.5], showing the P10, P50, P90, and mean values for all 

constant mass and constant pressure injection uncorrelated PDFs.   

 

2.5. Discussion 

In general all PDFs can be fit to a lognormal distribution.  This is likely due to the 

logarithmic permeability distribution in the experimental design and the high effect of 

permeability on the outcomes.  A secondary pressure limiting injection constraint was not 

used in the constant mass injection simulations in order to maintain an equal injection mass 

for all cases.  This results in a pressure rise above the fracture pressure criterion in some 

cases.  An example of the typical pressure curves for cases with identical geologic 

properties are shown in [Figure 2.18], where the pressure rise is limited in the constant 
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Table 2.5: Statistical summary for the constant mass and constant pressure injection 
scenarios. 

�

 

 

 

 

�

Figure 2.18: Typical pressure profiles for constant mass and pressure injection 
simulations 

 

Average 
Pressure 
Increase 

(MPa/Mt)

Over-
pressure 

(MPa/Mt)

Uncorrelated 
Areal Extent 

of CO2 
Plume 

(km2/Mt)

Correlated 
Areal Extent 

of CO2 
Plume 

(km2/Mt)

Bottom-hole 
Pressure 
(MPa)

Average 
Pressure 
Increase 

(MPa/Mt)

Over-
pressure 

(MPa/Mt)

Uncorrelated 
Areal Extent 

of CO2 
Plume 

(km2/Mt)

Correlated 
Areal Extent 

of CO2 
Plume 

(km2/Mt)

Cumulative 
Gas Mass 
Injected 

(Mt)

P10 0.054 0.064 0.31 0.45 21.75 0.048 0.051 0.268 0.396 5.24
P50 0.097 0.122 0.674 0.673 27.08 0.091 0.111 0.604 0.604 31.66
P90 0.182 0.23 1.28 0.934 41.24 0.18 0.236 1.147 0.916 102.1

Mean 0.109 0.137 0.738 0.684 29.55 0.104 0.131 0.664 0.637 44.01

Constant Mass Injection Constant Pressure Injection



� � 42
�

bottomhole pressure case but rises uninhibited for the constant mass.  It was also observed 

that the constant-pressure injection resulted in a higher mean amount of CO2 injected (44 

Mt, according to Figure 2.12, in comparison to 25 Mt injected in the constant mass injection 

case).  With the reduced risk of overpressure near the well, constant pressure injection is a 

better operational choice for CO2 injection. This is not intuitively obvious while 

considering operational choices, and was one of the significant outcomes of this study.  The 

conical shape of the CO2 plume was not considered in these results.  The areal extent 

focuses on the exposure to possible leakage pathways such as abandoned wells or induced 

fractures in the sealing layer.  This value may be reduced by the choice of boundary 

condition and should be investigated further. 

Ideally, input parameters and responses should be related linearly 15, however, this is 

rarely experienced in practice.  Response models are difficult to use for time-varying 

responses.  The injection rate is linear for the constant mass injection scenarios, whereas it 

is distinctly nonlinear for constant pressure injection scenarios [Figure 2.19].  It is also 

possible for an injection well to be shut-in completely for a period of time in the constant 

pressure injection cases, which can cause parameters to become discontinuous.  This is 

likely the cause of the decrease in goodness of fit for constant pressure injection relative to 

constant mass injection. 

A single injection well was used for simplification of the process model and represents 

an ideal situation, however, the large volumes injected in these simulations would likely 

be spread across multiple wells in practice.  Typical profiles for bottomhole fluid rates of 

the constant pressure injection simulations for high and low permeability cases are included 

[Figure 2.19].  This indicates that for the high permeability case that the bulk of the CO2 is 

injected in the first few years while for the low permeability cases the injection rate is  
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Figure 2.19: Typical injection rate profiles for high and low permeability constant 
pressure injection simulations 

�
�
considerably lower but nearly constant throughout injection. 

The distribution of permeability in a reservoir is dependent on the depositional 

environment.   It has been shown for alluvial fan deposits 45 and fluvial or channelized 

deposits 46-47 that multimodal log permeability distributions may exist.  These multimodal 

distributions are created when low energy deposits, such as flood plains, are nearby high 

energy deposits, such as streams or rivers.  Conversely large erg deposits, similar to the 

Navajo sandstone formation in the San Juan basin display a relatively homogenous 

depositional environment in relation to fluvial or river deposits.  It is recognized that all 

reservoirs are heterogeneous, but the level of heterogeneity varies. The choice of 

permeability distribution should be dictated by the potential sequestration site of interest. 
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Most deep saline aquifers are not extensively characterized and therefore CO2 modeling 

assumptions require a simplification of the model domain.  Without detailed site- specific 

data, one of the simplified assumptions is homogeneous permeability.  It is therefore nearly 

impossible to model correlated heterogeneous permeability.  An investigation of randomly 

populated heterogeneous domains was investigated to evaluate the errors imposed on the 

chosen outcomes.  For these cases it was assumed that all values were at the base case 

values, where the mean of the log permeability field was its midpoint value of 100 mD.  

The permeability distributions were truncated at 10 and 1000 md, the extreme values.  The 

standard deviation was varied from 10 (nearly normal distribution), 50, 100 and 500 (highly 

skewed).  These results showed that there was not significant error in the homogeneous 

assumption except for the highly skewed distribution in the CO2 plume area and cumulative 

mass injected outcomes [Table 2.6]. 

In general the set of response surface equations prove to be a good proxy for the 

normalized average pressure increase, normalized pressure increase away from the 

injection well, and normalized areal extent of the plume for both types of operations – 

constant mass and constant pressure injection.  

 

2.6. Conclusions 

A general methodology was developed to determine probability density functions of 

possible risk factors in CO2 sequestration.  The method described can be used for any set 

of independent variables and risk factors that are deemed critical for a particular 

sequestration site. The injection operation can be performed by establishing a constant 

injection pressure (with varying injection mass) or by maintaining a constant mass injection 

rate (the injection pressure would have to change with time to accommodate this).  This  
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Table 2.6: Percent error for random permeability fields with base case input parameters 

�

 

 

methodology can be applied to any site where there is uncertainty in the reservoir 

parameters.  The input parameter ranges can be modified to match those expected in a 

particular region.  These new parameters can then be used to generate unique response 

surface equations using the appropriate experiment design matrix.  It is also possible to use 

the response surfaces generated in this research for cases where only one parameter is 

known with a high degree of certainty, such as reservoir depth.  The Monte Carlo 

simulations can then be repeated using the response surface equations, but rather than 

assigning a distribution with uncertainty for reservoir depth, a constant value can be used.  

In this work, two types of PDFs were generated – one by sampling uniformly over the 

entire parameter range and the other by using a correlated porosity-permeability set. The 

two types of PDFs are not significantly different for all outcomes except for the aerial 

spread of carbon dioxide. 

The pressures experienced near the well during constant mass injection would certainly 

fracture the host rock.  In practice an operator would reduce the injection rate prior to 

bottomhole pressure reaching fracture pressure similar to the constant pressure simulations 

performed in this research.  This limits the applicability of these results unless the constant 

mass injection rate is kept sufficiently low or distributed among many wells. 

Permeability 
Model

Normalized 
Overpressure  

Normalized 
Avg Pressure 

Increase   

Normalized 
CO2 Plume 

Area 

Bottom Hole 
Pressure 

Normalized 
Overpressure  

Normalized 
Avg Pressure 

Increase 

Normalized 
CO2 Plume 

Area  

Cumulative 
CO2 Mass 
Injected 

Homogeneous 0.4 0.2 0.9 0.5 1.0 0.1 5.9 4.6
Sigma 10 0.1 0.2 1.5 0.2 0.1 0.0 1.2 1.9
Sigma 50 0.7 0.6 2.6 0.5 1.4 0.3 0.9 5.3

Sigma 100 2.6 0.4 14.6 1.3 4.0 0.5 9.9 12.6
Sigma 500 5.8 2.7 22.0 2.7 7.8 0.4 12.1 59.9

Constant Mass Injection Constant Pressure Injection
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One limitation of this methodology is that homogeneous reservoir properties, 

specifically permeability and porosity were used.  Permeability and porosity have the 

largest effect on the outcomes selected and the true effect cannot be known without 

implementing heterogeneous distributions of these properties.  This method can be useful 

as a screening method where the reservoir properties are not well known and an analysis is 

needed where some uncertainty in the outcome can be tolerated.  Use of randomly 

distributed properties about the mean did not reveal significant changes with the base 

homogeneous models.  

Further work is needed to make the results more widely applicable rather than limited 

by the initial domain that is selected.  This can be done using dimensional analysis so the 

results are valid at any scale.  Incorporation of heterogeneous geologic properties into these 

models will also improve the applicability of the results.  
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3.1. Abstract 

The purpose of this work is to investigate the potential for carbon dioxide sequestration 

in a mature oil field with extensive history.  The Scurry Area Canyon Reef Operator’s 

Committee (SACROC) reservoir in the West Texas Permian Basin has nearly 65 years of 

oil production.  This reservoir has been undergoing tertiary CO2 water-alternating-gas 

recovery for over 40 years.  Mature oil fields are a proven underground storage basin with 

known pressure constraints.  Additionally, there has been extensive work done to 

characterize the geologic and fluid parameters of this site.  An upscaled geologic model is 

provided from previous studies by the Southwest Regional Sequestration Partnership and 

the Texas Bureau of Economic Geology.  The choice of mature oil fields gives the 

opportunity for some economic benefit in additional oil recovery in addition to long-term 
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sequestration of carbon dioxide.  A history match of the northern platform region of 

SACROC is performed from the period between 1972 and 2002 when tertiary carbon 

dioxide flooding was active.  Various forward modeling scenarios were simulated to 

investigate the long-term storage potential as well as oil recovery using the best practices 

models developed by the U.S. Department of Energy National Energy Technology 

Laboratory (NETL) for a single well pattern in the region.  These results show that on a 

field scale, co-optimization of oil recovery and carbon dioxide sequestration does not 

occur.  While there is some oil recovery associated with the carbon dioxide flooding cases, 

there is lower economic benefit for the high volume CO2 cases. 

 

3.2. Introduction. 

The SACROC Unit is the oldest continuously operated CO2 enhanced oil recovery 

(EOR) operation in the United States.  Tertiary recovery operations began in 1972 using 

CO2 as the primary gas in a water-alternating-gas (WAG) injection scheme.  This area has 

been extensively studied in an effort to better understand EOR1-6.  In EOR operations, not 

all of the injected CO2 is recovered, some portion remains trapped in the subsurface.  The 

long 40-year history has been instrumental in demonstrating the success of CO2 trapping 

below an effective sealing layer7-9. 

SACROC is located in the southeastern segment of the Horseshoe Atoll within the 

Permian Basin in western Texas [Figure 3.1].  The Horseshoe Atoll is a late Paleozoic reef 

mound comprised of in-place boundstones and bioclastic debris,  it is approximately 914 

m thick 2.  The Horseshoe Atoll is approximately 282 km long with a total area of 15,540 

km2.  The SACROC unit within the Horseshoe Atoll consists of an area of approximately 

356 km2, with a length of 40 km and widths varying from 3 to 15 km.  The carbonate reef  
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Figure 3.1: SACROC Unit in the Horseshoe Atoll in west Texas and structural contour 
map of the top of the carbonate reef (modified from Stafford, 1953) 11. Contours are 

meter scale. 

�
�
complex at SACROC is comprised of extensive bedded bioclastic limestone and thin shale 

beds (mm to cm thick) representing the Pennsylvanian Strawn, Canyon, and Cisco 

formations and the Lower Permian Wolfcamp Series 10.  Oil production in the SACROC 

unit is primarily from the Canyon and Cisco formations shown in cross-section A-A’ 

[Figure 3.2] 2.  The Wolfcamp shale provides a low permeability seal overlying the Cisco 

and Canyon formations 10. 

The SACROC unit was discovered by Standard Oil Company of Texas in November 

1948.  Original oil in place (OOIP) was initially estimated at 2.73 billion STB in the 

Canyon formation with a solution gas ratio just below 1,000 scf/STB and a bubble point 

pressure of 1,805 psi (12.45 MPa) 3.  Solution gas drive was the primary production 

mechanism from 1948 to 1953.  The average reservoir pressure was reduced from 3122 psi 

(21.53 MPa) to 1560 psi (11.38 MPa) with only 5 percent of OOIP produced during this  
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�
�
Figure 3.2: A structural and stratigraphic cross-section of profile A-A’, located within the 

SACROC northern platform (modified from Vest, 1970) 2.  See Figure 3.1 for the 
location of profile A-A’. 

�
�
period 3-4. 

In September 1954 a secondary oil recovery and pressure maintenance plan was 

implemented with wells placed along the crest of Canyon reef 3-4, 12-15.  This “center-line 

pattern” was the first approved center-to-edge injection project adopted rather than a 

typical pattern flood design 16.  The objective of the center-line injection scheme was to 

not only increase the reservoir pressure above the bubble point but also to displace oil from 

the center of the SACROC unit toward producing wells on the eastern and western flanks.  

Production wells were converted to injection wells as the water flood front moved past 

them toward the margin 16-17.  At the end of the secondary waterflooding activities in 1971, 

771 million barrels of water had been injected into the Canyon reef formation.  The average 

reservoir pressure had increased to 2350 psi (16.20 MPa) from a low of 1560 psi (10.76 

MPa) during primary production 3, 17. Center-line water injection swept 72 percent of the 

reservoir volume, decreasing oil saturation to 26 percent 16. 
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A study performed by the SACROC engineering committee determined that CO2–

miscible enhanced oil recovery was the most feasible method of tertiary EOR.  SACROC 

was divided into three equal hydrocarbon pore volume (HCPV) phases [Figure 3.3] and 

would alternate CO2 flooding between them due to CO2 supply limitations in the area.  This 

study focuses on the northern platform of SACROC, which is primarily the Phase II section 

labeled in Figure 3.3.  A Water-Alternating-Gas (WAG) injection process was chosen due 

to improved recovery estimates in the range of 1 to 2 percent more than continuous CO2 

flooding.  Additionally, a WAG injection scheme allowed CO2 flooding to be alternated 

between all three phases, which was a necessity due to supply issues. 

A laboratory study identified the minimum miscibility pressure (MMP) as 1600 psi 

(11.03 MPa) for CO2 in SACROC crude oil.  The reservoir was undersaturated at the time 

of discovery having an average pressure of 1936 psi (12.18 MPa) 2. 

A life-cycle assessment study was completed to estimate the “best practices” for WAG 

injection in the Permian Basin 18.  The models used were pattern-level stream tubes for all 

three cases, which were “historical,” “best practices,” and “next generation,” all described 

in the following text. These models focused on a single 5-spot well pattern. 

While the primary function of CO2 – EOR is to increase incremental oil recovery, the 

process may also be a viable solution for storing anthropogenic CO2 through geologic 

sequestration.  The historical case considers previous CO2-EOR recovery designs where 

the cost of CO2 limited the volumes available for injection.  For the purposes of this study 

the total cumulative CO2 injected over the lifetime of the flood is 40 percent of the HCPV.  

Additionally, for the historical case, a slug of water is injected into the formation at the end 

of the CO2 flood to recover residual CO2 that remains in the formation. 

A series of studies have been sponsored by the U.S. Department of Energy to evaluate  
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�

Figure 3.3: Well locations and phase areas in the 1973 SACROC Unit CO2 development 
plan (modified from Kane, 1979) 17, with the estimated water flood front indicated in red. 

�

�
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CO2 – EOR potential in basins and reservoirs within the United States.  The culmination 

of these studies focused on multiple factors, including a variety of oil and price scenarios,  

to develop a CO2 – EOR best practices injection scenario 19.  The best practices definition 

significantly increases the HCPVs injected to 1.0 (compared to 0.4 for historical). Another 

modification for the best practices scenario relative to the historical case was using a 

tapered WAG injection process rather than a water slug near the end of CO2 injection.  

The next generation techniques and practices are proposed to not only increase 

subsurface storage but also to stimulate oil recovery beyond what is typically recovered in 

the historical and best practice scenarios.  NETL lists several technological or operational 

alternatives to the historical and best practices scenarios necessary to be considered a next 

generation injection method.  In this case the requirement is satisfied by increasing the 

volume of CO2 injection to 1.5 HCPV more than best practices 20.  The next generation 

case uses a tapered WAG injection process similar to the best practices scenario. 

 

3.3. Approach / Methodology 

A high-resolution geocellular model of the SACROC northern platform was created by 

the Texas Bureau of Economic Geology using an array of information including core data, 

well-logs, sedimentological analysis, stratigraphic interpretation and three-dimensional 

seismic data 21 [Figure 3.4].  The permeability was estimated using a rock-fabric based 

approach based on the premise that pore size distribution in relation to rock fabric controls 

permeability in carbonate rocks 22-23.  The original geocellular model developed for the 

Cisco and Canyon formations had 9,450,623 (149 x 287 x 221) elements.  

In order to reduce computational time, the geocellular model was upscaled using a 

renormalization technique.  This is a local technique using an upscaling algorithm  



� � 59
�

 

�

Figure 3.4 Spatial heterogeneity of porosity determined by wireline log. 

�
�
developed through an equivalent resistor network model 24.  After a series of three 

renormalizations, a suitable model for CO2 sequestration simulation, consisting of 13,600 

grid blocks, was developed [Figure 3.5]. 

All simulations were performed using Computer Modeling Group’s Generalized 

Equation-of-State Model (CMG-GEM) Compositional reservoir simulator 25.  GEM is an 

EOS based compositional reservoir simulator for modeling the flow of three-phase, 

multicomponent fluids.  CMG-GEM have been used to model CO2 sequestration in 

previous studies26-30. 

The PVT model used in these simulations was developed using the Peng-Robinson 

equation of state.  The oil phase is regarded as a mixture of 11 different gas components.  

The initial oil composition used is summarized in Table 3.1 3.  The CO2 solubility in the  
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Figure 3.5: CMG simulation model displaying the depths in meters. 

�
�
aqueous phase was modeled using Henry’s Law 31.  No chemical reactions were considered 

in this modeling due to the computational expense.  The reactions are not expected to be 

significant for the time frame investigated in this study. 

The relative permeability function between supercritical CO2 and liquid was 

extrapolated from relative permeability data measured in similar carbonate rock [Figure 

3.6] 32.  Han used a relative permeability curve for oil measured from SACROC cores by 

Rohan and Haggerty33 to calibrate oil relative permeability curves21.  Hysteresis effects 

were modeled using a modified Land equation 34.  
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Table 3.1: Oil composition and molecular weights used in the fluid model. 

�

 

 

�
�
�
�

�

Figure 3.6: Relative permeability curves for the gas-water and oil-water system. 
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A flood front was estimated from the literature 17, with saturation estimates based on 

residual oil saturation values from core testing, assuming a full sweep of the affected area, 

as shown in Figure 3.3. 

A volume balance for the SACROC Northern Platform was used to validate the initial 

pore volumes and saturations of the reservoir in 1972.  At the time of discovery the 

SACROC unit was estimated to have 2.727 billion STB of original oil in place 3.  The 

initial oil and water saturations were estimated at 0.718 and 0.282 respectively 2.  Using 

the formation volume factor of 1.472 reported in Dicharry (1973) the total hydrocarbon 

pore volume is calculated to be 4.014 billion reservoir barrels.  The Northern Platform Area 

is estimated to be 15000 acres, approximately 30 percent of the total SACROC Unit area. 

A full-field history for the SACROC Unit was obtained from the Carbon Science and 

Engineering Research Group at the University of Utah.  The production history between 

1948 and 1971 was used to calculate the volumes of oil and water in place prior to the CO2 

flooding phase. The cumulative values from the provided data file, between 1972 and 2002, 

were used to obtain a better history match of the injected and produced fluid volumes 

summarized in Table 3.2.  Only annual cumulative values were given for the Northern 

Platform with no individual well data.   

 

Table 3.2: Cumulative volumes injected in the northern platform of SACROC between 
1972 and 2002. 
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The porosity of the Northern Platform reservoir averages 9.8 percent 35.  The upscaled 

porosity values were adjusted uniformly to be consistent with the total pore volume 

estimated for the material balance. The water saturation in the center-line waterflooded 

region was adjusted to match the total water and oil in place for the model in 1972.  In this 

model the water saturation for the waterflooded region is considered 0.51; and the residual 

saturation value 0.28 in all other locations.  The saturations are considered uniform in the 

z-direction. The volume balance comparison is shown in Table 3.3. 

The initial pressure of the reservoir on January 1, 1972 is set at a constant value of 2386 

psi (16.45 MPa).  The wells were arranged in an inverted 9-spot pattern with three 

production wells for each injection well, with a single grid block spacing between patterns.   

The model has 165 producers and 55 water/CO2 injectors.  Due to the large grid block size 

it is not possible to include all of the wells in the Northern Platform Site.   

 

3.4. Forward Modeling 

The projection modeling was done based on a report published by NETL for 

determining the “best practices” for WAG injection for a typical Permian Basin reservoir18.  

The NETL report only considers a single well pattern and the surrounding area.  This  

 

Table 3.3: Volume material balance comparison with the CMG model for the entire 
SACROC field and the northern platform at discovery and in 1972. 
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modeling applies these cases to the entire Northern Platform reservoir with a 5-spot 

injection pattern.  Four cases were analyzed, a historical, best practices, next generation, as 

well as a continuous CO2 flood.  The historical case is based on methods adopted in the 

early years of tertiary recovery using CO2.  The best practices scenario is based on the 

optimal methods determined by NETL.  The next generation case assumes there is an 

incentive to sequester long term and injects a large volume of CO2 relative to the other 

scenarios.  The best practices and next generation cases continue the WAG injection for 

the entire length of the flood and cumulative storage increases throughout the duration in 

these cases.  For the historical case the stored volume decreases due to a water slug that 

chases the WAG cycle [Table 3.4].  

The injection rate for the reservoir varied for each scenario.  The historical and 

continuous case injected 0.4 HCPV while the best practices and historical cases injected 1 

and 1.5 HCPV, respectively.  The reservoir was modeled with 56 5-spot patterns due to the 

larger grid block sizes.  Water curtains surrounding the individual patterns were not 

modeled; instead water and CO2 were injected in an alternating pattern throughout the 

reservoir and were alternated bi-annually.   

 

Table 3.4: Forward modeling scenarios indicating WAG cycle ratios and length of time in 
years for the total flood. 

�
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3.5. Results and Discussion 

3.5.1. History Match 

A cumulative history match should provide the relative saturation values for the entire 

field after operation ceased.  A yearly match was performed on injected water [Figure 3.7] 

and CO2 [Figure 3.8] amounts using a constant rate injection scheme.  Injection values were 

set for each individual well based on its injectivity where no well injects 15 percent more 

than any other.  The matching required that both water and CO2 were injected in the field 

continuously.  The water and CO2 injectors were assigned in an alternating pattern allowing 

for half of each group of wells to be operating at all times.  These groups were then 

alternated yearly.  Multiple iterations have been performed in order to match the produced  

 

�

Figure 3.7: History match curves for cumulative water injection between 1972 and 2002. 
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Figure 3.8: History match curves for cumulative CO2 injection between 1972 and 2002. 

 

volumes for oil, water and CO2.  A constant pressure production scheme was used for all 

producers.  The production pressure was adjusted periodically to better match the oil 

production [Figure 3.9].  The water production trend matches closely with the field data; 

however, it over produces for the first 20 years and then under produces for the last few 

but nearly matches the cumulative volume produced in 2002 [Figure 3.10]. 

The model results match the field data relatively well with exception of the cumulative 

produced CO2 [Figure 3.11].  A considerable volume of additional CO2 is produced in the 

model.  When evaluating the total gas production, shown in [Figure 3.12], the cumulative 

volumes are within 7.7 percent of the field data.  Additionally, the hydrocarbon gas that is 

produced [Figure 3.13] is significantly less than the measured field volumes.  It is possible  
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Figure 3.9: History match curves for cumulative oil production between 1972 and 2002. 

�
�
that this is caused by the difference in volumetric accounting of the simulator compared to 

the field operators.  The operators generally consider hydrocarbon gas to be all gas that is 

produced in solution, including CO2.  For the SACROC field the hydrocarbon gas-oil ratio 

(HCGOR) was historically about 1000 SCF/STB from discovery in 1948 until the end of 

waterflooding in 1972 36.  During CO2 flooding the HCGOR increased to 1449 SCF/STB 

on average with a maximum value of 2829 SCF/STB in 1994 for the subset of wells used 

to create the geologic model.  We believe this increase in HCGOR is due to production of  

CO2 that has dissolved in oil.  The reported CO2 production values likely only include free 

gas volumes that were produced, and did not include total CO2 produced from the reservoir.   

The model results report the volumes produced, at surface conditions, after all degassing  
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Figure 3.10: History match curves for cumulative water production between 1972 and 
2002. 
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Figure 3.11: History match curves for cumulative CO2 production between 1972 and 
2002. 
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Figure 3.12: History match curves for cumulative hydrocarbon gas production between 
1972 and 2002.  
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�
Figure 3.13: History match curves for cumulative total gas production between 1972 and 

2002.�

 

of the liquids has occurred, and does not account for free gas and dissolved gas separately.  

Overall the total gas production from the model is higher than the field data and could be 

caused by other modeling effects.  This model only considers the Northern Platform and 

does not include any interaction with the southern portion of the SACROC field (Phase I).  

Although the southern border of the model is considered an open boundary, it does not 

allow for any pressure changes that may be occurring due to operation in the southern 

portion of the field.  The spacing of the grid blocks, which cause the wells to be placed in 

adjacent blocks, may limit the ability of the CO2 to migrate outside of the well pattern area.   

Generalized relative permeability curves were used and attempts were made to modify 

the relative permeability curves to reduce the migration of CO2 to the production wells; 
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however, these effects were minimal.  Additionally, the wells in the model are perforated 

along the full thickness of the model, which may cause additional production of  

CO2 that would normally remain in the reservoir.  It is expected that some gravity override 

would occur near the top of the reservoir, which may not necessarily be produced without 

this completion scheme.   It is likely that a combination of all these effects may be 

contributing to the projected higher CO2 production. 

 

3.5.2. Forward Modeling 

Operations in the SACROC Northern Platform site ceased in 2002 and were not 

restarted until 2009.  Injection and production were shut-in after 2002, but the simulation 

was run until the beginning of 2009.  The total percent of original oil in place (OOIP) 

produced prior to 2009 was 48.3 percent. 

  The relative incremental increases for the four scenarios are summarized in Table 3.5. 

For the four injection scenarios, the length of injection and CO2 volume injected controls 

the overall oil production [Figure 3.14].  The best practices and next generation scenarios 

increase oil recovery at nearly the same rate.    

 

Table 3.5: Percentage OOIP recoveries for each of the forward modeling where 48.3 
percent OOIP was recovered prior to 2009. 

�

 

 

Scenario
%�OOIP�recovered�
at�end�of�injection�

period

Incremental�
Recovery����
(%�OOIP)

Continuous 51.5 3.2
Historical 52.2 3.9
Best�Practices 55.4 7.1
Next�Generation 57.8 9.5
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Figure 3.14: Percentage OOIP recoveries for each of the forward modeling scenarios 
where 48.3 percent OOIP was recovered prior to 2009. 

�

While the oil recovery rates are similar, the next generation case requires the largest 

volume of CO2 injected per barrel of oil recovered while also retaining the most CO2 

subsurface per barrel of oil produced [Figure 3.15].  The economic incentive of oil recovery 

is decreased for the highest volume CO2 injection cases. 

 

3.6. Conclusions 

A history match is performed to obtain the relative saturations of oil, water, 

hydrocarbon gas and carbon dioxide.  Forward modeling is then performed to determine 

the best practices for CO2 sequestration in mature oil fields based on NETL guidelines.  

For this investigation of carbon dioxide sequestration into a mature oil field, it is found that �
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Figure 3.15: Total CO2 utilization for all forward modeling cases in standard cubic feet of 
CO2 injected per stock tank barrel of oil produced.�

   

co-optimization of oil recovery and carbon dioxide is not possible.  As higher volumes of 

CO2 are injected, the oil production reaches a limit where it may not be economical for 

sequestration. 
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 RESERVOIRS 
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4.1. Abstract 

In fractured basement reservoirs, oil is primarily stored in fractures, due to 

impermeability of the host rock.  Generally, only large aperture fractures are visible from 

seismic reflection surveys.  However, there may be considerable reserves in subseismic 

fractures that are not visible from seismic data.  An investigation, using a discrete fracture 

network (DFN) simulator, is undertaken to examine oil and water displacements at varied 

production rates in a fractured reservoir.   

During waterflooding the displacement of oil from fractures is controlled by gravity, 

viscous, and inertial forces.  In multiphase flow gravitational effects are introduced by the 

density differences between the fluids.  Viscous effects are complex because the relative 

permeability of each phase depends on saturation, density, and viscosity.  Multiphase 
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displacement in fractures is further controlled by fracture dip and by the continuity of flow 

paths in the direction of buoyant flow.  The higher capacity for flow in large aperture 

seismically-visible fractures can lead to high water production before subseismically-

identified fracture oil is recovered.  High watercuts observed in two-phase oil-water Type 

I fractured reservoirs may make oil production economically unrealistic.  

It was hypothesized that a lower production rate would recover a higher percentage of 

oil in place from subseismic fractures while decreasing total water production.  This 

parametric study investigated the effects of threshold capillary pressure, wettability, 

relative permeabilities, and storage ratios in seismic and subseismic fractures on rate-

dependent recovery.  Results indicate that in almost all situations a higher rate of 

production will maximize oil recovery when time is considered.  When comparing the pore 

volumes injected, equivalent recovery is achieved with fewer pore volumes injected for the 

lower waterflooding rate.  In most cases there is delayed water production in low rate 

waterflooding, however, overall recovery is not increased relative to high rate 

waterflooding.  The hypothetical occurrence of rate-dependent relative permeabilities 

would make low recovery rates more beneficial, however, there is no known physical basis 

for rate dependent relative permeabilities in two-phase oil-water systems at this time. The 

viscous forces in high rate simulations dominate other forces that could potentially reduce 

recovery.  The assumption of Darcy flow in the DFN simulator neglects inertial forces 

which may become important in large aperture faults if a Reynolds number greater than 1 

is achieved at higher rate waterflooding.  

Results from this study may be used to develop operational guidelines for 

waterflooding rates in fractured basement reservoirs where matrix flow and storage volume 

is negligible.  History matching using a DFN simulators can improve the understanding of 



� � 81
�

subseismic fractures and the flow interaction with seismic fractures. 

 

4.2. Introduction 

4.2.1. Background 

Naturally fractured reservoirs occur worldwide.  Understanding this type of reservoir 

is important in reservoir engineering applications.  These formations contain about 60 

percent of the world’s remaining petroleum resources.  In conventional naturally fractured 

reservoirs fluid flows in both the matrix and fractures.  For those reservoirs the bulk of the 

fluid volume is contained in the rock matrix and the fractures act as the highly permeable 

flow conduits.  These reservoirs are highly heterogeneous and have complex interactions 

between the matrix and fractures that can affect oil and gas production. 

Optimizing the recovery from fractured reservoirs has become increasingly important 

for reservoir engineers.  Reservoirs where the fracture permeability dominate generally 

produce less of the reserves than a conventional reservoir where the matrix permeability 

controls recovery.  This causes some difficulty in predicting how completions, water flood 

patterns and tertiary recovery processes will perform in these fractured reservoirs.  

Fractures can fundamentally alter reservoir permeability, connectivity and heterogeneity.  

Characterization of these fracture networks is a vital task in optimal reservoir management. 

Fractured reservoirs are usually classified based on how the fracture system enhances 

the reservoir productivity. A fracture classification was developed 1 which provides 

geologists and engineers with a fractured model standard. Nelson’s four types of fractured 

reservoirs classification are listed below. 

� Type I: Fractures provide the essential reservoir porosity and permeability. 

� Type II: Fractures provide the essential reservoir permeability. 
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� Type III: Fractures enhance permeability in an already producible reservoir. 

� Type IV: Fractures are barriers with no additional porosity or permeability. 

The first three types describe positive reservoir attributes of the fracture system. The fourth 

type describe fractures which create flow anisotropy and reservoir partitioning.  

This work focuses on fractured basement reservoirs.  These are defined as Type I where 

the faults and fractures provide the porosity and permeability.  Geologically, Type I 

reservoirs are granitic, basalt or other crystalline formations that have low permeability and 

porosity and do not contribute to oil recovery.  Essentially all of the oil within these 

basement reservoirs resides in the fault zones and fractures.  Since almost all of the oil 

resides in the fracture networks, a discrete fracture network (DFN) model is one of the best 

ways to characterize a basement type reservoir.  

 

4.2.2. Discrete Fracture Network Simulations 

Three common methods are used to model fractured reservoirs: single porosity models, 

dual porosity models and DFN models. Compared with the other two models, the DFN 

models the geometry of the fracture network explicitly and provides a realistic way of 

modeling fractured reservoir performance 2.  

Despite their numerical efficiency, dual porosity models have some drawbacks. These 

are limited to sugar cube representations of fractured media. Shape factors may 

oversimplify the representation of fluid flow when gravity and viscous effects are involved. 

A dual porosity model also assumes a dense, closely-connected fractured network and may 

not be very accurate when treating only a few fractures.  

Discrete fracture models are a useful alternative to the single porosity models. In a 

discrete fracture model, the dimensionality of fractures is reduced from n to (n-1) 3-4.  This 
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allows a fracture to be modeled as a planar feature with no thickness.  The thickness is 

input separately to create the storage pore volume.  This reduction greatly decreases the 

computational time. Compared to the continuum models, there are many advantages of the 

DFN model.  It accurately accounts for the heterogeneity and orientation of the fracture 

sets.  The performance of the method is not affected by very thin fractures where mesh 

effects may be problematic when accounting for fracture thickness.  DFN models can 

explicitly account for the effect of even a single fracture on fluid flow and there is no need 

to compute transfer functions. 

 

4.2.3. Fault and Fracture Characterization 

Basement reservoirs are often modeled using maps of faults imaged from seismic 

reflection information. Only large features are imaged and the reservoir is constructed 

using these trace maps. In discrete fracture network modeling, significant fractures and 

faults are represented as discrete features.  Smaller scale, or subseismic, fractures cannot 

be seen in the seismic reflection data.  The low frequency seismic waves result in limited 

detection and resolution scale.  During interpretation only large size faults in the basement 

reservoirs are observed. Smaller subseismic scale features cannot be represented in 

conventional deterministic modeling 5.  Their locations and characteristics can be inferred 

from image log interpretation, which are based on resistivity or acoustic methods.  Since 

the fractures, faults, breccias, and alteration zones have low resistivity values, wireline 

resistivity logs also should be a means of identifying fault zones and altered rock in 

basement reservoirs.  There are numerous well known fault studies that compare geologic 

logs of fault intersections with resistivity logs.   

Characterization of the petrophysical properties of fractured basement reservoirs is also 
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challenging. It has been reported that there are large variations in oil properties of offshore 

Vietnam basement reservoirs with depth varied from 1750 to 2440 m 6. Fracture porosity 

has also been quantified from well logs in fractured basement reservoirs and used to 

estimate permeability 7. Permeability is the most difficult parameter to assess in a reservoir 

and this is even more challenging in a basement reservoir.  Li et. al., 2004, reported a 

method to quantitatively evaluate a basement reservoir’s permeability based on image logs 

with the integration of other open-hole logs, mud gas data, drilling data, dynamic well 

testing and production logging data 8. 

 

4.2.4. Motivations 

Storage and production of oil from basement reservoirs depends on porosity, 

permeability, and capillary properties of the material in the faults and fractures.  This work 

addresses several questions related to the production characteristics of fractured basement 

reservoirs.  An attempt is made to determine the influence that subseismic feature 

permeability has on oil displacement and overall recovery by comparing different 

permeability ratios between the seismic and subseismic features.   This work seeks to 

identify how oil distributions in seismic/subseismic features affect recovery and water cut 

behavior. This is an important question in the recovery of oil from basement reservoirs.  

The distribution of oil in the seismic and subseismic features was varied in these 

simulations.  This study also qualitatively identifies how waterflood injection rate 

influences ultimate recovery and watercut. This is another important question that relates 

to the operational controls and reservoir management. 

This study systematically varies proportions of storage in the seismic and subseismic 

fault populations.  Its objective is to see whether or not the overall oil recoveries are 
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sensitive to the distribution of oil between subseismic and seismic faults.  The simulations 

also vary the permeability, porosity, capillary and wettability properties of the seismic and 

subseismic faults as an additional variable. 

The simulation work focused on how production rate affects oil recovery in a 

heterogeneous fault network.  Faults in granitic basements contain heterogeneities at 

several scales 9.  At a large scale, a basement reservoir has faults that range in thickness 

from a few centimeters to tens of meters with extents from a few tens of meters to several 

kilometers including the altered zone. Faults also contain a heterogeneous internal 

structure, where the flow may be concentrated in a relatively small portion of a fault’s 

thickness, and a major portion of the storage in the fault may lie outside the main flowing 

channels in brecciated or altered zones. 

The issue of heterogeneity at all scales lies at the heart of a production strategy for a 

fault-dominated basement reservoir.  The major portion of the ultimate recovery of the 

reservoir comes from secondary recovery, generally the displacement of oil by water due 

to reduced costs.  The water source may be either an aquifer or water that is injected for 

pressure support.  In either case, water moving in the flowing portions of the faults may 

bypass the oil that resides in the altered zone outside the high permeability vuggy and 

solution enhanced pathways. 

Two criteria are used to evaluate the effect of production rate on recoveries.  The first 

is whether a higher or a lower rate water injection will produce a higher ultimate recovery.  

The answer to this question lies in whether or not the lower rate cumulative oil production 

curve crosses the higher rate curve, in which case the lower rate produces the higher 

recovery over time.  The second aspect is the water cut.  High water cut reduces the 

economic efficiency of production since there are higher pumping costs per unit volume of 
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oil and there are increased costs for water handling.  A serious consideration for oil 

production from basement reservoirs is excess water production.  This reduces artificial lift 

efficiency and also causes fines migration formation damage in the oil zones 10. A detailed 

study of multiphase flow in basement reservoirs has not been reported. 

 

4.3. Model Development 

The numerical models described in this chapter simulate multiphase flow in simple 

heterogeneous fault networks.  These networks domininantly contain a set of more 

conductive vertical features that represent the seismic faults and intersecting less 

conductive features representing the subseismic fractures.  The simulations addressed the 

effect of pumping rate on ultimate recovery.  The simulations vary the pore volume and 

permeability contrasts of the seismic and subseismic faults. They also vary the wettability 

relationships and include horizontal conductors that allow water to surround oil-bearing 

volumes. 

The basic model has two parallel, vertical features that represent seismic faults [Figure 

4.1].  A set of 12 vertical subseismic faults lies between the two seismic faults; intersecting 

the seismic faults orthogonally.  This is the base case model.  A later variation on this 

model adds three horizontal faults at different depths between the seismic faults.  As a 

check on the effect of a more heterogeneous geometry, we also used a simple random 

network of fractures in a vertical slab region. 

Sandia Laboratory’s Cubit was utilized for all domain meshing. Uniform coarse mesh 

size was used for the seismic and subseismic features for all domains.  Triangular meshing 

is required in control volume finite element (CVFE) simulators for fault and fracture 

features where they are reduced dimensionally.  
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Figure 4.1: Simple model showing seismic and subseismic fractures with triangular 
meshing. 

�
�

Simulations were performed using Utah Finite Element Simulator (UFES) version 2.0, 

a CVFE simulator developed at the University of Utah.  This CVFE formulation has been  

validated and verified through indexing methods 11, a manufactured solution method 3-4, 

and core-scale verifications with fracture water level experiments 11-12. The flux-based 

upstream-weighting function in CVFE discretization formulation is good at handling 

rotatable permeability tensor which is critical for dimension reduction. This makes the 

direct accurate simulation of DFN modeled fractured basement reservoir possible.  The 

Black Oil module was used for all simulations, this assumes homogenous oil properties. 

The fluid properties used in multiphase simulations, including fluid viscosity, 

compressibility, density, and formation volume factor, have an important effect on the 

results.  The properties used in the simulations are listed in Table 4.1.  Linear relative  
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Table 4.1: Simulation properties which were held constant for all scenarios 

 

 

� 9 � 91:;<��'=>?@ ' @12AB��� � � � [4.1] 
�
�
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permeability curves are used as the base case 13.  Different capillary pressure curves were 

used throughout the simulations and were exaggerated in some cases to investigate the 

effect of these forces.  Initial water saturation is assumed to be nearly 100 percent. In this 

model, we assume that both seismic and subseismic features have constant porosity and 

thickness.  The vertical seismic fractures are 2906.8 ft (886 m) wide and 2906.8 ft (886 m) 

in height. The subseismic fractures are 328 ft (100 m) wide and 2906.8 ft (886 m) high.  

All models have a total pore volume of 3,000,802 ft3 to allow for one pore volume to be 

Fluid�Properties Water Oil

Density�(lbf/ft3) 62.4 52.9
Reference�pressure�(Pref)�[psi] 14.7 14.7

Formation�volume�factor�(Br)�[rb/stb] 1.00 1.17

Compressibility�CB�[psi
�1] 3.25E�06 1.0E�06

Viscosity�(�r)�[cp] 0.3 1.0

C��[psi
�1] 0.0 0.0

Initial�Conditions
Pressure�(P0)�[psi] 3300 3300
Saturation�(Sf) 0.001 0.999

Simulation�Properties

*�Pressure�related�reservoir�fluid�properties�are�calculated�using�equations�4.1�&�4.2
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displaced in a reasonable amount of time.  Constant injection and production rates were 

used throughout and adjusted using the values in Table 4.1.  Water was injected along the 

entire base of the vertical seismic features.  Production wells were placed along the top of 

the vertical seismic fractures.  No oil is produced directly from the subseismic fractures; it 

is expected that completions would be in the faults in practice. 

 

4.4. Results and Discussion 

4.4.1. Simple Model 

4.4.1.1. Base Case 

A base case was developed with parameters that are varied systematically [Table 4.2].  

The base case model had a permeability ratio of 100 to 1 between the seismic and 

subseismic fractures, respectively.  Twenty percent of the total pore volume was stored in 

the seismic fractures and 80 percent in the subseismic.  Straight line relative permeability 

curves were assigned to all fractures with no residual saturations.  Six injectors and 

producers are positioned at the corners and center of the seismic fractures along the top and 

bottom.  It is assumed for the base case that there is no capillary pressure in the fractures.   

 

4.4.1.2. Permeability Contrast 

Permeability contrast was modified to assess the effects on overall recovery in fractured 

reservoirs.  The permeability in the subseismic fractures was increased and decreased by 

two orders of magnitude to determine the effects on overall recovery.  The change in 

recovery rate after water breakthrough is dictated by the subseismic permeability.  Where 

the subseismic permeability is high the rate is high, whereas low subseismic permeability 

has an abrupt change in the recovery rate once the seismic features are swept of all oil.  For  
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Table 4.2: Property table for the simple model varied cases��

�

�

�
�
all scenarios this generated lower recovery at early times with greater water production 

between the high and low rate [Figure 4.2a].  Ultimately the overall recovery was the same 

for the low and high rate cases for all scenarios.  The recovery from the seismic fracture is 

relatively equivalent for the initial pore volumes injected.  However, there is variation in 

recovery rate after breakthrough relative to pore volumes injected based on subseismic 

fracture permeability [Figure 4.2b].  The water cut breakthrough for the three scenarios is 

dictated by the seismic fracture permeability [Figure 4.2c,d]. 
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Figure 4.2: Comparison of recoveries and watercut by varying permeability ratios for the 
simple model. (a) Fraction OOIP vs. time (b) Fraction OOIP vs. pore volumes injected 

(c) Watercut vs. time (d) Watercut vs. pore volumes injected. 
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4.4.1.3. Pore Volume Comparison 

A comparison was made by varying the storage ratios of OOIP within the seismic and 

subseismic features.  The ratios were adjusted while keeping the total pore volume equal 

to the base case.  The volumes were reduced for the seismic and increased for the 

subseismic fractures.  Overall, the higher the percentage of storage within the seismic�

fractures, the higher the overall recovery [Figure 4.3a].   Oil recovery is higher relative to 

pore volumes of water injected for all cases [Figure 4.3b].   Reducing the seismic feature 

pore volume reduces the time until water breakthrough, which indicates higher recovery 

at early time with the same ultimate recovery [Figure 4.3c].  The low rate cases all have 

higher water cut percentage relative to pore volumes injected for the pore volume storage 

comparison [Figure 4.3d].�

 

4.4.1.4. Wettability Comparison 

Wettability of the host rock could affect how oil is recovered from fractures.  A 

comparison is made using oil-wet and water-wet scenarios.  The base case is assumed to 

be oil wet.  One modified case is simulated with all features water wet and another is 

simulated with water wet properties in the seismic features and oil wet properties in the 

subseismic fractures.  The oil recovery rate in all three cases is dictated by the subseismic 

features, where oil recovery rates are equivalent until water breakthrough occurs [Figure 

4.4a].  The water wet case has higher oil recovery at the time of breakthrough, where more 

oil is recovered from the subseismic fractures on initial sweep due to their wettability.  The 

initial recovery is lower relative to pore volumes injected but overall recoveries are 

equivalent [Figure 4.4b].  The scenario with water-wet subseismic features has the most 

delayed water breakthrough, however, the case with oil-wet seismic combined with water-  
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�

Figure 4.3: Comparison of recoveries and watercut by varying pore volume storage ratios 
for the simple model. (a) Fraction OOIP vs. time (b) Fraction OOIP vs. pore volumes 

injected (c) Watercut vs. time (d) Watercut vs. pore volumes injected. 
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Figure 4.4: Comparison of recoveries and watercut by varying wettability for the simple 
model. (a) Fraction OOIP vs. time (b) Fraction OOIP vs. pore volumes injected (c) 

Watercut vs. time (d) Watercut vs. pore volumes injected. 
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wet subseismic have the lowest overall water cut [Figure 4.4c,d]. 
 
�
�

4.4.1.5. Capillary Pressure Comparison 

Capillary pressure was applied to subseismic fractures to determine how oil recovery 

would be affected.  Both low and high value threshold capillary pressure curves for the 

subseismic fractures were used for comparison to the base case.  Overall recovery is less 

in the model with capillary pressure where the high threshold capillary pressure has a 

significant effect on overall recovery [Figure 4.5a].  The effect of capillary pressure results 

in lower recovery initially, followed by higher recovery, with lower overall recovery 

relative to the base case.  The high threshold capillary pressure scenario always has 

significantly lower oil recovery initially than the other low rate cases.  Ultimately the other 

two cases achieve the same overall recovery as the high threshold capillary pressure 

scenario.  The time to water breakthrough is dictated by the threshold pressure.  The lower 

threshold pressure has little effect relative to the base case initially, however, the rate is 

affected after breakthrough occurs [Figure 4.5c,d]. 

�

4.4.1.6. Observations 

For this simple fracture system, where the properties of each of the fracture sets are 

homogeneous, some observations can be made.  There is significant impact on recovery by 

the permeability of the subseismic features. Lower subseismic permeabilities result in 

lower recoveries and quicker breakthroughs for the same injection rates.   

In reservoirs with significant vertical extent, the displacement of oil by water is gravity 

dominated due to the density differences between the fluids.  The relative magnitude of the 

gravity forces with respect to the viscous forces is defined by the dimensionless gravity �
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�

Figure 4.5: Comparison of recoveries and watercut by varying capillary pressure for the 
simple model. (a) Fraction OOIP vs. time (b) Fraction OOIP vs. pore volumes injected 

(c) Watercut vs. time (d) Watercut vs. pore volumes injected. 
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number, also known as the buoyancy number [Equation 4.3] 14-15. 

�
� .E � FGHIHJKLMNHO ����������������������������������������[4.3]�

�
�

�
where �� is the fluid density difference, g is the gravitational constant, k is permeability, 

� is porosity, � is viscosity of oil and � is fluid velocity. 

In general, as the gravity number increases the recovery in gravity dominated systems�

also increases.  This assumes that sufficient time is available for buoyancy forces to take 

effect.  As the system permeability decreases, so do the gravity number and the recovery 

decreases.  As the injection rate, and thus velocity, increases the gravity number is 

decreased.  The reduction of injection rate in these studies is not sufficient to significantly 

reduce the overall recoveries significantly. �

4.4.2. Horizontal Fracture Model 

In fractured systems it has been shown that gravitational pressure governs displacement 

when the block height is considerably larger than the capillary height 16.  Alternatively, 

capillary pressure governs displacement when the blocks heights are very small, which can 

be described by the dimensionless Bond number [Equation 4.4].  

�

.P � FGHIHQRS ������������������������������������������������[4.4]�

 

where �� is the density difference between the reservoir fluids, g is the gravitational 
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constant, L is the characteristic length and � is surface tension. 

Horizontal seismic fractures are added to the original domain to disrupt the continuous 

fluid column in the subseismic fractures.  Reducing the column height effectively reduces 

the characteristic length, therefore reducing the Bond number.  It is posited that if the water 

in the vertical seismic fractures moves past the horizontal seismic fractures at a high rate, 

the bypassed oil in the subseismic fractures would become trapped due to capillary forces.  

However, if the production rate of the reservoir is reduced then it may be possible that 

additional oil can be recovered from the subseismic fractures by increasing the gravity 

number relative to the Bond number.  

These simulations are modifications to the simple model that include high-conductivity 

horizontal seismic features [Figure 4.6].  There are two vertical seismic fractures, three 

horizontal seismic fractures, and 12 vertical subseismic fractures.  The subseismic fractures 

are orthogonal to the vertical seismic fractures.  There are six injection wells, three at the 

base of each vertical seismic fault, and six production wells, with three intersecting the top 

of the vertical seismic features.  Three high permeability horizontal fractures cut across the 

subseismic faults creating connections between the two seismic faults.  The horizontal 

seismic faults have the same properties as the vertical seismic faults.  

 

4.4.2.1. Base Case Comparison 

The base case horizontal fracture model had a permeability ratio of 100 to 1 between 

the seismic and subseismic fractures, respectively.  Twenty percent of the total pore volume 

was distributed in the seismic fractures, with 7 percent in the vertical and 13 percent in the 

horizontal, and 80 percent in the subseismic.  Straight line relative permeability curves 

were assigned to all fractures with no residual saturations.  Six injectors and producers are  
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Figure 4.6: Horizontal fracture model showing seismic and subseismic fractures with 
triangular meshing. 

�

positioned at the corners and center of the seismic fractures along the top and bottom.  It is 

assumed for the base case that there is a threshold capillary pressure in the subseismic 

fractures and no capillary pressure in the seismic fractures.  A summary table of the 

properties for all cases, with the geometry, flow, and reservoir properties, for the varied 

simulations is included [Table 4.3]. 

A comparison of the simple model and horizontal fracture model is made to determine 

the effects of the horizontal fractures without capillary pressure in the subseismic features 

[Figure 4.7a - d].  The total pore volume of the subseismic fractures between the two 

models is identical.  In order to accommodate the horizontal seismic fractures the vertical 

seismic pore volume in the horizontal fracture model was reduced to keep the total pore  
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Table 4.3: Property table for the horizontal fracture model varied cases. 
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Figure 4.7: Comparison of recoveries and watercut for the simple model and horizontal 
fracture base case models without capillary pressure in the subseismic features. (a) 

Fraction OOIP vs. time (b) Fraction OOIP vs. pore volumes injected (c) Watercut vs. 
time (d) Watercut vs. pore volumes injected. 
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volume equivalent between the two models.  The recoveries between the two scenarios is 

nearly equal, however, there is some delay in recoveries due to the lower storage in the 

vertical seismic fractures. 

When the two models are compared with capillary pressure in the subseismic fractures 

the results are quite different.  The overall recovery is lower for the horizontal fracture base 

case relative to the simple model base case with threshold capillary pressure [Figure 

4.8a,b].  Water breakthrough occurs sooner for the horizontal fracture case compared to 

the simple model base cases [Figure 4.8c,d]. 

As predicted, oil is trapped due to the capillary pressures below the horizontal seismic 

fractures for the high and low rate cases.  However, less oil is trapped in the high rate case 

where the viscous forces are able to overcome the trapping forces [Figure 4.9].  This 

phenomenon can be explained by the dimensionless capillary number [Equation 4.5], 

which is the ratio of viscous to capillary forces.  The threshold to overcome the capillary 

force is found between the high and low injection rates when Nc greater than 1. 

 

.T � MHOS ����������������������������������������������������[4.5]�

 
where � is the fluid viscosity, � is the fluid velocity and � is surface tension. 
 
�
�

4.4.2.2. Permeability Contrast 

The ratio of seismic permeability to subseismic fracture permeability was varied to 

determine whether additional recovery would occur in low rate cases.  Ratios of 1:1 and 

10000:1 were compared to the base case with a 100:1 ratio.  Higher recovery at early times 

occurs relative to the base case when the permeability of the subseismic fractures is highest.�
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Figure 4.8: Comparison of recoveries and watercut for the simple model and horizontal 
fracture base case models with capillary pressure in the subseismic features. (a) Fraction 

OOIP vs. time (b) Fraction OOIP vs. pore volumes injected (c) Watercut vs. time (d) 
Watercut vs. pore volumes injected. 
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Figure 4.9: Visualization of the recovered oil and water saturations in the horizontal 
fracture model for the high and low rate base cases after equivalent pore volumes (10 PV) 

and times (140 years). 

�
�
There is significant bypass trapping when the seismic fractures have a permeability five 

orders of magnitude greater than the subseismic ones. The initial gradient in the recovery 

plot is controlled by the seismic fracture permeability up to approximately 0.32 fraction 

OOIP [Figure 4.10a].  For all scenarios this generated lower recovery at early times with�

greater water production between the high and low rate.  The low rate injection rate 

recovers less oil for all cases relative to the high rate due to the higher viscous forces. 

[Figure 4.10b].  The watercut rate after breakthrough for the low rate cases appears to be 

controlled by the subseismic permeability, where the initial breakthrough time is the same 

for the 10000:1 and 100:1 but the rate after breakthrough is different. [Figure 4.10c,d].  The 

1:1 permeability ratio case has a delayed watercut as the subseismic fractures are flushed 

at the same rate as the seismic, which also leads to 99 percent watercut at an earlier time 

as well.�
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Figure 4.10: Comparison of recoveries and watercut by varying permeability ratios for 
the horizontal fracture model. (a) Fraction OOIP vs. time (b) Fraction OOIP vs. pore 

volumes injected (c) Watercut vs. time (d) Watercut vs. pore volumes injected. 

�
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4.4.2.3. Pore Volume Comparison 

Similar to the simple mode the ratio of pore volumes between seismic and subseismic 

are decreased to analyze the differences in overall recovery with respect to time.  The 

seismic pore volume is reduced to 5 percent and 1 percent and compared to the base case 

of 20 percent.  A threshold capillary pressure is applied to the subseismic fractures in all 

cases.  The total recovery overall decreases as seismic fracture storage is reduced [Figure 

4.11a,b].  The high and low cases for each ratio move toward the same ultimate recovery 

as the storage volume of the seismic fractures is reduced.  Overall the watercuts are similar 

between the scenarios, however, the low rate has considerably less water production than 

the high rate cases [Figure 4.11c,d]. 

 

4.4.2.4. Wettability Comparison 

For the horizontal fracture model a comparison is made using oil-wet and water-wet 

relative permeability curves [Figure 4.12a - d].  Similar to the simple model the base case 

is assumed to be oil wet.  Modified cases with all fractures water wet, as well as a case 

where seismic features are water wet and subseismic fractures are considered oil wet are 

investigated.  The wettability in the horizontal fracture model does not have any 

considerable differences compared to the simple model other than reduced recoveries due 

to capillary trapping. 

 

4.4.2.5. Capillary Pressure Comparison 

An investigation of the magnitude of subseismic capillary pressure was undertaken.  In 

addition to the base case, a scenario with an order of magnitude higher threshold pressure, 

as well as a case with no capillary pressure were compared.  The case with no capillary  
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Figure 4.11: Comparison of recoveries and watercut by varying pore volume storage 
ratios for the horizontal fracture model. (a) Fraction OOIP vs. time (b) Fraction OOIP vs. 

pore volumes injected (c) Watercut vs. time (d) Watercut vs. pore volumes injected. 
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Figure 4.12: Comparison of recoveries and watercut by varying wettability for the 
horizontal fracture model. (a) Fraction OOIP vs. time (b) Fraction OOIP vs. pore volumes 

injected (c) Watercut vs. time (d) Watercut vs. pore volumes injected. 
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pressure achieves nearly equal overall recoveries [Figure 4.13a,b].  For the high capillary 

pressure case, the overall recoveries were also equal but reached the maximum recovery at 

a much earlier time.  The capillary pressure in the subseismic fractures leads to earlier 

water breakthroughs and the overall watercut is controlled by the magnitude of the capillary 

pressure [Figure 4.13c,d]. 

 

4.4.2.6. Observations 

As expected trapping occurs below the horizontal fractures at different amounts 

depending on the simulated parameters.  Nearly all simulations reach a steady state or upper 

limit recovery amount that is only produced at very limited increments.  It is possible to 

explain the recoveries, or the ability of the higher rate to producer higher oil volumes, using 

the dimensionless capillary equation. 

 

4.5.  Rate Dependent Relative Permeability Comparison 

This comparison investigates the effect of rate-dependent relative permeabilities, where 

the high rate case curves are different than the low rate case [Figure 4.14].  It is 

hypothesized that the higher production rate will alter the relative permeability system.  It 

is well known that flow structures can occur in flow where there is large density and 

viscosity contrasts, such as gas-water systems.  These results show that if there is indeed a 

rate dependence on relative permeability and the end point that lower recovery will have a 

higher ultimate recovery [Figure 4.15].  These cases are the same as the capillary pressure 

cases (3HPC2H/L) with the exception that the high rate does not use the linear relative 

permeability curves.  The first case (3HRP1H) has the modified relative permeability in 

only the seismically identified fractures, whereas the second case (3HRP2H) is only in the  
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Figure 4.13: Comparison of recoveries and watercut by varying capillary pressure for the 
horizontal fracture model. (a) Fraction OOIP vs. time (b) Fraction OOIP vs. pore volumes 

injected (c) Watercut vs. time (d) Watercut vs. pore volumes injected. 

�
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Figure 4.14:  Rate-dependent relative permeability curves. 

�
�
subseismically identified fractures.  The third case (3HRP3H) has the modified relative 

permeability curves applied to both seismic and subseismically identified fractures.  Not 

only is there higher recovery for the low rate case in all instances but there is also a 

crossover in the curves dependent on which fracture sets have the rate dependent relative 

permeability.  Further work must be performed to understand if these mechanisms are 

possible in nature.  These simplified models cannot capture the interaction between fault 

breccia, fault core and subseismic fractures where these rate effects will likely occur.  A 

micromodel of the fracture network has been developed, where the recovery mechanism in 

these more complex models can be visualized.  

 

4.6. Conclusions 

A set of simple multiphase DFN models simulate production and watercut for seismic 

and subseismic faults and fractures.  The simulations use a range of parameter variations 

including permeability ratio, capillary pressure, and relative permeability.  The major 

portion of storage was assigned to subseismic faults. 
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Figure 4.15: Comparison of recoveries and watercut with rate dependent relative 
permeabilities for the horizontal fracture model. (a) Fraction OOIP vs. time (b) Fraction 

OOIP vs. pore volumes injected (c) Watercut vs. time (d) Watercut vs. pore volumes 
injected. 
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The main objective of the simulations was the determination of conditions where 

lower production rate would result in higher ultimate recovery.  This result did not appear 

in any of the simulations.  The simulations were very consistent in showing that higher 

rates do not produce lower cumulative volumes over time than using lower rates as 

determined by crossovers of the low rate to the high rate cumulative production plots.  

We expect that this will not occur unless we use rate dependent multiphase properties, 

which may be difficult to rationalize.  Although higher production rates appear to result 

in higher cumulative production, the higher rate has a cost in earlier water breakthrough 

and achieving the ultimate production with high water cuts that carry their own penalties 

in production cost and water handling. 

The simulations used several ranges of permeability contrast.  Stochastic fracture 

networks with preferred pathways produce strong breakthrough and delayed production 

from lower permeability faults.  The simpler models with seismic and subseismic faults 

showed that porous but low-permeability portions of the basement reservoir, whether 

subseismic faults or lower conductivity portions of seismic faults, have delayed yields that 

continue to produce oil after water breakthrough, but with the penalty, again, of high water 

cuts. 
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