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ABSTRACT

This dissertation discusses various transmission line forward modstimgques
in both time and frequency domains. Although time domain methods offer simplicity in
most cases, the computational inefficiency and lack of fidelity make thetbeds less
attractive. Therefore, the more efficient frequency domain technique is ergzhasi
modified transmission matrix (also known as ABCD) method.

One of the most difficult problems in electrical wire fault location nowsada
detecting and locating frayed wiring, where the wire is only partikdiypaged. This type
of fault can be very small and extremely difficult to detect. Most invessitbemes used
to locate faults require forward models that accurately represenedatgfilections.
Resolving these very small faults requires an especially accuratfomodel where
not only the fault but also all the other very small changes caused by normé#s aspec
the wiring system are included.

A very high resolution Finite Difference Time Domain (FDTD) method can be
used to simulate this type of fault and details of the surrounding wiring system w
enough fidelity to distinguish the small fault. However, this is very costlyrnmstef
computational resources. This dissertation demonstrates a quick way of binédfrayt
profile that significantly reduces the simulation time.

Finally, the ultimate goal of the highly realistic forward modelsthe inversion,

in which a set of measured data is given and the inversion algorithm irgehmet



location and the nature of fault on the wire. Multiple iterations are typically required, and
thus, high efficiency is necessary. A new method introduced in this dissertation is

capable of identifying multiple unknown parameters in just a few steps.
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CHAPTER 1

INTRODUCTION

1.1 Background

Electrical wires are to instruments and equipment as the nerves andrgdms a
human body. Signals, commands and power are delivered to their destinatibeseia t
wires. In critical applications, such as spacecraft or aircraftyfaules can cause total
loss of investment, catastrophic damage to the equipment, injuries and loss of human
lives. Many of these tragedies could be preventable if we understand what tige wirin
system is telling us. The system constantly signals us where the prabéerbat not in
ordinary human language. In the past, these messages have been overlookeds since i
too costly either in time or money or simply just too difficult to understand, thetil
catastrophe happens.

Studies indicate that the crashes of both TWA 800 off New York’s Long Island
in 1996 and Swissair 111 near Nova Scotia in 1998 were strongly correlated totthe faul
wiring systems onboard [1]. With an average age of more than 22 years [2], the United
States Air Force fleet is suffering from readiness problems. Marmecfitcraft and
spacecraft have served well beyond the age they were designedtitdr jssypically 15
to 20 years. The virtually invisible wire faults make these aged work hones to

disasters. Although wire faults are found more frequently in aging#jroewer
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designs are not immune to wiring problems. Airbus’s flagship A380, for example, had to

delay its delivery schedule due to wiring problems [3] and the price tag fontiaggnce
was six billion dollars [4]. Fortunately the problem was discovered befdirgghite
market. In May of 1986, a NASA Delta 3925 rocket booster carrying a GOES
(Geostationary Operational Environmental Satellite) weather saffallied due to a
momentary short caused by a chafed wire. An Air Force Titan 4B broke up when a shor
circuit occurred, and 13 years earlier, the failure of another Deltalgs@slue to a chafed
wire that caused short circuits [5]. Numerous incidents like these have hagpehe
billions of dollars have been wasted. It was not until the TWA tragedy in 199¢hat
government and industry started seriously looking for solutions to this problem.
The wiring fault is an old problem, one that needs new solutions.

Hard faults, in which the wire is short circuited or completely break ,sqnart
relative easy to detect and locate. The impedance (either near zero lugigig
beyond the tolerance of the system. Capacitance sensing or various types of
reflectometry can locate this type of fault quite precisely. For snfalllts; however,
the change in characteristic impedance is often not measurable eaadytiomally, wire
fault troubleshooting relies on experienced technicians to inspect the suspexted are
visually. In addition to the inability of inspecting hidden spots, physically lsiearc
through bundles of already bridled wires on an aged aircraft can often cause esen mor
unintended damages. That is on top of the cost of grounding the aircraft. Therefore,
newer methods are needed to mitigate these problems.

Reflectometry has become a popular technology that provides effective and

reliable results if properly understood. The measured results are ofteulditfic



3
interpret, and computational algorithms are often required to interpret thisreEBukse

algorithms need two types of simulation. Forward modeling is used to sinhdate t
transmission line and predict the outcome of the reflectometry response. Inverse
modeling takes these forward simulations, often runs with many different giaram
compares them in some way to the measured data, and determines the most likely
forward model that matches the measured data, thus determining the wirerg apsk
location and severity of the wiring fault.

Time domain transmission line modeling has been one of the main techniques for
the existing forward simulation methods. The simplicity of programmingemmany of
the simple transmission line simulations possible. However, the demand of
computational resources makes these methods less valuable in more conmalegsce
and inverse simulations. This is especially true for those algorithms tihéesize the
result with three-dimensional models (i.e., some types of FDTD simulations)
Additionally, existing methods are often inflexible and need much reprogramming for
different configurations. A more efficient simulation method in time domainadet
This dissertation introduces a new time domain method that does the reconfiguration
processes graphically and with very little reprogramming.

In addition to its inefficiency, pure time domain methods are difficult to use to
model nonlinear behavior and frequency dependent parameters such as céiaracteri
impedances and complex propagation constants. Most of the time domain simulation
methods idealize these parameters in order to simplify the process. Thécsitig
often loses the fidelity that is critically needed in more realistic tsod® work around

to this problem is to simulate the transmission line in the time domain, trantfer
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result from time domain to frequency domain in order to apply frequency domain

parameters and then convert it back to time domain. Although this can be veryeingffic
it is probably one of the better solutions available. The drawback is that therfegqu
domain process is typically a blanket solution in which the algorithm applies to itee ent
transmission line system. In the real word, the transmission line systenasely

identical in every section. Therefore, this method also has its limitations

In order to solve these problems, this dissertation demonstrates several nrethods
the frequency domain that do not require back and forth time/frequency domain
conversions. Instead, they simulate the transmission lines directly iretheficy
domain. The ABCD method in particular, can simulate realistic results wittomds
and each section can have its own frequency properties. The simulation time of this
method is independent of the wire length, since it is an analytical solution. Therefor
does not have the common numerical method problems, in which the simulation time can
grow linearly or even exponentially with the length and complexity of timsrnmession
line.

Most of results in this dissertation will be demonstrated with time domain
reflectometer (TDR). This is the primary tool that our sponsors (BoeinghGdNASA)
use, and it provides a recognizable baseline for anyone working in reflégtome
However, the application is not limited to TDR. It works for STDR, SSTDRu®)@|
other types of reflectometry, as well.

Finally, one of the most difficult tasks is the inversion, in which we need to
interpret a set of given or measured data into a possible configuration dr &fael

approach is to compare the data against a library of data from known models. To
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generate this library, a common approach is to measure all the interesteddaarios.

This is very commonly used in the military radar industry, in which the modehiag mr
even real airplane is constantly being measured, and the signatures @edracal

stored in a huge library for target recognition. Given enough data gatheredrragfatte
an object may be revealed. Even with abundant financial and technical resources, the
military radar industry often has to rely on some type of simulation to assike

building of the library. Thus, radar target generators (RTG) are frdywesetd to

simulate reflected radar signals for calibration and training purposesisBmsilar to

what could be required for wire fault location. However, the faults on a transmis&on li
do not have a fixed size, shape or location, and every wiring system is different.
Therefore, creating such an inclusive library by measurement is ma@dgsible. In

order to identify the nature of a fault on a transmission line, an efficient alntice

forward method is needed, and a systematic inversion algorithm is also required.

1.2 Overview

The objective of this dissertation is to develop forward simulations and inversion
algorithms to locate small faults in electrical wiring systemss Téquired efficient
forward simulations of high fidelity, and very accurate inversion algorithreseral
novel methods were developed and compared, and the best combination of methods was
selected.

Chapter 2 reviews and discusses various existing forward modeling techniques.
These techniques are categorized into three generations. The firstigan@ethods

can be represented by the bounce/lattice diagram and the Bergeron method [7]. These
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methods typically provide quick estimations where accuracy is not required. réhey a

also used in textbooks frequently due to their intuitivism.

The second generation methods rely on numerical techniques and are mostly
accomplished in the time domain. These methods trace the waveform propagation
numerically. FDTD and Generalized Bounce Diagram (GBD) [8], [9] dem afsed to
model simple transmission lines.

The third generation method is led by the well-known microwave technique, the
scattering parameters, or S-parameters. Various high profile gidig@l0] - [13] have
used this method as the foundation for solving transmission line or geophysical forward
problems.

Chapter 3 discusses the problems of the existing methods. Additionally, this
dissertation demonstrates a few techniques that can mitigate some @rtidems.

Signal flow diagram (SFG) and the extended signal flow diagrafa@:8re introduced

to provide a systematic way of solving cascading transmission line modelingmsobl
With proper configurations, using these methods can be as easy as building Lego®
blocks. Thus, the simplicity makes this technique very attractive for those whamneed t
analyze transmission lines in the field.

Most of the second generation methods are capable of producing decent results;
however, are not sufficient for small fault inversion purposes. Additionally, tleel sfe
these numerical methods is often too slow for real world applications. Therefore, the
third generation methods are introduced to mitigate the problems. The ABCD maramet
method [14] , [15] is discussed in this chapter. It is capable of modeling frequency

dependent parameters and components such as characteristic such asistiaracte
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impedances, complex propagation constants and reactive loads. Furthermore, this

method is very computationally efficient and suitable for inversion purposes.

Chapter 4 introduces a quick way of estimating chafe profiles using eanain
software packages [16]. CST’s Microwave Studio was chosen due to its capbility
simulating three-dimensional bodies. Like most of the similar 3D products, CST
Microwave Studio does a great job simulating the electromagnetic modedsiftaus
from slow performance and heavy computational resource requirements. We @vercom
this limitation by interpolating only a few simulated results, so the profiteabfafe can
be quickly formed. This fault profile can further be represented with an @ahlyt
equation using curve fitting method. Thus, the nature of the fault can be determaed by
simple search on the profile. The fault signatures and probing techniquesoare al
discussed.

Chapter 5 demonstrates a few different approaches for inversion, all of wlgich re
heavily on the forward method. For simple structures, the analytical inversersaias
derived and can be applied. However, this method often fails on many of the real world
situations, such as multisection configurations or noisy environments. The second
inversion approach utilizes scanning algorithms that can often find the fault,tbat at
cost of computational time. For complex structures, this method can be extremely
inefficient. An iterative inversion method [17], [18] is introduced as the tipipdoach.

With the assistance of realistic forward model and optimization technitpgesyerse
result can be determined with only a few iteration steps.
Chapter 6 summarizes this dissertation and comments on possible future research

effort, and hence to improve the capability and performance of transmission line
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modeling. The major technical contributions of this dissertation are the developime

highly efficient forward models with sufficient fidelity to model smalgduency
dependent faults, and the development of associated inverse models to determine the
location of small faults in wiring systems. These methods are signifnpnbvements
over previously available methods, and can provided far better resolution for artall fa
than ever before. However, they are still limited by the basic syatilthe wiring

system. If a fault signature and the signature of normal variation on thé&wa¢o
moisture, vibration, etc.), these two may not be distinguishable. Hence, if tha sg/ste
set with sufficiently low tolerance to locate the fault, it will also euffom false

positives caused by the ordinary changes. This limits the faults that can beddloskt

above the noise margin of the system.



CHAPTER 2

WIRE FAULT LOCATION TECHNIQUES

2.1 Overview

The objective of this dissertation is to develop forward simulation models and
inversion algorithms to locate small faults in electrical wiringesys. This requires
efficient forward simulations of high fidelity, and very accurate inversigorghms.

This chapter reviews the methods that have previously been used, and ways in which they
may be modified for our application.

Numerous transmission modeling techniques have been used. In general, these
techniques can be categorized into three different approaches. The firatigane
modeling techniques utilize graphical approaches to trace the wave propagdiese
methods are able to perform quick estimation graphically with littleitrgy Therefore,
they are presented in many of the textbooks to teach students and engineeligraddout s
propagation in wiring systems. However, the capabilities of these gaaptethods are
limited to very simple cases. Additionally, the idealized wave propagaticeiyg ra
provide sufficient fidelity to match real world measurement results tvé level of detail
needed to locate small faults.

The second generation techniques enhance the wave tracing capabilities by

logically dividing the transmission lines into a number of small sectionsds. gwith
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the assistance of modern computing power, these methods can model much more

complicated fault scenarios such as multisections and branched networks. One of the
biggest drawbacks for these methods is inefficiency. Since the wérésvated into

many small subsections, increasing resolution to model small faultssasrdee
computational burden substantially and slows the process dramaticallys €becially
serious for long wires with very small faults where high resolution is neediedther

problem for these second generation methods is that the modeling is often peiforme
time domain, so many of the frequency dependent parameters are not properly
represented. Although time domain methods have frequently been used forismulat
purposes [19] - [21], these methods are rarely used for inversion purposes, in which high
fidelity and high efficiency are both needed.

The third generation modeling methods are generally performed in the frgquenc
domain. The result may be later transformed back into the time domain. I&nce t
modeling is performed in the frequency domain, the frequency dependent passarete
taken into account. Without having to divide the wires into many small sections or
meshes, the resolution has less impact on the overall efficiency of the méthmefore,
the third generation methods are typically much more efficient and the resulésmuch
closer to the detailed measurement data.

The three generations of the forward modeling methods are discussed in this
chapter. Table 2.1 summarizes the various techniques that are applied to these

forwarding modeling methods.



11
Table 2.1 Forward Modeling Techniques

Forward Modeling Techniques
Generation Method Applied Techniques
Firg Bounce/Lattice Diagram Graphical
Bergeron Diagram Method Graphical
Finite Difference Time Domain
(FDTD) Discrete, Time Domain
Generalized Bounce Diagram (GBD Discrete, Time Domain
Second Analytical & Graphical in Time
Signal Flow Graph (SFG) Domain
Analytical & Graphical in Time
Extended SFG Domain
Third S-Parameters Discrete, Frequency Domain
ABCD Parameters Discrete, Frequency Domain

2.2 Transmission Line Basics

The main difference between circuit theory and transmission line theory is the
electrical length, in which the physical length of the medium is expressed renom
wavelengths. When the physical length of a medium is much smaller thaedtrieal
wavelength, the transmission line effects may be ignored. However, oncentlle sig
frequency increases or the wavelength shortens, the transmission line redkst to be
accounted for. In general, when the ratio of physical length to the waveleggtiatsr
than 0.01 [22], the transmission line effect cannot be ignored.

Most of the common transmission lines operate in Transverse ElectroMagnetic
(TEM) mode, where the electric field and the magnetic field are traes\a@rs
perpendicular, to the direction of wave propagation. There are transmissiondaieass
hollow waveguides and optical fibers that operate in higher order modes; however, they

are beyond the scope of this dissertation.
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A TEM transmission line can be represented with the lumped element circuit

model [22] as shown in Figure 2.1, whdRé is the combined resistance per unit length
(Az), L' is the combined inductance per unit leng®i,is the combined conductance

per unit length andC' is the combined capacitance per unit length. These basic elements
are often called the transmission line parameters and the equivalent circdiboitide

using these basic parameters are called lumped element circuit.

The complex propagation constgnd of a transmission line is defined as (2-1),
where real parf{«) is the attenuation constant with the unit of Neper/m and imaginary
part (4) is the phase constant with the unit of rad/m. The characteristic impedayce

is defined as (2-2).

y=\J(R+joL) G+ joC)=a+jp (2-1)

mwmr
zZ = =22 2-2
° \G%+ joC' (2-2)

At very high frequencies, where dominates, or lossless conditions, wh&'e

andG' can be neglected, (2-2) can be simplified to (2-3).

R'AZ L'AZ R'AZ L'AZ R'AZ L'AZ R'AZ L'AZ
AN
1 g__L é 1 g__l_
G'AZ C'AZ G'AZ C'AZ G'AZ C'AZ G'AZ C'AZ
gj' T T T
” Az >t ~z i< A i< Az >

Figure 2.1 Transmission line lumped element circuit model.
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Z,=|— (2-3)

Unlike steady state, the transient response of an electrical signalamsmigsion
line bounces back and forth between the sending and receiving ends. If there is an
impedance mismatch on the transmission line, a portion of the energy transmith throug
and the rest reflects back off the impedance mismatch. Thus, multipleioefeatcur
and the wave propagates in different directions simultaneously. Unless thencgseda
of the signal source, the transmission line, and the load are all perfeathyeahathe
transitional signal bouncing behavior is inevitable. It is this transient wettaait brings
back the information on the wire health condition to where the test source is. Although
this transient behavior can be observed using either current or voltage sigreds/puls
most applications use voltage since it is easier to measure and interpretoré€here
reflectometry is also often referred to as voltage reflectometry.

Figure 2.2 shows an incidental signal propagating along a transmission hne wit
the characteristic impedance qfahd a load with characteristic impedance af Zhe
magnitude of the signal that is being reflected and transmitted can blatsdovith the
voltage reflection coefficientl() and voltage transmission coefficiefit), which are
defined in (2—4) and (2-5).

The main task of reflectometry is to track the propagation of the waves as they
bounce back and forth on the transmission line. Without a proper method, this task can
be tedious and yet complex on a multisection configuration. The next section of this

dissertation introduces various forward modeling techniques.
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Incidental Siznal > >

Zo ? Load

Transmission Line

Figure 2.2 Reflection coefficient and transmissioefficient on a transmission line with
load

Z -7
1—*= L 0 _
Z +7Z, (2-4)
T=1+T (2-5)

2.3 Time Domain Reflectometer

A typical TDR includes two essential elementsigaal generator and a high
speed data sampler. The type of signal generaagrnary depending on the
manufacturers. 3M Advanced System Tester - 900#®E&xample, uses pulses with
various widths as the signal source. Campbellrfiifie TDR100 as shown in Figure 2.3,
on the other hand, utilizes a sharp rising steptfan as its signal source. For simplicity,
this dissertation has chosen TDR100 as the pri@guypment for the data measurement.
A typical TDR internal circuit is displayed in kigg 2.4 [23]. A step signal
source with 5@ impedance is connected to a high speed data samighet MQ
impedance in parallel. Since the IMdata sampler has much higher impedance than the
50Q source impedance, it is essentially an open tasitiral source and the load effect

can be ignored. The equivalent circuit is dispthyeFigure 2.5.
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SCIENTIFIC, INC. 0
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C1 DATA
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C3 ENABLE

MOO@PEOENDNEBN=O
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Data
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Ste Wire under test
P LOAD
Generator Zo 7 )

Vs Zs

Figure 2.4 A typical TDR circuit with a load (Zat the end of wire under testp]Z The
data sampler with 1i® impedance acts like an open to the step generator.

Figure 2.5 The equivalent circuit of the TDR witlrevunder test (g and load
impedance of £
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2.4 First Generation Forward Methods

2.4.1 Bounce/Lattice Diagram
The bounce diagram, also known as the lattice dragprovides a systematic
way of tracing the wave propagation on a transimiskne in a graphical manner. This
methodology is called the bounce diagram sincepitasents the electromagnetic waves
that bounce back and forth at the impedance disaaties of the transmission line.
Figure 2.6 shows the typical voltage bounce diagiZhthat represents the transient

voltage at a quartet ( 4) of the total wire length with an incidental vajtasignal of/".

Zs

Source

I A

Figure 2.6 An example of a single section bounagrdm at lengthL :lz
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Both voltage and current of the electromagneticeaMaaunces off the

discontinuities, but we are more interested invibléage since it is easier to measure.

There is a voltage reflection coefficient at eant ef the transmission ling; at the
source and"_at the load. The source and load reflection coeffits can be calculated
as (2—-6) and (2-7), whet&, represents the transmission line characteristiedapce,
Z;denotes the source characteristic impedanceZamlithe characteristic impedance of

the load. The zigzag segments represent the érangiltages ak / 4 on the
transmission line, in which the amplitudes of tistages change by a factor of the
reflection coefficient at either end of the transsion line. The vertical axis of the
voltage bounce diagram is the time it takes todirawvith a normalized unit of period (T).
T shows the time it takes the signal to propagate fone end of the transmission line to

the other.

Z.-Z

r.=—_=0 2—

S Z+Z, (2-6)
Z -7

1—* — L 0 _

b7, +2, (2=7)

At the point of interest on the transmission limethis example, a quarter of the total
length, draw a vertical line from the point of irést on the transmission line to the
bounce diagram and sum up all the transient vadt#ga intersect with the vertical

dashed line in Figure 2.6. This way the total $rant voltage response can be obtained.
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Consider sending a sharp rising step voltage sdmah the line, the result of

time domain wave propagation observed Al can be displayed in Figure 2.7. This step
function response is the signal that would be nrealswith so-called time domain
reflectometry (TDR).

This graphical representation of wave tracking roétis very intuitive and it is
often used in textbooks. However, most of the tozakapplications are much more
complicated than just a single section of wirestéad, it can be many cascaded sections
or networks. Tracking the wave in these configorest with bounce diagrams may be

possible, but is a daunting task. Thus, the sirhplence diagram method is rarely used

in real world problems.

(@)=V"

(o)=@+T VT

(©)=1+T +T L VT

(d)=(1+T +T gl +Tgl 2Vt

(@) =(+T +T [ +T [ 2+T T 2VvT

(d) (e)

ﬂl (c) ——
vt (a)
T moar 15T 17T >
4 4 4 4 4

Figure 2.7 TDR response kf 4 using the simple bounce diagram method
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2.4.2 The Bergeron Diagram Method

In a system where the load is not linear, thatis relationship between the
current and voltage at the source or load is negli, the simple bounce diagram method
no longer works since it uses the superpositiorhoteilogy to track the wave
propagation.

The Bergeron diagram method [7] is another graples of tracking the wave
propagations. Figure 2.8 shows a single sectamstnission line terminated with a load
(Z.). Att=0, the switch closes and the voltage selix) with an internal impedance
(Zs) induces a voltage signal down the transmissioa li

The Bergeron diagram method starts with the stestalg ( = «), and thus the
characteristics of the transmission line can berigt temporarily and circuit theory can
be used. The next step is to derive the recelwad) input characteristic or the load line

equation, which is displayed as (2-8).

Vg =igZ, (2-8)
i_,-_'.' Ig
7. o >
t=0
+ +
A Va Zy.T Ve 7,

Figure 2.8 A step voltage source is induced tosthgle section transmission line with a
load of 4.
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The load line slope of (2-8) is Z Similarly, the characteristic of the output of

the driver (source) can be written as (2—-9) wisthope of —4.

Va=Vs—inZs (2-9)

The next step is to plot the lines derived in (2a:8) (2—9) on a voltage-current
diagram as shown in Figure 2.9. Since the slog@-e8) and (2-9) are different in
polarity, the two lines will intersect at a point @/hent — «  a steady-steady condition
is reached. Thus, the voltages at A and B aredh® as the source\Likewise, the

current at the source is the same as at A, B anbtb#tdl (£). Therefore, the intersection

point of Q is called the quiescent point.

driver  receiver
Vgp------- Q (Quiescent Point)
B slope=-Z
o
E slope=2Z, Vv iy
= : = Vg —I
> VB — IBZL A S ATS
| (Current)

Figure 2.9 The driver output characteristic equat{v, =V, -i,Z.), receiver input

characteristic equationv( =i Z, ), quiescent point intersection (Q) under steadjest
condition
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By starting at (V,I) = (0,0), plotting the wave pagation in a fashion of,.Z

and —2%in slopes, a zig-zag Bergeron Diagram is devel@seshown in Figure 2.10.

To find the transient voltage response at the (@a§l we can extend the intersections
between the zig-zag pattern angl 46ing (2—8). The TDR response at the load is
demonstrated in Figure 2.10. Similarly, the TDBp@nse at the source can be found by
extending the intersections between the zig-zagpaand X with (2-9). The result is
displayed in Figure 2.11.

For transmission line configurations that are nadr, the simple bounce
diagram typically fails. However, with the Bergerdiagram method, the process is
similar to what have been described, except tlealithiting lines are curved rather than
straight. One can simply plot the nonlinear reeeand driver equations to replace (2-8)
and (2-9). The rest of the steps remain the samemonstrated. An example of
nonlinear load transmission line analysis usingBasgeron’s diagram method is

displayed in Figure 2.12.
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Figure 2.10 Transient voltage at the load) (@sing the Bergeron diagram method
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Va=Vs—iaZs v
VAL (W74 A
WT) e~
] AN i
L e
2
> = (] S N —
t<0 cureny 1234567891011
ting(z)

Figure 2.12 Transient voltage at the sourgg {4th nonlinear load (& using the

Bergeron diagram method.
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2.5 Second Generation Forward Methods

First generation forward methods trace the propagatf idealized waveforms
graphically. These methods provide conceptuallteand intuitive steps in general;
however, the waveforms are rather idealized. Treya good approximation to real
world situations, but are not sufficiently detaikedprovide the forward solutions for
locating small faults. Additionally, for more cofigated transmission line configuration
(e.g., multiple sections), these first generatgnahical) forward methods become
impossibly cumbersome to solve. Therefore, sonthebetter solutions have been
developed. This section describes the next gaoerat methods for predicting

reflectometry responses of wires and wiring systems

2.5.1 Finite Difference Time Domain (FDTD)

The finite difference time domain method has bess af the most popular
techniques for computational electrodynamics madeliThe FDTD concept was first
introduced by Kane Yee in 1966 [24], but it was wately used until the 1990s due to
the extensive computational resources requireds mkthod solves Maxwell's equations
in the time domain by converting the differentigliations to difference equations and
iteratively resolving these difference equations.

One-dimensional (1D) FDTD can be used to solvemoplem that is uniform in
two dimensions and the wave propagates in the thimgnsion. This applies to
many/most wiring simulations. Assume a TEM wavepaigates in x-direction, the

electric field is z-polarized and the magneticdie y-polarized as shown in Figure 2.13.
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A E-Field

>y

H-Field

X propagation
Figure 2.13 Electric and magnetic fields propaggin the x-direction in TEM mode

Maxwell’'s equations in differential form shown i210) and (2—-11) govern the
time varying electromagnetic fields in free spaBguation (2—10) is also known as
Ampere’s law, and (2—-11) is Faraday’s law [22].

When Maxwell’s differential equations (2—-10) andg-12) are examined, it can be
seen that the change in the E-field in time (d¢irred causes the change of the H-field
across the space (curl). On the other hand, thegehin H-field in time causes the
change of E-field across the space. If only omeedision is considered, equations (2—-10)

and (2-11) can be written as (2-12) and (2—-13).

vxH =P _E (2-10)
a S
vxE=_B__,H (2-11)

. a
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A 4 &
OE o . oH
E_vxH=|2 0 o0|l=gy _
o T T ax % ox (2-12)
0 H, 0
& 4 4
oH 0 _OE
M _vke=l2 0 o0]=-a % _
ot = T ox Y ox (2-13)
0 0 E

Equations (2-12) and (2—-13) can further be arrangétke scalar terms as (2—14)

and (2-15).

ok, __oH, (2-14)
ot OX
oH
v _ & (2-15)
ot OX

By applying the central finite difference (CFD) [2fpproximation, (2—14) and

(2—15) become (2-16) and (2-17)

1 “‘l n n
E, 2(k)-E, 2(k) _1H,"(k+3)-H, (k-3 (2-16)
At & AX
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1 net
H, " (k+3) - H,"(k+2) _1E, 2(k+1)-E, 2(k) (2-17)
At 7 AX

where At is the time step whiléx is the cell size. Finally, (2—22) and (2—23) ban

rearranged as (2—18) and (2-19).
nes n-t At
E, 2(k)=E, 2(k)er[Hy (k+3)-H, (k—%] (2-18)

At

. ot
Hyn+1(k+%) — Hyn(k_|__;)-|_ Ez 2(k +1)_ Ez 2(k) (2_19)

From (2-18), the future state of the electric fiedoh be obtained from the
previous states of electric and magnetic field&ewise, (2—19) indicates that the future
state of magnetic field can be derived from thevjoes magnetic and electric fields.
This leapfrog style of algorithm goes on continugusitil the system reaches steady-
state. In the case where the wave hits an impedgiscontinuity, it will reflect from the
interface and (if applicable) propagate into thelimat a different magnitude and
velocity of propagation.

With proper discretization of the model, FDTD dsnused to trace the
complicated electromagnetic wave propagation nuwakyi FDTD is a grid-based
computational electrodynamics modeling techniqudaéntime domain. It simplifies the
complex electromagnetic problems by defining tleeteic field vector and magnetic

field vector components in a volume of space
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At any point in the spatial volume, the updatedeidfand H-field values depend

on the previous values stored in the memory. dieoto achieve high resolution, a very
fine grid structure is typically implemented. Tlnanslates to a very large computational
resource. Thus, this method is usually not feagibimplement in transmission line
systems with fine and detailed fault models, whkeestructures are typically thin and
long.

In general, the FDTD algorithm can be summarizethaglow diagram shown in
Figure 2.14. The fact that the FDTD is capableal¥ing complex electromagnetic
differential equations in time domain with griddeglls makes this method highly
popular. It is especially true when the high perfance computers are made widely
available. FDTD records the wave propagation giifand H-field during the process.
This feature also enables the animated displajectremagnetic wave propagation.
Additionally, with resolution high enough, the gitetl structure is capable of modeling
structures with complex geometric shapes. Sudlibiléy is another attractive feature
among researchers.

FDTD requires to grid or discretize the entire comagional model, in which
often requires excessive amount of computatiorsmuees for the fields to move along
these cells. This phenomenon is particularly obrssion models with long and thin

features. Unfortunately, most electrical wiresobel to this category.
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Figure 2.14 A general FDTD algorithm flow charagliam of FDTD.
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2.5.2 The Generalized Bounce Diagram

Although the simple bounce diagram method is haggigr used for simulation
purposes, the generalized bounce diagram may bis. nfethod utilizes a similar concept
with blend of a numerical technique that makes lggacy method much more powerful
[8]. The generalized bounce diagram (GBD) divittestransmission line into numerous
tiny elements and puts them into arrays or matnirf Figure 2.15 shows a simple
branched network with each arm of the network @idichto numbers of small elements.
Each of these small elements has the same elédtmggh, that is, the physical lengths
of these elements may be different, but it takessime amount of time for the signal to
travel through each small element.

The input signal scatters through the system bgipgshe signal to the next
element during the iteration. At the junctiondawations where impedances do not
match perfectly, the boundary condition rules apgtigure 2.16 demonstrates an
impedance mismatch at point P. A portion of tredental signal reflects back with the
magnitude oft and transmits through P at the magnitud&,afherer andT are the
reflection coefficient and transmission coefficiastdefined previously. After summing
all the signals per element, the total respongieegparticular time is defined and ready
for the next iteration.

The GBD method normally uses an impulse signalpngagates down the wire.
Iterating over time and applying the boundary cbods, we are able to obtain the
impulse response of the system. From signal asigisys theories, we can convolute the
input signal with the system impulse response deto obtain the reflectometry output

of the system. This result is often called theatgre of the reflectometry.



Figure 2.15 An example of a simple branched ndtwasing generalized bounce
diagram.

Incidental Signal
T
Zi —_— Zi+1
@
T é) P

Figure 2.16 Boundary condition of an impedancenmaieh in GBD algorithm, where T
denotes the transmission coefficient wHilerepresents the reflection coefficient.

A step function is frequently used as the signapuodile in a TDR system. By
convolving this step function with the system ingaitesponse acquired with GBD, the
TDR response (signature) can be obtained. SequemseDomain Reflectometry
(STDR) and Spread Spectrum Time Domain Reflectom{&BTDR) results can also be
achieved with the similar fashion. The signatudife of these systems is convolved

with the impulse response result from GBD to obthenS/SSTDR signatures.
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For more rigorous forward solution requirements, dttenuation constants of

each transmission line can be distributed evertytime small elements of the GBD.
Additionally, a low pass filtering effect can bepéipd in order to make the result more
realistic.

The GBD technique essentially converts a 3-D proktgo 2-D (matrix) or even
1-D (array) problem. Although this method reduitescomputational resources
dramatically, in applications with long transmissimes that require high resolution, this

method can still eat up a lot of computer time.

2.6 Third Generation Forward Method

As we have seen in the previous sections, the graldirst generation methods
do not provide realistic results, and trackingwlae propagation in complex structures
with these legacy methods can be a daunting téBk.second generation methods have
improved capabilities by using numerical techniquééth proper setups and fine
resolutions, the results from these second geoeratethods have much better fidelity
than the earlier methods. However, these secamergion methods often require
significant computational resources. This is seene clearly for configurations with
long wires requiring high resolutions such as sraallts (high fidelity) on long wires.
Moreover, the frequency dependent parameters angroperly accounted for in these
methods unless the results are converted betwedimnih and frequency domains where
filtering can be applied. In order to accommodhgehigh efficient and frequency
dependent properties that are needed for hightfidal/erse solutions, new methods

have been used. Most of the newer methods are basthe scattering parameters (S-
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parameters), which offer excellent fidelity and qgurational efficiency. This

dissertation expands upon some of these methods.

Scattering parameters (S-parameters) have beefywisied in microwave
applications [26] - [28]. Scattering analysis ety powerful tool that provides the
system parameters of an N-port network. The Srpetrers relate the incidental voltage
waves to the reflected voltage waves. This pravitie reflectometry wire fault
information, which is carried by the reflected wavalowever, without simplification S-
parameters may be too cumbersome to apply directhrge scale reflectometry

applications. S-parameters are defined as (2-2Z8)) [

V-
S = E (2—20)
I Iy r=0fork#]

where the “+” sign indicates the incidental voltaggnal and the “-“ sign represents the
reflected voltage signal.

Although a simple transmission line can be reprieskas a two-port network, for
reflectometry, we need only single-port informatadrthe input end where the reflected

signal is acquired. Thus, in (2—20) when i=j=k Stparameter becomes (2-21).

Si=2 (2-21)

n
Vi v,"=0
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Equation (2—-21) fully describes the relation betvte reflected signav(’) and

the incidental signaM;"). This is sufficient for reflectometry purposes.

Figure 2.17 shows a simple single-section setupitetted with a load Zand
input impedance £ at the beginning of the wire with lendth From [22], the equivalent
input characteristic impedanceq{j2of such a configuration with lossless transmissio

lines can be calculated as (2—-22).

Z ()= Z +jZ,tanpl (2-22)
" °\ Z,+jz, tangl

In the case where the transmission line is l0s5y2Z) can be rewritten as (2—-23)

(2—23)

Z ()= ZO(ZL + jZ, tanhyl j

Z,+ jZ, tanhyl

O-

Zin
Figure 2.17 The equivalent input characteristipeaiance observed from a distamce
away from the load Z
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where ¥ is the complex propagation coefficient that inésidboth attenuation constant

and phase constant.
This concept can be extended to multisection cardigons. As shown in Figure

2.18, an n-section cascaded TDR setup is termimnetach load £. Each section has an

arbitrary length ofl ., | ,, ..., | ,. Likewise, the characteristic impedance of eatitian
can also be arbitrary &4(1), Z,(2), ..., Z,(n) . The input characteristic impedances

Z.@, Z,2), ..., Z,(n), are defined as the look-in impedance at the Inéujof the
section, which includes all the cascaded charatiermpedances up to the end of line
(the load).

From (2—-22) and (2—-23), the equivalent input impeedaat section n can be

calculated as (2—24) [10]:

(2-24)

Zin(n) = Zo(n) [ZL + jZO(n) tanh}/nl nj

Z,(n)+ jZ, tanhy,|

n

Likewise, substituting (2—24) as the load impedarfcgection (n-1), (n-1) can

be calculated as (2—-25).

1N = —_1). Zin(n)+jzo(n_1)tanh}/n—ll n-1 N
Zn(N-1=2, 1)[Zo(n—1)+jZm(n)tankp/n_ll n_lj (2-23)

Thus, at the beginning of the transmission line,itiput characteristic impedance

Zin(1) can be calculated as (2—-26).
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B TP e— N e R —)
K—_’ Z () Z,(n-1)  Zy(n)
(ORI :

I
Zin(l) Zln(2) Zin(n_l) Zin(n)
Figure 2.18 An n-section cascaded configuratioim Waad impedance of Zand source
impedance of £

Z,(2)+ iz, tanty] 1j (2-26)

Z,,(1)= Zo(l)'[ .
Z,()+ jZ,(2)tankyl ,
Therefore, the reflection coefficient;Sight after the TDR tester can be

calculated as (2-27).

— Zin (1)_ ZS

Sll T Zin(1)+ ZS

(2-27)

Note that the equations above are defined in #gufncy domain. Therefore,
they cannot be used directly to obtain the time @omeflectometry result. As a

standard practice, the time domain result can lmeileded as (2—28)

f(t)=1FFT{S(f) Hpr(f)} (2-28)
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whereS(f) is the incidental signal in frequency domain. FBDIR, most systems use a

sharp rise step function, pulse or impulse sigadha input.
With proper modification of S-parameters, this noetlsan be flexible and
efficient to obtain the reflectometry forward methoYet, there is a simpler way of

handing the cascaded configurations.

2.7 Summary of Existing Forward Modeling Methods

This chapter summarizes some of the most frequesty forward transmission
line modeling techniques. The bounce diagramB#rgeron diagram, the generalized
bounce diagram, the finite difference time domaethnd and the S-parameter methods
were discussed. Each of these methods has itstades and limitations.

The bounce diagram method provides graphical pwoesdo trace the
propagation of electromagnetic waves on transmmdgies. The Bergeron diagram
expands the nonlinear transmission line modelipguiodity while retain the graphical
features. These first generation methods helpleamers to understand the transients
intuitively, but they cannot be used for inversehre to lack of fidelity.

The FDTD method opens new possibilities by modedilegtromagnetic waves
numerically, but the inflexibility of building wirgections makes this method less
attractive. The GBD method simplifies the FDTDusyng strictly the time and space of
the wave propagation. Without having to calcuth&eelectric field and magnetic field,
GBD outperforms the FDTD in speed. However, iebthe critical frequency dependent

parameters.
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The popular S-parameter has a proven history oigoesed in inversion for

geophysical applications. This frequency domaithoe offers high fidelity without
sacrificing efficiency. Different from geophysicgbplications, transmission line
modeling often requires flexible multisection cating features. Therefore, the next
chapter will introduce a new method that allowshsigatures to be implemented

conveniently.



CHAPTER 3

MODULARIZED FORWARD MODELING TECHNIQUES

3.1 Overview

Chapter 2 reviewed methods that are commonly fmsddday’s forward
transmission line modeling. All of these methodsyrhe effective, but none are ideal for
modeling small faults with high fidelity on longatismission lines. In this chapter, we
will introduce some newer forward modeling techmigjthat are better suited to small
faults on long wires.

One of the problems with existing modeling techesyis flexibility. For each
different wiring configuration, traditional technigs require significant overhaul or even
reprogram of the entire model. A method that eemtiie user to configure model setups
like building LEGO® blocks is greatly needed. Tdfere, this chapter discusses these
newer modularized methods that provide the eas®dkling construction without
sacrificing performance and accuracy.

Each element in the wiring configuration (the geack, the fault, connectors,
branches, etc.) will be either measured or simdlatdependent of the rest of the system.
These independent modules will be combined to ohites response of the total system

using any combination of measured or simulatedtsefar each module.
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The first generation forward modeling techniquesessentially tracing
propagating waves on the wire graphically. It mes very complicated and difficult to
trace all the forward and reflected propagatingegasn configurations that are more
than just a few sections. Therefore, several inguionethods have been proposed to
solve this problem.

In the second generation methods, the transmisisiems logically dissected into
numerous small sections. Instead of tracking taeenpropagation analogously over the
entire transmission line system, these newer msthamhitor the condition only on each
of the small sections and then combine them irgéddtger system. Thus, the analysis is
simpler at this microscopic level point of viewt éach of the time step, or clock, the
signals on the wire pass along forward or revers&lyerefore, the total system response
can be obtained at a preset simulation time.

It is also important to include the frequency dejmm parameters into the
simulation model. Parameters such as characteingtiedances, attenuation constants
and phase constants are all functions of frequekl¢ghout these critical features, the
model cannot retain its fidelity for realistic sifation. Most second generation methods;
however, solve problems at time domain one singiguency each time.

A remedy to this problem is to simulate the trarssioin line model multiple
times at broad frequencies of interest. Unfortelyathis approach makes it even more
inefficient for most of the second generation mdthoTherefore, third generation
methods were created to provide further remediandijeling the transmission line
directly in the frequency domain. Therefore, ingéint time domain processes can be

eliminated.
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3.2 Signal Flow Graph

One method of calculating the response of a trassam line with modular
components is to utilize the signal flow graph ($F&his method is commonly used to
evaluate a feedback control system. In fact, idp@a$ propagating on a transmission line
is a great example of a feedback system whereutpeibis a function of the input and
reflected signal. As shown in Figure 3.1, a sirsgletion TDR functional block diagram
is demonstrated. The equivalent signal flow grphhis system is shown in Figure 3.2,

whereI’, is the initial reflection coefficient at the TDRI, is the transmission
coefficient from TDR to the lineT,, js the transmission coefficient from the line to TDR
I',,is the reflection coefficient that describes thgnal reflection back to the line at the

junction of the TDR and",, is the reflection coefficient at the end (load}oé

transmission line. The signal propagation timexgein the forward and reverse
directions are assumed to be identical. Finaflg,ibput and output terminals are both

physically located at the beginning of the transiois line.

TDR
T FWD Dday
Input - 0t [ e >
LA é>
Output *< =7, RAD Delay b

Figure 3.1 A single section TDR representationwshg the feedback system on a
transmission line
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Figure 3.2 The equivalent signal flow graph ofreyke-section transmission line.

The reflection and transmission coefficients arnee as (3—1) and (3-2).

Z -7
r==—t 0 _
Z +Z, (3-1)
T=1+T (3-2)

Assume a lossless transmission line is to be mddelesharp rising step function
is generated inside the time domain reflectom@t®R). Due to the impedance
mismatch, if it exists, between the source andrdresmission line, a portion of the signal
is reflected back at the magnitudelgfand the rest transmits down the line with the
magnitude ofT,,. After a time delay, which depends on the wirgtl, the incidental

wave reaches the end of the wire. The signalatsfleack with an amplitude &f,. In

this exampleI';, =1 since the end of wire is an open. After anothéaydef the same
length, the wave reaches the TDR tester and, agaartion of the energy is transmitted

back into the TDR system at the magnitudd.,gfand the rest reflects back on the
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transmission line at the magnitudelgf,. The complete wave propagation steps are

shown in the signal flow diagram in Figure 3.2.

Once the signal flow graph is obtained, the blaekam can be simplified
algebraically using Mason’s gain rule [29], [30]egacy formula that describes the
relationship between any two nodes of a linear agtw |t is often used to solve the
system transfer function, which is the relationdt@pween the output and input.
However, with the modern graphical programming leages such as Matlab’s Simulink
® or National Instrument’s LabVIEW ®, this simpttion process can be replaced by

making the transmission line signal flow graph iatimgical block.

3.3 Extended Signal Flow Diagram

The complicity of the SFG can grow almost exporadiytif components and
blocks are not carefully placed. This section destates a systematic way of
organizing the SFG blocks. Figure 3.3 shows amgka of a two-section transmission
line setup. The equivalent SFG can be represeaststiown in Figure 3.4 where each

dashed box represents the individual transmissien |

Fli F21
9
DR =Ty g Ty
v [TTlwzz S 3, O
r11 rzz

Figure 3.3 An example of a cascaded two-sectamstnission line system
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B
v

Figure 3.4 The equivalent signal flow graph ofva-section transmission line.

If the elements in the dashed boxes are consafidegdlocks, the SFG
demonstrated in Figure 3.4 can by simplified assshim Figure 3.5, where the upper box
represents the second section of wire and the lbaeers the first section of the
transmission line. Thus, by rotating the blockB/clockwise, a cascaded N-section
configuration SFG is displayed in Figure 3.6.

This extended SFG concept can further be appliesl Ybjunction setup depicted
in Figure 3.7 and the equivalent block diagramhmvwn in Figure 3.8. Figure 3.9 shows
a more complicated branched network example andithglation result is demonstrated
in Figure 3.10. As we can see, the simulated resalches with the measured data very

closely.
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Figure 3.5 The block diagram representing a castaso-section setup.
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Figure 3.6 The block diagram of an n-section tnassion line setup.
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Figure 3.7 An example of a Y-junction transmisdioe setup.
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outl in2

L,

Inl inSout2

«—outl in2

L,

—inl out2

outl N3 jn2

L,

inl out 2

Figure 3.8 The block diagram representation ofjarition transmission line setup.

RG58

RG58 (9.7m)
(3.4m)

TDR RG58
RG58 (5.03m)
(3.66m)
RG58
(3.35m)

Figure 3.9 An example of a complex RG58 branchetvork configuration consists
different wire lengths.
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Figure 3.10 The simulated and measured resultthefcomplex branched network
configuration

3.4 ABCD Parameters

3.4.1 ABCD Matrix Review
This section describes the ABCD method, whictormmonly used to evaluate
serial sections of RF devices. The ABCD methodiges a transmission matrix which
is often called the ABCD matrix [26]. Figure 3.4llows a two-port networld with I; is
defined as the current flowing into the network ihi is defined as the current flowing
out from the network. Vat port 1 is defined as the input voltage whileaV/port 2 is

defined as the output voltage.
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N< +
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+
V, M

Figure 3.11 A two-port network representing by M.

The two-port networl shown in Figure 3.11 can be represented with aG[BB

matrix defined as (3-3):

m {é Em (3-3)

Figure 3.12 shows an n-section cascading two-pvwaerk expressed with
ABCD matricesM 1, M, M3...M,. The consolidated transmission parameter is

represented by multiplying their ABCD matrices sajially from the right to the left as

shown in (3—4).

A B] [A B][A B [A B
< oe alle: okle o] =

Vl Ml MZ I\/In Vn

Figure 3.12 An n-section cascading two-port nekwepresenting by M Mo,..., Mp.
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Therefore, a system of n-section two-port netwank lbe written as (3-5).

m {é [Ej[\l/ } (3-5)

where \, and | represent the output voltage and current at tdeoéthe n-section two-
port network while \ and | are the incident voltage and current at the bexggnaof the
n-section two-port network. For reflectometry ppsps, we are particularly interested in
the voltages at either end of the network. Frorb)3we know that for an n-section two-

port network, the incident voltage is (3—-6),
V,=AV,+Bl, =AV, | (3-6)

in which the elemen# of the consolidated ABCD matrix fully describes tielationship
between the incidental voltagef\and the output voltage (Vn) at the end of thevoet
where }=0. This stands true regardless of the numbeeafans in the two-port network.
Therefore, element-of the consolidated ABCD matrix is the only paréenef interest.
Computing only this parameter saves about % otah®ilation time, and makes the
ABCD approach particularly nice for transmissiarelreflectometry analysis. The term
I,=0in (3-6) will always hold since the final sectioha two-port network can be treated
as a shunt in air with zero length, which has @&umiatrix. Therefore, this term is

satisfied both physically and mathematically.



49
3.4.2 Using ABCD Method in Reflectometry

Figure 3.13 shows a TDR tester connected to artrigsson line as a signal
source while a load with a characteristic impedasfcg is connected at the end of wire.
The TDR has an internal source impedancesah&eries with the signal sourceg.VThe
transmission line has a characteristic impedan&g,déngthl and complex
propagation constant of. This configuration can also be represented ajaivalent
circuit shown in Figure 3.14, where 6 the incidental voltage while)\fs the output
voltage measured at the load. The source, traggmine and the load can be

represented as MM, and M; respectively.

TDR Transmission Line Load

Z.,vl

Figure 3.13 A single-section transmission linehwitharacteristic impedance of;,Z
length of | and the complex propagation coefficientof The load is represented as Z

and the source impedance is Z

Z:,7,1

N
<
N

M, M,

Figure 3.14 —The equivalent circuit representatiba single section transmission line.
The source, transmission line and load are repredes M, M, and M; respectively.
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There are several possible two-port network parara¢hat can be used to
describe the system. However, the ABCD methoess known for its convenience in
cascaded two-port structures. From [26] and [BH,source (M), the transmission line
(M2) and the load (M) can be represented as ABCD matrices as shova+-if) (hrough

(3-9).

M_lzs 3
=y (3-7)

hyl Z_ sinhyl
" :[ coshy _ sinly } 3-8)

Y. sinhyl coshyl

L[ 101 oo s
Lz, ol =

The consolidated matrix can be written as (3—10)

(I+Y Z )coshyl + ¥ Z. +Y.Z_ )sintyl 4
M = (3-10)

4

where y, ¢ andy denote the elements that are not of interestefii@atometry purposes.

For the lossless case, (3—8) can be replaced 4%)(3—
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cospl jZ. singl
M,=| _ﬂ 127 i (3-11)
1Y, singl cosyl
and the consolidated ABCD matrix is (3—12).
cospl + JZ.Y- si :
M:Ml-MZ-MS{ p o i ,j (3-12)

The transfer function, which is defined as theoréttween the output gyand
input (V4), is actually the so-called TDT (Time Domain Tramssion). To use the
ABCD method in TDR, we need to consider the wawpagation of the reflective path.

As shown in (3-12), eleme#t-of the consolidated matrix is the only parameter
we are interested in. Therefore, we do not neetktive elementB, C andD and they

can be ignored. The matrix leads us to (3—13)(anil4).
V, = (cospl + jZoY, sindl Y, (3-13)

Vl
V2 = - »
cospl + jZ.Y; singl

(3-14)

The usefulness of (3—13) and (3—14) may not bézezhht first glance since they
are in the frequency domain. However, with théofeing example, we will find that it
provides the so-called TDT (Time Domain Transmissi@sponse. Figure 3.15 shows a

TDT example with four cascaded sections. The lengt the transmission lines are
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2.2m (RG62), 3.7m (RG58), 2.77m (RG59) and 17.2@58), respectively. A scope

with one mega ohms probe is connected at the etigeafire in which the high
impedance acts as an open load and has littlet effethie transmission line system. A
one volt step source with an impedance of 50 olsresmnected to the beginning of the
wire as the signal source. The measured dataemswlated result are displayed in
Figure 3.16. The result demonstrates that the AB@Ehod can precisely model the
TDT transmission line effects on this multisectaamfiguration.

The difference between TDT and TDR is that the TiB&asures the reflected
signal at the beginning of the wire while TDT meastthe transmitted signal at the end
of wire. Therefore, the reflected signal has &wét “almost” twice as far. In most cases,
we measure the reflected TDR signal right at teedquipment.

Figure 3.17 shows an n-section configuration withdding the TDR source
while M, represents the load. The TDR signal is typicadiguired between the internal
impedance (M) and the beginning of a transmission lineMin this example, it would
be V.. The TDR algorithm, or the transfer functionthie relationship between the
source \ and the data captured at Which is the signal reflected from the very end of
the line.

The forward path (TDT) from Mo V, can be described as (3—-15) and the reverse

path from \, to V; is written as (3—16)

1
n V n
Vl:{HMX} V. V“Z{HMX} (3-15)
A 1 A
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Seone probe (1M ohms)
~ ~ -
S\
\
1 Volt RG62 RG58 RG59 RG58
Step Source ’
50 ohms 2.2m 3.7m 2.77m 17.2m
Figure 3.15 A four cascaded sections TDT example
4-Section TDT
1.2 -
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Figure 3.16 The result of the four cascaded sexfil@iT example
TDR
V, Ve v —V
2 3 n
M, Y M,
»TDT

Figure 3.17 n-section TDT and TDR paths
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n V n
Vv, Z{HMx} Vo o V_ZZ{HMx} (3-16)
A n A

where M]a denotes the element-of the ABCD matrixM. Therefore, the TDR transfer

function can be calculated as (3-17) , or an e&sienderstand term shown in (3—-18).

V, V.V n n
H =_2=_n._2:[ Mx} /{ Mx} (3-17)
o V1 V1 \% lx:! A 1><_=[1 A

_ [Reverse Path]
[Forward Path]

(3-18)

TDR

The time domain expression is simply the inverseriéo transform of the
product of the transfer function and input sigB&élypically a step function) in frequency

domain as displayed in (3—-19).
f(t)=F ' [H(o) ()] (3-19)

Figure 3.18 shows a complex configuration with mpldtsections of transmission
lines and a load consisting of a 1nH inductor add @ capacitor. The configuration
also includes an internal impedance of 50 ohmsoahdF coupling capacitor within the

TDR tester.
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TDR100
PmSmm - 1 RG58 RG62 RG59  RG5S

0.1uF ! 1nH
50ohms! 3.7m 22m 2.77m 2.85m

. ]‘47pF
|
—

Figure 3.18 A TDR example of multisection transsios lines with reactive load of 1nH
and 47pF.

This configuration can be very difficult to modeitkvlegacy methods. By using
the ABCD method in the frequency domain, and camgthe data to the time domain,
the result demonstrated in Figure 3.19 can be ddawvithin a fraction of a second using
a standard home PC.

The result of ABCD method clearly shows its capgbih modeling complex
transmission line configurations. In the abovenepie, there are multiple section
transmission lines along with a reactive load. ABED method simplifies the
transmission line structures by representing eaehskection, whether it is a transmission
line, fault, source impedance or a load, with gl \BCD matrix. Thus, modeling a
cascaded transmission line is easily done by caimgethe modularized blocks. It is
demonstrated that this frequency domain methodadsrate, computationally efficient

and therefore superior to the earlier techniqueseprted.
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Figure 3.19 The TDR result of multisection transsion line with reactive load.
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CHAPTER 4

AN INTERPOLATION APPROACH OF BUILDING CHAFED WIRE

PROFILES AND PREDICTING WIRE FAULT SIGNATURES

4.1 Overview
A method of building a chafed wire profile and posithg fault signature is
presented in this chapter. For simplicity, an R&cbaxial cable is demonstrated. This
method can also be applied to other transmissias Wwith different geometries.
The demonstrated method constructs a fault pribfdecovers a wide range of
frequencies and fault severities, making a quidessment of the fault severity possible.
This efficient mathematical/numerical expressiomiportant for future inverse solution

purposes.

4.2 Approach

Hard wire faults including opens and shorts havenheell studied. These faults
are easier to find than intermittent faults or lesgere faults with minimal impedance
change. Most of reflectometry measurements have teeonstrated to be effective on
hard faults. However, the partial faults (chate®) the ones that are more difficult to
identify since the system usually does not showranticeable symptom until the fault is

maore severe.
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Chafes are the result of improper workmanship,sabneor vibration against
other wire or structural members [32]. Chafes sgphe conductor, and their severity is
likely to worsen over time. Like human health,leaetection of aircraft wiring fault
typically gives a much better chance of resolvimg problem and preventing catastrophic
failures. Early detection of chafed wires oftesulés lower repairing and maintenance
cost.

Various techniques [33], [18] have been usatodel chafes on electrical wires.
Signals propagating in a pure TEM mode are typiadisumed. However, for shielded
wires, once the shield is damaged the signal ngelopropagates entirely in the TEM
mode and the analysis can be much more difficidttdithe higher order modes.
Although these higher order modes do not play mifssgnt role when the fault is small
and the frequency is low, once the fault is sewerbe frequency is high enough, the
effect can be negatively noticeable (making it po&dly detectable by reflectometry).
Analytical electromagnetic modeling does not wdfkaively on multiple modes with
arbitrarily geometric variations. Thus, modern mlaty techniques use numerical
methods to synthesize the reflectometry result€omon drawback among these
numerical techniques is the heavy burden of thepeational resources. This is
especially true when 3D techniques are employed.

CST Microwave Studio offers a powerful 3D @48EM mode [34] simulation.
This is useful for frayed wires where the electietd or magnetic field has longitudinal
components along the direction of propagationother words, both TEM and higher
modes exist on the frayed wire. Like most iteratbmsed (e.g., FDTD, FEM)

commercial software packages [35], CST is painfsilbyv at high resolution or where the
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point of interest is small but the wire is longhig'is because the transmission line is

divided into many small cells/grids with equal sizé*assing the numerical information
along through these enormous is computationallgrestve. Although these numerical
modeling software packages produce precise reselygng entirely on them to generate

a wide range of profile is not feasible.

4.3 Analysis

Figure 4.1 shows the electric field and magneéfdfinside an RG58 coaxial
cable. Based on the definition described in [#8},signal is propagating in the TEM
mode since the electric field and magnetic fiekel@@rpendicular to the direction of wave
propagation.

However, once the shield is damaged, the fieldsIstart to bend and the
characteristic impedance calculation is no longesiaple as it is shown in (2-2). Figure
4.2 demonstrates the electrical field and magriiefid with 60-degree, 5 cm cutaway in
the shield of an RG58 coaxial cable at 5GHz.

To determine the characteristic impedance of aesteafechnique proposed in [36]
utilizes the 2-D finite difference method (FDM)édsetimate the effective capacitanCqj
of the frayed wire section. The effective charastie impedanc&e; can be derived as

(4-1) and (4-2)

Ly = (4-1)
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Figure 4.1 (a) Electric field and (b) magnetiddien a coaxial cable

Figure 4.2 (a) Electric field and (b) magnetiddian a coaxial cable with 8& cm long

cutaway
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1

\/ﬂ—o‘o" (4-2)

V, =

whereVp is the velocity of propagatior;, is the dielectric constant of the insulation

material andy, is the permeability.

With CST’s Quasi-TEM mode simulation, which corrdsrthe effects of both
TEM and higher order modes, instead of using natjes processes (such FDM to
calculate effective capacitance and derive theaderistic impedance), we can obtain
the characteristic impedance of the fault direcs shown in Figure 4.3, 13 different
damages to the shield varying from O degree tod&s@ees were obtained using CST.
By employing the polynomial curve fitting algorithi®7], we can plot the profile that
represents the properties of the faulty shieldis Pphofile represents the prediction of the
fault severity of the chafed RG58 coaxial cablenidth order polynomial expression

derived by Matlab® curve fitting toolbox can be ten as (4-3)

9
Z(0)=py+ Py +K + pg-0°+ pg-6° = p,o" (4-3)

n=0

wheredis the cutaway angle in degrees @gtjy are constant coefficients.

Since the characteristic impedance is frequelependent, we can generate a few
more sets of data at different frequencies of @deand use the similar polynomial
surface fitting algorithm to obtain the frequen@®pdnded characteristic impedance
profile (3D) of the faulty RG58 as shown in Figdrd. Similarly, a characteristic

impedance function of cutaway angle and frequeacybe obtained as (4—4).
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RG58 Shield Cutaway Angle vs. Impedance @ 5GHz
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Figure 4.3 2D impedance profile of RG58 coaxiddleat the frequency of 5GHz.

Z = func(g, f) (4-4)

Once this fault profile is defined, it can be redisgain and again without further
time-consuming simulations or calculations. TRjsetof simple expression is
particularly useful in inverse simulations thatuig hundreds or thousands of forward
simulations. Additionally, field technicians castienate the severity of the fault based
on the fault profile equation (or chart) of eacheyof cable.

After the chafe profile is identified, the faulgsiature with TDR (or other
reflectometries) can be predicted. A simple tetisis shown in Figure 4.5. A

Campbell Scientific TDR100 is used as the test@muA shield cutaway 5 cm long and
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Figure 4.4 3D impedance profile of RG58 coaxiddleavith frequency range from
1MHz to 5GHz
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Figure 4.5 5 cm long, 12@utaway shield damage at 6.5 feet on a 12 fegtRB58

120 wide at 6.5 feet of a 12 feet RG58 coaxial cabldemonstrated. To synthesize the
TDR result of a chafed wire, one can launch a3DIIFDTD method for the entire wire.
However, a more efficient frequency-domain ABCD Inoet is used for this work.
Instead of discretizing the wire into numerous FDddlls, the ABCD method simply
divides the entire structure into three sets of AB@atrices, the good wire before the
chafe, the chafe itself and the good section #feechafe. Other sections such as

different types of wires, loads and connectors|dalso be included.
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4.4 Results

The TDR signature of the chafed wire is presemdeigure 4.6. The agreement
between the measured and simulated results islextcelf this simulation was done
entirely in the 3D finite integration technique buas CST or HFSS, it would takes from
minutes to hours to complete depending on the wgsaland computer performance.
With the defined fault profile and the assistantthe frequency domain ABCD method,
the polynomial profile building method took lesatha second to perform the same task.
Additionally, with the defined fault profile, we raasily plot the prediction of 5 cm
chafes of various angle cutaways on an RG58 calfi&deet. This is shown in Figure
4.7.

A simple yet effective wire fault profile buildirtgchnique has been presented.
Although only RG58 coaxial cable was demonstratad, method can be applied to other
types of transmission lines as well. Numerical sliod) of multimode chafed
transmission lines in 3D is a slow process, bist @ne of the most precise techniques
available for the quasi TEM mode. Once the sinmuahas been completed, the results
can then be used to efficiently provide the valeesnverse solutions.

The demonstrated method provides a quick soldtiobuilding a fault or chafe
profile that can be used in libraries for forwardrverse solutions. The ABCD method
can be combined with this approach to solve wivdt facation problems quickly and
efficiently Finally, efficient forward modeling isne of the key elements for the success
of any inversion technique. With this profile laliig technique, numerical iterations can

be reduced or possibly eliminated, where most@frikiersion effort is spent.
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Figure 4.6 5 cm, 12Ghield cutaway at 6.5 feet on a 12 feet long RG%ial cable.
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Figure 4.7 Prediction of fault signatures on afetidRG58 cable with 5 cm long cutaway.




CHAPTER 5

INVERSE SOLUTION

5.1 Overview

Transmission line fault location typically requaran accuracy of a few inches (at
most, 2 feet) while the total wire length can beger than a few hundred feet. On top of
these, the fault location and the nature of th& e often unknown. For live wire
applications, the magnitude of test signal is iEdiand destructive tests are usually not
permitted. These requirements make a small fau#t long wire very difficult to detect
and identify since the small reflections are otrexated as noises.

When reflectometry is used, we need to be ablalidhe reflection information
from the fault (often small) out of the noise arldes signature reflections from the
normal wiring system. This requires an algoritluminivert’ the data, identify the normal
signature, and identify and diagnose the faultatigre. This chapter is about possible
inversion algorithms for wire fault location.

A great deal of work has been published in layslipg model inversions in
geophysical applications [38] - [40]. These altjoris are used to identify properties of
an object that is deep in the ground. We will adeissome of these techniques for wire

fault location inversion algorithm.
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A classical inverse problem can be described byp@mator equation as (5-1)

[41].

Am=d, meM, deD (5-1)

whereD is the space of dath] is the space of model parameters And the operator of
the forward model that calculates the proper adbtzD for the given model parameter
me M . In transmission line reflectometiy,can be a collection of measured TDR,
STDR or SSTDR signature/datil could be the physical wire/fault properties sush a
wire length, impedance or wire size. The modelafoe, in this example, would be the
forward modeling technique such as the ABCD metlsedarameters or bounce diagram.
In a forward problem, the goal is to obtain theadbfreflectometry signature)
with given model parameten (the physical properties of a wire system inclgdewult).
In contrast, the goal of an inverse problem ishitam the model parameterwith given
datad. A well-posed problem defined by Hadamard [42] nmstt all three of the
following conditions:
1. The solution exists. (We can define a wire sydiiesh produces the measured
reflectometry signature.)
2. The solution is unique. (There is only one systieat could produce this
signature and it is not true for symmetrical systgm
3. The solution depends continuously on the dataer@s no element of the

wiring system that does not contribute to the cdfimetry response. For
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instance, parts of the system that are beyondaktmfeshort circuit will not

show up.)
For a well-posed problem that meets all three Haddis conditions, the model

parametem can be obtained inversely as displayed in (5-2).

m=A"{d} (5-2)

where A™ is the inverse operator of the problem. Althoitghay not always be trivial,
the inverse solution can be found mathematicaljaflamard’s well-posed definitions
are met. A noiseless single-section TDR inversélpm with only one unknown
parameter (length) is usually one of the moredtiwiell-posed inverse problems and the
solution can be found analytically. Unfortunatetgst practical inverse problems
including those in wire fault location are ill-paksen which at least one of the
Hadamard’s conditions is not met. A common sofutgto utilize some type of iterative
numerical method where highly efficient forwardudan is used. This chapter discusses
both analytical and numerical inversion technicaied their applications to both well-

posed and ill-posed problems found in wire fautakoon.

5.2 Analytical Inverse Solution

The inverse solution, which takes the measureda®imetry data and determines
the location and nature of a wire fault, is muchrendifficult than a forward problem (a
wiring system is given, and the nature and locatiotie fault is known), where finding

the expected reflectometry response is the makn tas
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In this section, we will use an analytical expreador the expected reflectometry

response and solve it directly (analytically) floe transmission line system. This is

feasible only for very simple transmission lineteyss, but it provides a good start for

many reflectometry analyses.

Figure 5.1 shows a simple single section open-eR{&6O coaxial cable of

length| (2.8 meters). In this simple inversion, we wilkase the length (distance to

the open circuit, which might be a break in theajvis unknown and needs to be

identified. From (3-17), the TDR transfer functmina single-section configuration can

be derived as (5-3)

H(w) =

costy @)

coshy () +§0 sinby o) C€ +Coe”
where
Clz(l+ﬁ)
Zl
TDR RGSg, 2.8m Open
50o0hms P
MO M1 M2

(5-3)

(5-4)

Figure 5.1 A simple single section of 2.8 m lon@3® coaxial cable configuration with

an open end
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c,-a-20
5 =(1- Zl) (5-5)
x=y(o)l (5-6)
7(@)=(R*+ joL")(G" joC") (5-7)

The physical properties of the transmission lireidentified; thus R’, L', G’ and
C’ can be calculated accordingly. The only unkngarameter in (5-3) is the wire
lengthl which can be solved analytically as (5-8). Simeettansfer function H is a
function of frequency, each frequency may produskghtly different , this dissertation

handles this by taking the average obroduced by all the frequencies.

| =iln(l_ HCZJ (5-8)

For a simple single section setup with low or ngs@pthis inversion problem is
well-posed and the analytical inverse solution lbarderived mathematically. However,
in real world applications, the measured data argencontaminated. As shown in Figure
5.2, analytical inverse solutions were performedhos single section setup at the signal
to noise ratio (SNR) equals to 100dB to 45dB witlstep of -5dB. Each solid dot
represents the average (mean) for the step, whidhdes 100 inverse solutions. The

upper end of the vertical error bar shows the maratength revealed during the 100
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Figure 5.2 The result of single section analytiogkrsion - noise contaminated. Each

step from SNR=100dB to 45dB represents 100 teBke solid dots represent the mean

of each step. The upper end of the vertical dreorindicates the maximum calculated

length while the lower end of the error bar shoe/ithinimum calculated length.

inverse solutions while the lower end of the vaiterror bar indicates the minimum
length revealed within the 100 inverse solutiomle fault location can be retrieved
precisely up to an SNR equals to about 55dB.

This example shows that the performance of thid éary other) inversion
technique depends heavily on the SNR. The noistibated here can come from the
signal source, external interference coupling,alality in the test hardware, or from
other normal reflections on the wire. The firgethcan be reduced by averaging and
filtering, but the last one cannot. Therefore,dpelication of this theoretical method is

limited at a low noise environment in simple coofations.
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5.3 Scanning Approach

5.3.1 Linear Search Method
Although the analytical inversion method can combkandy for simple
configurations, it would not be feasible to caltealthe inverse functions analytically for
more complicated setups since the mathematicatulify can grow dramatically. Figure
5.3 shows a two-section setup with both wire leagihknown. Its transfer function is

shown as (5-9).

H= COSh/1| 1 C(-Bw 2+Z.I.Y2 Simli S'U’Q 2
oSty - oSl ,+2Y, ST ;. sply o+ S ghhy odsnyY,  gogh stk

(5-9)

Solving the inverse function analytically in thisaenple is no longer feasible

since there are two unknownis &nd| ,) with only one equation. One way to find the
two unknowns with only one equation is to scangbssible values of, and| ,
successively and plug them back into (5-9). Whthttansfer function and possible
andl , values, we can further utilize the ABCD forwardthwel to generate an array of

forward solutions. Finally, by comparing the ctation (similarity) between the
simulated reflectometry result and measured datag@of correlation can be generated
as shown in Figure 5.4.

This is a 2-D scan showing possible choices,@nd| , in addition to the
correlation between the measured and predicteectefhetry responses. It can be seen
that the highest correlation points follow a linEhis is not a coincidence as this line

represent the total length of the witg € | ,).
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|, (unknown) |, (unknown)
TDR RG58 RG59 Open
50 ohms
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Figure 5.3 Two section configuration with botheviengths [, and| ,) unknown.

Inversion - 2 unknown sections, SNR=400dB

L1+L2=22 52
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LE‘ﬂgth 2 18 5
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Figure 5.4 Two section inversion result of two-dmsional scanning method.

If we then have a wire with N sections, the totainber of scans needed to check
every possibility becomes?. However, if we scan only the values along thal tength
of the line (either measure of known priori theatdéngth of the wire), the number of
scans and calculations can be reducedl td@his is a linear search inversion method. In
cases where noise exists, we can expand the kaecfsa wider region around this line)

and it can still significantly reduce the numbecafculations.
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This linear search is one of the easiest invensiethods to apply in numerical

techniques. Although it is not very efficient, givsufficient resolution, this method is
still capable of finding the solution if it exisfEhis linear search method was tested on a
configuration shown in Figure 5.5. There is a rggction 12-foot long RG58 cable. A
5 cm long 60 chafe is made in the shield 6.5 feet from the T&&Rer (TDR100).

A trivial way to find the fault location is to scéinearly from the beginning to the
end of the RG58 coaxial cable. Assuming the feiak (5 cm) is known or estimated,
with the resolution of 10 cm per step, a 12 feed&3n) wire would take 368 scans (steps)
in order to identify the fault location. At eadlefs, the forward result (predicted
reflectometry response for that configuration)eserated and compared with the
measured data and the correlation coefficientasroed. Figure 5.6 shows the
correlation coefficient of this linear search agmio. The result demonstrates that the
correlation coefficient peaks at 6.5 feet.

From the outcome of the linear search, a forwaodel is created as shown in
Figure 5.7. This linear search method seems t& o simple cases. However, in
complicated problems (e.g., multisection configiarabr long wire with small faults),

this method is not very efficient. Therefore, arenefficient method is desired.

Damagete thesh eld
[2cm ong, bldegrecs)

6,501 l

Y

RGLE (121
Figure 5.5 A5 cm long, 6&hield cutaway at 6.5ft on a 12-foot RG58 coagadile
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Figure 5.6 The correlation result of the lineaarsmethod on a 5 cm, 66utaway at 6.5
feet on a 12-foot-long RG58 coaxial cable.
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Figure 5.7 The simulated and measured resulcbbé on an RG58 coaxial cable.
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5.3.2 Progressive Binary Search Method

To improve the efficiency of the search algorittenprogressive binary search
method is used. It is similar to the binary seanctomputational data structures [43].
Without knowing the fault size, we can start witlaege estimated fault size and coarse
resolution. For the same example presented inr&igwh, say we start with an estimate
fault size to be 2 feet long and the scanning umi to be 1 foot long. The correlation
coefficient is shown in Figure 5.8 for various assd locations of the fault.

Instead of 6.5 feet where the fault is actuallyated, the peak correlation
coefficient is shown at 5 feet. That would be eceptable error, using a resolution of
one foot and the initial (incorrectly) assumed fademhgth of 2 feet long. With this
combination of assumptions and resolutions, we lshexpect a maximum error of 3 feet.
The reconstructed TDR result after the first it@rabf the progressive binary search

method is shown in Figure 5.9.

Correlation coefficient - scanned every 1 ft

0.8

0.6+ .

0.4r ]

0.2+ .

Correlation coefficient

_02 | 1 | | 1
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Fault location (ft)
Figure 5.8 First iteration with 2 feet long fasite and 1 foot long step resolution.
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Figure 5.9 The first iteration TDR result of thegressive binary search method.

If the reconstructed result has a greater faudfhg reflection) than the measured
data, this is clear from the overestimate of tkze sif the peaks in the predicted
reflectometry response. We then reduce the fadlivto half in the next iteration;
otherwise, the fault width remains the same. Addélly, by searching the locations
with the highest 50% of the correlation coefficiamé can reduce the scanning effort by
50% for the next iteration. The correlation cagént and reconstructed results after the
second, third and fourth iterations are shown gufé 5.10.

The number of scans required for the progressivarpisearch is 36 compared to
the previous linear search method, which needs8é8s. This binary search method is
significantly more efficient than the linear searabthod. The flow chart of the
progressive binary search method is displayedgnrgi5.11. This method significantly
improves the efficiency over the linear scan methddwever, for more complicated

problems, this method often fails. Therefore, aemobust method is needed.
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Figure 5.10 Correlation coefficient and recond&dcsignal after the second, third,
fourth binary search iterations for a 12 feet wiith a 5 cm, 60 chafe at 6.5 feet.
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Figure 5.11 Flow chart of the progressive binagrsh method.

5.4 lterative Inversion

The iterative inversion and reconstruction aldonitolock diagram is shown in
Figure 5.12. To an extent, it is similar to somhéhe other numerical inversion methods
described in [44] - [46].

An efficient and accurate forward solver that cemdpce high fidelity forward
results is critical for this iterative method (ateost other inversion methods). This
forward solver simulates the “behavior” of the gyst Thus, once we plug in the proper
system parameters, the outcome of the forward salve the measured data should be

highly alike. Ideally, with a noise-free measuratend perfect forward model, they
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Figure 5.12 lterative inversion and reconstrucafgorithm block diagram

would be identical. From the previous chapters ABCD forward modeling
method has proven to be efficient and accuratejtamitl be used in this section of the
dissertation.

The velocity of propagation (VoP) is the travelsmeed of electromagnetic
waves in a transmission medium. The VoP in freesgvacuum) is the speed of light as

shown in (5-10), wherg, is the permeability in the vacuum aagis the permittivity in

the vacuum.
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VOP = — 2 —c~3x10° m/s (5-10)

\ Ho€o

The electromagnetic waves also propagate at diffesgeeds in different

mediums. Most of the transmission line materialgehthe same permeability as in the
vacuum. (5-10) can be rewritten as (5-11) wheres the relative permittivity

(dielectric constant) of the transmission line mate

N (5-11)

RG58 coaxial cables typically use polyethylene (&&)he dielectric insulator.
The dielectric constant of the polyethylene is 348. That makes the velocity of
propagation on an RG58 coaxial cable to be 66%e&peed of light (0.66*c). In this
chapter, we shall use the VoP on an RG58 as thg, lsasiormalization factor for all
wire sections.

Consider a multisection transmission line setu aitotal “normalized length”
of 10.9 m as shown in Figure 5.13. Note the nozedllength does not always equal the
physical length of the wire since wires may havéed@nt velocities of propagation. In
this case, the velocity of propagation is assurodzet0.66*c, where c is the speed of
light.

The number of sections, length of each sectionchadacteristic impedances are

all initially assumed to be unknown. Only the Iqagden) and total length are known.



82

ZliLl ZZ’LZ ZS’L3

TDR

< 10.9 n

Figure 5.13 A multisection configuration. Fronft @ right: RG58 (3m), RG62 (1.9m),
RG59 (2.4m) and RG58 (4m) respectively — All lersgind characteristic impedances
are assumed to be unknown.
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Figure 5.14 Measured TDR result on the multiseatiomfiguration.

These parameters can either be previously detedhoinestimated from the measured
TDR data.

A 50-ohm TDR tester (Campbell Scientific TDR100tthgenerates a sharp rising
edge step signal is used as the signal sourcehanddasured result is displayed in
Figure 5.14. The objective is to identify the nianbf sections, length and characteristic

impedance of each section of the cable based amélasured data.
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The inversion process starts off by dividing tre@gmission line into numbers of

small segments as shown in Figure 5.15. For saiyplithe 10.9 m long wire is divided
into 109 10-cm long segments. This number camtibdr increased if higher resolution
is needed.

Next, we assume each of the 109 segments hasmrtfmracteristic impedance,
say 60 ohms. Although the initial characteristipedance can be any reasonable
positive real number, an educated guess would wepitte convergence performance.

Ideally, instead of assuming a blanket value ofatiaristic impedances across
all the frequencies on all wire segments, it wdagdhe best if we can specify the
characteristic impedances as functions of frequefitys is due to the characteristic
impedances of electrical wires are frequency depeindHowever, since the physical and
electrical properties of the wire segments andsibe of the fault are all unknown, it
would not be possible to produce such frequencemiggnt functions. Therefore, the
best approach is to assume the characteristic iamped are constant across the
frequency band of interest.

The initial estimation of length L and charactecigtnpedance Z profile is shown
in Figure 5.16, and the reconstructed signal (UAIBGD forward method) versus
measured result is shown in Figure 5.17. Not singly, the initial reconstructed signal

has little similarity to the measured result.

0.1
—

EEEERN % -

3

10.9m
Figure 5.15 Dividing the wire into numerous smalttsons.
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For each of the 109 individual small segments, @regare the reconstructed

signal (dashed) against the measured result (sdfithe reflection coefficient of the
reconstructed signal is smaller than the measwsdltr it indicates that the characteristic
impedance of such section was under estimateds, TZWeineed to increase the
characteristic by a certain amount, say one ohnth&d segment in the next iteration. In
contrast, if the reflection coefficient of the restructed signal is greater than the
measured data, it shows that the characteristiediapce was over estimated. Therefore,
we have to decrease the characteristic impedartbe imext iteration. If the difference
between the reconstructed signal and measuredsdaithin a preset error, the
characteristic impedance is kept intact for thet itexation.

After 50 iterations, the length and characteridtiZ) profile is shown in Figure
5.18, which has revealed a four-section structutie ngths of L=3m, L,=1.5m,

Ls=2.4m and L=4m respectively. The characteristic impedancego51 ohms, =92
ohms, 2=73 ohms and £51 ohms are also revealed.

The reconstructed and measured results are shokigure 5.19 and very good
agreement is obtained. Note that the second seatithe reconstructed signal is
identified to be 1.5 m instead of 1.9 m, its actaagth. This is due to the fact that RG62
used in this section has higher velocity of propaga\VoP) than RG58, which is 66% of
the speed of light (c). Instead of VoP=0.66*c @38 and RG59 cables, RG62 has a
VoP of 0.84*c. The physical length is then foundaenalizing the wire length. In this
case, by multiplying the calculated length of 1.5y0.84/0.66, the correct physical

length of 1.9 m is obtained.
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Figure 5.18 The L-Z profile (estimated length amgpedance) after 50 iterations with 1
ohm per step.

Multisection Setup

1.5
- 1-
c
2
O
2
o
(@]
© 05/
c
§e
=
L | P oTTY b e Measured
i 0* —Reconstructed | |
-0.5 ‘ ‘ | | ‘
0 5 10 15 20 25 30

Length(m)
Figure 5.19 The measured result versus reconsttuesult after 50 iterations
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5.4.1 Applying Steepest Descent Optimization Method

The iterative inversion method described abovegygaod inversion results with
reasonable efficiency as long as we start withaddoitial guess. If we start with a poor
guess, especially for a complicated system withynsaations, this method breaks down.
Additionally, the L-Z profile tends to oscillate thithis method, especially toward the
end of wire. If the impedances in the sectionsesdbtester are not perfectly predicted,
this causes incorrect multiple reflections in theet sections.

In addition to the fluctuation, the convergencecefhcy of the iterative inversion
method is quite low. That is, we can approachajective linearly only by 1-ohm per
iteration. If the initial estimation was way oitfwould take a very long time to converge.

A classical, but effective steepest (gradient) desoptimization method [47] can
resolve many of these problems. For a definedrealdunctionF, in the neighborhood

of a point x in the direction of the negative gediofx-vF(x), we can find an

X1 =%, —7.VF(X,), n20 (5-12)

where the step size is a real number that determines the speed ofecgence. Ify is
too small (underestimated), this method converlgeglys On the other hand, if is too
large (overestimated), the convergence may oseillatnay not converge at all.
Therefore, choosing a proper is critical for optimization. For TDR inversioaur
changing variable is the characteristic. The sisegescent function in (5—-12) can be

rewritten as (5-13).
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Zn+1 = Zn - }/nvr(zn) (5—13)

Applying the steepest descent method with the sitegy =110, the convergence

efficiency has improved significantly over the #&gve inversion discussed in section 5.4.
As shown in Figure 5.20, after only 10 iteratiothg L and Z profile has achieved the
result that is better than the iterative methodhwid iterations shown in Figure 5.18.

The reconstructed and measured data also maten, lettshown in Figure 5.21 (for

steepest descent) compare to Figure 5.19 (fogktraerative method).
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Figure 5.20 L and Z profile after 5 iterationsnggsisteepest descent optimization with
converging constant = 110.
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Figure 5.21 The measured versus reconstructedt adter 5 iterations using steepest
descent with converging constgnt= 110.

5.4.2 Using lterative Inversion on Frays

Frays on transmission lines are more difficultdentify than the large reflections
caused by changes in wire types or significantdpbdeaks or short circuits. In addition
to their small reflection coefficients that miglg buried in measurement noise, the short
lengths of most frays also make the detection ehglhg. A very high frequency TDR
would be needed to identify frays. The maximumev@ngth that could be tested would
be reduced, because the high frequencies needdteftault resolution attenuate quickly
on wires, but for now, we will assume a good mdtetween TDR frequency, fault size
and distance to fault exists, and concentrate emlgporithm that could be used to locate

the fault.
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Because the fray is small in size, we must incré@seesolution in the search

algorithm. Figure 5.22 shows a 3.59 m long RG5#@d cable with a chafe that is 1.9
m away from the TDR tester (beginning of the wir€he chafe is 5 cm in length and
120 cutaway on the shield. The iterative inversiggodthm divides the entire wire into
359 1-cm-long sections. As before, we start withingtial guess of uniform
characteristic impedance of 60 ohms for all sestioffter 10 iterations, the L and Z
profile is shown in Figure 5.23, which identifiesmall fault of 5 cm located at 1.9 m
from the TDR. The L-Z profile reveals that the i@weristic impedance of the fray is
roughly 60 ohms. This inversion method shows treacteristic impedance, but not the
physical size or the nature of the fault. By easihg the width of the L-Z profile at
length of 1.9 m, a fault size of 5 cm long, 60 ohmpedance is discovered. From [16],
we can quickly determine the damage to be® t2@on the shield. Figure 5.24 shows
the comparison between the measured and recormstmesult. The results are closely

matched even with the small reflection coefficiend noisy measured data.

\\ /
N
>
Figure 5.22 A 5 cm long, 126hield cutaway at 1.9 m on a 3.59 m long RG58 e@baxi
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5.5 Summary of the Inversion Methods

Solving the inverse function analytically showseeffve only on simple
configurations without noise. In many practicades, the inverse functions do not exist
mathematically. Additionally, the capability ofittmethod is very limited since real
world applications are typically more complicatedi aarely noiseless.

The linear search method uses correlation coefiiceedetermine if the
maximum likelihood is found between the simulatad aimulated result. However, it
can be very inefficient in multisection scenariosomg wires with small faults.
Progressive binary search method significantly oups the efficiency, but it may not
work properly in complex (e.g., multisection) cauftations or wires with more than one
fault or discontinuities.

Finally the iterative inversion algorithm that ey ABCD method as the
forward solver is very accurate and efficient eremultisection and multiple unknown
variable scenarios. As the example of 3.59 m R&fifle shown in section 5.4, this
inversion method is capable of determining thetiooaand nature of the fault as small as
5 cm long, 12Bfray on the shield that is 1.9 m from the sourthe small fault created
by the fray only produces a reflection coefficidmt is smaller than 0.07. This type of
fault is typically difficult to detect especiallyna long transmission line where the high-
bandwidth rise step signal loses its energy.

Although the performance may vary with differerpeyof transmission lines or in
different environment, this iterative inversion mad is demonstrated to be effective and
capable of providing accurate inverse solutiorogating small faults on transmission

lines.



CHAPTER 6

CONCLUSIONS

Various existing forward modeling techniques hagen presented in this
dissertation. In general, the first generationhods use a graphical representation that
provides visual aids to monitor the idealized et@oiagnetic wave propagation on
transmission lines. The lack of fidelity makessithenethods inappropriate for inversion
purposes. The second generation methods emplograaihtechniques for wave tracing,
but the need of excessive computational resouovesr$ the inversion algorithm
performance. The third generation method, primé&tparameters, has shown promising
performance and results among geophysical apmitsti Although it can also be used in
wire fault location, a more convenient and moduakedimethod is needed.

This dissertation introduced the signal flow grapéthod that enables
modularized solutions by simply connecting the pfedkd blocks. It is also capable of
solving branched network problems using graphicahmers. Compared to the previous
second generation methods, SFG makes wire faulelimgdmuch easier and more
deployable in the field. Instead of having to cepam each of the different scenarios,
field technicians can simply drag and drop the scthrat represent different type of
transmission lines and the simulation result cagéyeerated accordingly. The modified

ABCD method offers very high fidelity with exceptial efficiency. In addition to its
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convenience, this frequency domain method is capafiinodeling frequency dependent

parameters and reactive loads. Therefore, itilatde for iterative inversion in which the
performance of the forward solution directly retate the inversion outcome.

One of the goals of this research is the inveralgorithm for transmission line
fault location. Analytical as well as numericaltinads have been presented. Most of
these methods can solve only simple configuratidtewever, the iterative inversion is
capable of solving transmission line fault problesih multiple unknown variables (e.g.,
lengths and characteristic impedances) all togethiés also able to reveal chafes with

very small reflections.

6.1 Potential Applications

Some of the contributions of this research incloebelularized forward modeling
algorithms (signal flow graph and ABCD method), theck profile building technique
using commercial software and the iterative inv@rsnethod for wire fault location.
With this advancement in both forward and inverseleting techniques, numbers of
potential applications that may be benefited iniclgdransmission line fault signature
generator, high performance transmission line satrari/design tool and enhanced

TDR/STDR/SSTDR line tester.

6.1.1 Transmission Line Fault Signature Generator
Radar target generators are often used as ansigmatl source for radar
equipment. This instrument has been used for realdoration or to train radar operators.

It can also be used to generate radar signal sigesator the library. A similar concept
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can be applied in transmission line fault locatiwhijch is essentially the radar signal that

propagates on the wire. The modularized algorithrasented in this dissertation can be
a suitable fit in both software or hardware apphesc A common problem with

software approach is the performance, where maoyécessary threads are used by
the operating systems. The hardware approacheoother hand, can generate the
simulated data with much better performance. TH@ 8nd extended SFG methods are
built with blocks, which can be replaced with plogdihardware such operational
amplifiers, delay lines and synchronization clocksalog to digital converters, digital

to analog converters and microcontrollers can la¢satilized to improve the flexibility

for varies transmission line configurations.

6.1.2 High Performance Transmission Line Simuladiod Design Tool

In addition to aircraft and spacecraft applicatianany of the high end analog
circuit simulators and printed circuit board (PQEsign software packages (e.g., Linear
Technology LTspice®, Cadence Allegro and MentorgBires Expedition) include
limited transmission line effect simulators. Thésals provide some simple preliminary
predictions on the signal outcome before the prizdaie manufactured. This capability
is particularly critical for high speed digital digations where the transient effects can
scramble the signal transmission. However, théopaance of the existing products is
limited and often not capable of providing accurailts without sacrificing
computational resources. With the frequency dommeodeling techniques introduced in
this dissertation, the high performance transmisbiee simulation can be a great value-

added tool that assists in the design of criticaldry.
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6.1.3 Enhanced TDR/STDR/SSTDR Line Tester

Most concurrent wire testers offer graphical digmla the test results. However,
it is difficult to interpret correctly for inexpemnced users. For some complicated setups
or faults that are very small, even experiencedaipes may not identify the faults
properly. With the iterative inversion method aduced in this dissertation, the newer
equipment would be able to quickly pin-point thedthon and nature of the fault on the
wire. This type of maintenance tool is especiatiportant for technicians of aircraft
manufacturers, such as Boeing and Airbus, to retheceostly grounding of the aircraft.
Military aircraft maintenance technicians can albze such tools to improve the
readiness of the fighter planes. Additionally ragaircraft wires cannot handle excessive
and unnecessary trial and error methods of trobbl#sg. Many of the new faults are

invoked due to these unintentional activities.

6.2 Future Work

Although the ABCD method discussed in this dissenmashows its excellent
fidelity and efficiency in cascaded two-port netwstructure, like other methods, it does
have its limitations. For configurations that ace two-port structure or cannot be
simplified into two-port structure, this methodi$ai Bundle wires and branched
networks, for example, are some of the problemisttieeABCD method cannot be
applied to directly. Therefore, an updated alponithat can solve these problems is
needed.

Most wires do not break or become shorted abruptigtead, the insulation and

conductors degrade over time due to corrosionlmation against other wires or
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structure members. A known good status, or a inesdéta, is critical for detecting very

small faults. Without this baseline informationne of the small fault signatures are
buried in the environmental noise. Thus, contigugsearch on the noise effect will
improve the determination of the small wire faoltdtion, which is still difficult to find

with the techniques available today.
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