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ABSTRACT 

 

Marine electromagnetic (EM) surveys have been extensively used for offshore 

hydrocarbon exploration over the last decade. One can consider two major types of 

marine EM surveys. One is aimed at conducting a reconnaissance study of the large 

survey area with the purpose of locating the prospective zones of hydrocarbons 

accumulation. Another type of the EM surveys is used for a detailed study of these 

prospective zones with the goal to determine a specific position of the potential HC 

reservoirs.  

In this dissertation, I introduce two new techniques for solving these two important 

problems — optimal synthetic aperture method for analysis of the reconnaissance surveys 

and a hybrid finite difference and integral equation method for rigorous 3D inversion of 

the EM data collected by exploration surveys. 

The optimal synthetic aperture method is a technique to find the optimal parameters 

of the synthetic aperture of the EM data acquisition system, which can steer the generated 

EM field toward the area of interest by combining the responses from multiple sources, 

so that it can enhance the anomaly from the potential HC target. With the application of 

the optimal synthetic aperture method to the conventional MCSEM data and the towed 

streamer EM data, I demonstrate that the method can be used for not only increasing the 

EM anomaly from the target, but also reducing the distorting airwave effect in the 

shallow marine environment. I also demonstrate that the method can be used for mapping 
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the electric anomalies over the true locations of the targets, which is important for the 

reconnaissance surveys.  

The second technique that I have developed is the hybrid finite-difference and 

integral equation (FD-IE) method for 3D modeling and inversion of the EM data, which 

combines the advantages of conventional FD and IE methods. The hybrid FD-IE method 

makes it possible to provide a more accurate and efficient forward modeling solution than 

the conventional FD or IE methods for multisource data. 

The developed new approaches to analysis and interpretation of the marine EM data 

have been carefully tested on a number of realistic synthetic models and a case study. 
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CHAPTER 1 

1. 제목 1 

GENERAL INTRODUCTION 

 

Over the past 15 years marine controlled-source electromagnetic (MCSEM) method 

has been extensively used for hydrocarbon exploration. The fundamental fact which 

makes it very useful for offshore petroleum exploration is that oil- and gas-containing 

structures are characterized by very high resistivity, while the surrounding sea-bottom 

formations filled with salt water are very conductive, which makes an oil and gas 

reservoir a clear target for EM methods. Therefore, marine EM surveys have been 

considered a very powerful technique for off-shore hydrocarbon exploration, which, in 

combination with seismic surveys, helps to determine fluid properties of the reservoir. 

  

1.1 History of Marine EM  

A few review papers have been published to provide information about the history 

and the future direction of the MCSEM method (e.g., Zhdanov, 2010; Constable, 2010; 

MacGregor and Tomlinson, 2014), so only a short summary is provided here. 

Geophysical EM methods originally had only been considered for land observations, 

and in the 1960s, geophysicists started showing an interest in the EM method in the 

marine environments (Novysh and Fonarev, 1966; Filloux, 1967; Trofimov and Fonarev, 

1972). Marine EM methods have been researched academically since the 1960s, however,
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commercial application of marine CSEM for hydrocarbon exploration took place in the 

late 1990s when MCSEM gained strong interest from oil and gas industries (Ellingsrud et 

al., 2002). Since then, a number of MCSEM surveys were conducted, and continuing 

developments in instrumentation, survey strategy and technique for interpreting EM data 

have led to the successful application of EM method for offshore hydrocarbon 

exploration.  

 

1.2 Systems of Marine EM Surveys with the Controlled Source 

The most commonly used marine CSEM survey consists of  a transmitter towed by a 

vessel and receivers deployed on the seafloor. The system was originally developed by 

Charles Cox of Scripps Institution of Oceanography in the late 1970s (Cox, 1981). A 

high-powered horizontal electric dipole is used for the transmitter which generates a low-

frequency EM signal, typically in the range 0.01-10 Hz, through the seafloor. The 

transmitter is towed at about 30 m above the seafloor which is close enough to maximize 

coupling with the earth and to minimize coupling with the air. The seafloor receivers are 

able to measure up to three components of the electric and three components of the 

magnetic fields, but usually horizontal components of them are recorded.  

Alternatively, two different towed streamer systems have been also developed. The 

first system consists of a linked linear array of the transmitter and receivers, which are 

towed close to the seafloor in deep water to avoid coupling with the air (Yuan and 

Edwards, 2000). As the offsets between transmitter and receivers in the system are 

shorter (between 85 to 493 m) than those of surface-towed system of Anderson and 

Mattsson (2010) described below, the survey system has been applied for mapping of 

resistivity in the shallow subsurface such as gas hydrates.   
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Another towed streamer EM system has been introduced in Anderson and Mattsson 

(2010) and Mattsson et al. (2012), which is designed to acquire EM and seismic data 

simultaneously. Mattsson et al. (2012) have demonstrated that the EM source and 

receiver array can be much closer to the surface than those in the conventional systems, 

and still the shallow water noise issues can be overcome. The current generation of 

Towed Streamer EM systems consists of an 800 m long bipole source towed at a 10 m 

depth below the sea surface and multiple receivers towed at a 100 m depth. The streamer 

is loaded with 26 receivers with the longest at 7700 m, so it is designed to detect the 

shallow target at short source-receiver offsets with high frequencies and the deep targets 

at long offsets with low frequencies. Other benefits of the system are the denser sampling 

of the electric field, improved signal-to-noise ratio, and fast acquisition speed compared 

to the conventional seafloor node CSEM system.  

A CSEM system consisting of vertical electric dipole source and receivers has also 

been developed, which is designed to improve lateral resolution of subseafloor resistivity 

structure (Holten et al., 2009).  

Currently, only two systems among above survey configurations are widely used in 

industry: the conventional MCSEM survey based on the use of a set of fixed sea-bottom 

receivers and a towed electric bipole transmitter, and the Towed Streamer EM survey 

introduced in Mattsson et al. (2012). Therefore, I only consider those two survey systems 

in my dissertation. 

 

1.3 Motivation 

As the use of marine EM methods for offshore exploration has grown, techniques for 

interpreting the EM data have rapidly developed as well. However, interpretation of both 
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the MCSEM and Towed Streamer EM data is a very challenging problem because of the 

complex geoelectrical structures of the sea-bottom formations and a complex signature of 

the relatively weak response from the HC reservoir. Therefore, introducing new efficient 

techniques for interpreting the EM data is an important problem of marine EM 

geophysics. The solution of this problem represents the main focus of this thesis. 

One can consider two major types of marine EM surveys. One is aimed in conducting 

a reconnaissance study of the large survey area with the purpose of locating the 

prospective zones of hydrocarbons (HC) accumulation. Another type of the EM surveys 

is used for a detailed study of these prospective zones with the goal to determine a 

specific position of the potential HC reservoirs. These two types of the marine EM 

surveys require different approaches to the analysis of the observed data. In the first case 

of the reconnaissance survey, the goal of interpretation is detection of the areas with the 

relatively strong EM anomalies, which can be associated with the HC prospective zones. 

The second case of detailed exploration of the oil and gas prospective zones requires a 

thorough inversion of the observed data, which can produce a full 3D geoelectrical image 

of the sea-bottom formations.  

The synthetic aperture method is a good candidate for the analysis of the 

reconnaissance survey because this method is able to steer the generated fields toward the 

direction of interest area, so that I can increase the anomaly generated from prospective 

target such as HC reservoir. The synthetic aperture technique was originally introduced 

for increasing the resolution of radar imaging in the late 1980s, and its concept has been 

applied in many other fields such as sonar and medical imaging (Soumekh, 1999). The 

concept of the synthetic aperture was first applied to MCSEM data by Fan et al. (2010), 

where the authors created a long virtual bipole source with combination of weighted 
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sources, and successfully increased the EM anomaly by target. Knaak et al. (2013) also 

applied the synthetic aperture method to MCSEM data with multiple lines of transmitters 

and receivers. The authors of the cited papers successfully applied the synthetic aperture 

method to MCSEM data, however they found the optimal weights searching for all the 

possible combinations of the parameters within their given ranges. The questions then 

arise for me, "Is the synthetic aperture weight, that they found, the optimal parameters of 

the synthetic aperture method?," "If not, can I find an efficient optimization technique to 

determine the optimal parameters of the synthetic aperture method?"  My first journey in 

this dissertation starts with answering those questions. 

Once the strong EM anomaly has been detected over the survey area by the 

reconnaissance survey, the EM inversion can be applied to produce a geoelectrical image 

of the sea-bottom formations. The most common approach of the EM inversion can be 

categorized into deterministic and stochastic approach. The deterministic approach, also 

known as gradient-based inversion, has been more widely used for interpreting the EM 

data than the stochastic approach which requires much longer runtime for a large 

dimension of the model parameter. Therefore, the deterministic approach is only 

considered for the EM inversion in this thesis.  

The 3D EM inversion is a very challenging problem because it requires large amount 

of computation time and memory. Especially, the forward modeling algorithms should be 

powerful and fast enough to be suitable for repeated use in tens or hundreds of iterations 

of the inversion.  

There are several popular numerical approaches for 3D EM forward modeling: 

integral equation (IE), finite difference (FD), and finite element (FE) methods (e.g., 

Zhdanov and Keller, 1994; Zhdanov, 2002, 2009). However, none of these are perfect 
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because each method has its cons and pros. For example, one of the advantages of the 

differential equation (DE) methods such as FD and FE methods is the sparsity of their 

system matrices, which enables us to use a direct solver. The direct solver is well known 

for its efficiency for multisource data such as MCSEM (Chung et al., 2014). However, 

the DE methods require extensive mesh refinement in the vicinity of receiver and/or 

source positions to reduce numerical errors caused by the interpolation and numerical 

differentiation of the curl for electric and magnetic fields calculation in the receivers. On 

the other hand, the IE method does not require any discretization near receiver nor source 

positions because the electric and magnetic fields are calculated based on the Green's 

tensor approach. However, the system matrix of the IE method is dense, so usually 

iterative solvers can be used, which is less efficient than the direct solver in the case of 

multisource data.  

As I listed above, there is no "best" modeling method because each method has its 

advantages and disadvantages. Then the next question arises, "Although there is no best 

solution, can I make a "better" solution if I combine the advantages of these methods?"  

To address those questions above, I have developed two new techniques. The first 

one is the optimal synthetic aperture method which is an optimization technique to find 

the optimal parameters of the synthetic aperture method. This method can be used as a 

very efficient tool for the analysis of the reconnaissance surveys. The second one is a 

hybrid finite difference (FD) and integral equation (IE) modeling method, which 

combines the advantages of the FD and the IE method. The developed modeling 

algorithm is also implemented in a rigorous 3D inversion algorithm, which can be used 

for detailed exploration of the oil and gas prospective zones. 

 



7 

 

1.4 Thesis Structure 

In this dissertation, I introduce two new techniques: optimal synthetic aperture 

method for analysis of the reconnaissance surveys and a hybrid finite difference (FD) and 

integral equation (IE) method for rigorous 3D inversion of the EM data collected by 

exploration surveys. These techniques are general, and I test these methods using two 

different configurations of marine EM surveys: the conventional MCSEM and the Towed 

Streamer EM survey.   

In Chapter 2, I describe the optimal synthetic aperture method for the conventional 

MCSEM survey and demonstrate the effectiveness and efficiency of the developed 

method comparing the results with those in Fan et al. (2010) and Knaak et al. (2013). I 

also demonstrate that the optimal synthetic aperture method can be used for not only 

increasing the anomalous response from target but for also reducing a distorting airwave 

effect on MCSEM data collected in shallow water. At the end of this chapter, I introduce 

a scanning scheme for practical use of the optimal synthetic aperture method for analysis 

of the reconnaissance surveys, using the synthetic MCSEM data simulated from the real 

model of Harding oil and gas field in the North Sea. The scanning scheme using the 

optimal synthetic aperture method enables us to figure out the existence of the strong EM 

anomalies, which can be associated with the HC prospective zones, over the survey area 

very quickly and efficiently.   

In Chapter 3, I expand the application of the optimal synthetic aperture method to the 

Towed Streamer EM survey. I modify the theory of the optimal synthetic aperture 

method introduced in Chapter 2, making it suitable for the Towed Streamer EM system. 

Using a field Towed Streamer EM data from North Sea, I demonstrate that the optimal 

synthetic aperture method can be used for mapping the horizontal locations of the oil and 
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gas reservoirs increasing the anomalies right above the target areas. The optimal synthetic 

aperture method is an innovative technique for analysis of the reconnaissance surveys 

before applying rigorous 3D EM inversion. 

In Chapter 4, I introduce a novel 3D EM modeling algorithm based on hybrid finite 

difference (FD) and integral equation (IE) method. The developed method combines the 

advantages of the FD and IE method, which enables us to use the direct solver and to 

calculate the electric and magnetic fields at the receiver position based on Green's tensor 

approach, avoiding the need of mesh refinements near receiver positions. In this way, the 

hybrid FD-IE method provides more accurate solutions than the conventional FD method, 

and faster solutions than the conventional IE method in the case of the multisource data 

such as MCSEM and Towed Streamer EM data. Several numerical model studies are 

presented to demonstrate the efficiency and the accuracy of the developed method over 

the conventional FD and IE method.  

In Chapter 5, the developed hybrid FD-IE modeling method is incorporated as the 

forward EM modeling engine in a general regularized inversion scheme, based on the 

reweighted conjugate gradient method. In order to make the inversion algorithm more 

efficient, I apply the quasi-Born approximation (Gribenko and Zhdanov, 2007; Zhdanov, 

2009) on the staggered grid, and the concept of the moving sensitivity domain approach 

(Cox and Zhdanov, 2007; Zhdanov et al., 2014a, 2014b) to the inversion algorithm. I test 

the developed inversion code for Towed Streamer EM data collected by PGS over the 

Troll field in the North Sea. 

 



 

 

CHAPTER 2 

2. title4 

OPTIMAL SYNTHETIC APERTURE METHOD 

FOR MCSEM SURVEYS 

 

2.1 Introduction 

The synthetic aperture method is based on designing sources with specific radiation 

patterns, which would “steer” a generated field in the direction of an area of interest 

(DeGraaf, 1998; Cheney, 2001; Cetin and Karl, 2001; Korobov et al., 2010). A similar 

approach was recently discussed in Fan et al. (2010, 2012), where the authors applied a 

synthetic aperture method to the marine controlled-source electromagnetic (MCSEM) 

survey, formed by one line of transmitters and receivers. Knaak et al. (2013) applied a 

synthetic aperture method to MCSEM surveys with multiple lines of transmitters and 

receivers. The method uses the interference of the fields radiated by different sources to 

construct a virtual source with a specific radiation pattern, according to which the field is 

steered toward the target. In order to find the optimal parameters of the synthetic aperture 

that increases the EM anomaly, associated with the target, the authors of the cited papers 

searched for all the possible combinations of the parameters within the given ranges.  

Another approach to achieving this goal is based on introducing data weights in order 

to increase the integrated sensitivity of a survey to a specific target area of subsurface 



10 

 

formation. For example, it was demonstrated in Kaputerko et al. (2007) that data 

weighting could dramatically affect the sensitivity distribution of a given survey. In Yoon 

and Zhdanov (2011) and Zhdanov (2013), the authors demonstrated how the sensitivity 

of the MCSEM survey could be “controlled” by selecting the appropriate data weights. 

The controlled sensitivity also results in an increase in the anomalous EM response from 

the target.  

The goal of this chapter is to introduce a general optimization technique to find the 

optimal parameters of the synthetic aperture method for MCSEM survey. This approach 

makes it possible to increase the corresponding ratio between total and background fields 

within the area of expected target anomaly and, in this way, improve the resolution of the 

EM data with respect to potential subsurface targets. I also demonstrate that the optimal 

synthetic aperture method can be used for removal of a distorting airwave effect on 

MCSEM data collected in shallow water. As an illustration, I apply this method to the 

models exampled by Fan et al. (2010) and Knaak et al. (2013) and to analysis of the 

synthetic MCSEM data computer simulated for the Harding oil and gas field in the North 

Sea. 

 

2.2 Synthetic Aperture Method 

Consider a typical marine controlled-source electromagnetic (MCSEM) geophysical 

survey, formed by a set of sea-bottom electric and magnetic field receivers, located at the 

points with coordinates ��, � = 1, 2, … 	.  The transmitting horizontal electric bipole is 

towed behind the ship and sends a low-frequency EM field from the points with 

coordinates ��� ,  = 1, 2, … �.  
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The main target of the MCSEM survey are resistive hydrocarbon (HC) reservoirs 

located within relatively conducted sea-bottom sedimental layers. 

The receivers record the EM data, denoted by vector-column 

���� = ������, �����, . . . , �������, where the upper index, l, corresponds to the position of the 

receiver at point ��, and the component ����� describes the response recorded by receiver at 

point �� for transmitter located at the point ���. 

Synthetic aperture method is based on constructing a synthetic aperture source, 

����; ��, as a superposition of the spatially distributed sources, ���, ���; ��, located at the 

points ��� ,  = 1, 2, … �: 

 
 ����; �� = � �� exp#$%�&�

�'� �#�, ���; �&, (2.1) 

 

where �� is an amplitude weighting, and %� is a phase shift (Fan et al., 2010). 

I denote by �����  the response recorded by receiver ��, � = 1, 2, … 	, for a synthetic 

aperture source, �� . Due to superposition principle, this signal can be calculated as a 

linear combination of the responses for original transmitters: 

 
 ����� = � �� exp#$%�&�

�'� �����, � = 1, 2, … 	. (2.2) 

 

Note that, Fan et al. (2010, 2012) used the same amplitude weighting and phase shift 

for all positions of the receivers. In general case, one can use different synthetic aperture 

sources, ����� , for different positions of the receivers. Therefore, the corresponding 
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synthetic aperture data, �����, would take the form: 

 
 ����� = � �� exp#$%�&�

�'� ����� = � (�����
�'� ����� = )���*����+�, (2.3) 

 

where )���*����+�
 is a ,� × 1.  vector-column of the data corresponded by receiver at 

point ��,  
 

 ���� = ������, �����, . . . , ������; (2.4) 

 

)��� is a ,1 × �. vector-row of the corresponding synthetic aperture weights, (����, 
 
 )��� = �(����, (����, . . . , (�����; (2.5) 

 

and 

 
 (/��� = �� exp#$%�&. (2.6) 

 

Expression (2.3) can be written using matrix notations as follows: 

 

 �� = 0��, (2.7) 

 

where � is a ,�	 × 1. vector-column of the observed data, 

 
 � = *����, ����, … , ��1�+, (2.8) 

 

�� is an ,	 × 1. vector-column of the synthetic aperture data, 
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 �� = ������, �����, … , ���1���, (2.9) 

 

and 0� is a ,	 × �	. block-diagonal rectangular matrix of the weights, 

 
 0� = 2)��� 0 …0 … )��� 0 … 0 … 0 … 0 … 0 … 0 … 0 … 0 … ⋱ 0 …0 … )�1�6. (2.10) 

 

Application of the synthetic aperture weights, variable from the receiver to the 

receiver, is physically equivalent to "steering" the field generated from the transmitters in 

the different directions for different receivers. As a result, it is possible to obtain better 

"focusing" of the transmitting EM field on the geological target, e.g., the hydrocarbon 

(HC) reservoir. 

 

2.3 Definition of the Optimal Synthetic Aperture for MCSEM Survey 

For simplicity, I consider now the case of the weights, independent of the receiver 

positions. I also assume that the recorded data represent the inline component of electric 

field. In this case, matrix equation (2.7) can be simplified as follows: 

 
 

�� =
78
88
9(�:���� + (�:���� + ⋯ + (�:����
(�:���� + (�:���� + ⋯ + (�:����⋮(�:��1� + (�:��1� + ⋯ + (�:��1�>?

??
@, (2.11) 

 

where :���� describes the electric field recorded by receiver at point �� for the transmitter 

located at the point ���, and 
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 (� = �� ABC#$%�& ,  = 1, 2, … , � (2.12) 

 

Equation (2.11) can be decomposed as follows: 

 
 

�� =
78
88
9:���� :����
:���� :���� ⋯ :����

⋯ :����⋮ ⋮:��1� :��1� ⋱ ⋮⋯ :��1�>?
??
@ 2(�(�⋮(�

6 = D), (2.13) 

 

where D is a ,	 × �.  matrix of rearranged observed electric fields, and )  is a ,� × 1. 
vector-column of the corresponding synthetic aperture weights, (�, 

 

 ) = *(�, (�, … , (�+�. (2.14) 

 

In the case of MCSEM survey, the measured electric field decays quickly with the 

increase of the distance (offset) between the transmitter and receivers, which makes it 

difficult to detect the anomaly related to the target reservoir. In order to overcome this 

problem, the observed electric field data are usually normalized by the amplitude of the 

background electric field, which is computed for the geoelectrical model with the known 

background conductivity according to the following formula: 

 
 :�E��� = :����

F:�G���F, (2.15) 

 

where :�G��� describes the inline component of the background electric field recorded by 

receiver at point �� for the transmitter located at the point ���. 

In a similar way, one can enhance the effect of the resistivity anomaly (e.g., 
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associated with the hydrocarbon reservoir) by computing the ratio of the electric field 

responses generated by the synthetic aperture source and synthetic aperture responses for 

the background geoelectrical model. The steps required for computing these ratio are 

described below.  

By analogy with expression (2.3), I denote by �H��� the electric field response recorded 

by receiver ��, � = 1, 2, … , 	,  for a synthetic aperture source, �� , computed for the 

geoelectrical model with the known background conductivity. Similar to formula (2.13), 

the synthetic aperture response for the background geoelectrical model, �H , can be 

expressed as follows: 

 
 

�H =
78
88
9:�G��� :�G���
:�G��� :�G��� ⋯ :�G���

⋯ :�G���⋮ ⋮:�G�1� :�G�1� ⋱ ⋮⋯ :�G�1�>?
??
@ 2(�(�⋮(�

6 = DG), (2.16) 

 

where DG  is an ,	 × �.  matrix of rearranged background electric fields, and �H  is an 

,	 × 1. vector-column, 

 
 �H = ��H���, �H���, … , �H�1���. (2.17) 

 

The vector-column, �I, of the ratio between the observed inline electric fields and 

background fields of the synthetic aperture can be expressed as: 

 
 �I = ������/�H���, �����/�H���, … , ���1�/�H�1��� = K�)�, (2.18) 

 

where 
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 �����
�H��� = �∑ :����(���'� ��∑ :�G���(���'� �, (2.19) 

 

and K is a forward operator for the normalized synthetic aperture data �M, which is a 

function of the synthetic aperture weights, ). 

The fundamental concept of a synthetic aperture method is based on an assumption 

that one can design the synthetic aperture source which will steer the EM energy toward 

the target and in this way increase the ability to detect the target (Fan et al., 2010, 2012) 

by increasing the anomalous response from the target. This effect can be achieved 

automatically by selecting the synthetic aperture weights with the property that they 

magnify the normalized synthetic aperture data, �M, in the anticipated area of the location 

of potential target. For example, let me introduce a vector-column P, describing a 

designed normalized synthetic aperture data, which have a maximum over a specific area 

of the survey where I would like to steer the EM energy from a synthetic aperture source.  

The optimal synthetic aperture weights are determined by solving a minimization 

problem for the following objective functional: 

 
 %�)� = ‖O − K�)�‖� + αQ) − )RSTQ� = min. (2.20) 

 

The minimization problem (2.20) is solved by using the regularized conjugate 

gradient method as follows (Zhdanov, 2002): 

 

 �X = K�)X� − O, (2.21) 

 YX = ZX��X + α#)X − )RST&, (2.22) 

 [X = ‖YX‖�/‖YX\�‖�, (2.23) 
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 Y]X = YX + [XY]X\�, Y]^ =  Y^, (2.24) 

 _X = #Y]X�YX&/ `QZXY]XQ� + aQY]XQ�b,    (2.25) 

 )Xc� = )X − _XY]X, (2.26) 

 

where ZX is the Fréchet derivative matrix of the operator K at iteration n, which can be 

calculated based on perturbation method, and )RST is some a priori estimate of the data 

weights.  

Once the synthetic aperture weights, ) = *(�, (�, … , (�+�
 are found, one can convert 

them into the synthetic aperture parameters as follows: 

 

 �� = d(�d; %���� = �e�#(�&. (2.27) 

 
 
 

2.4 Numerical Model Study 

2.4.1 Model 1 

For comparison, I first apply the optimal synthetic aperture method to one of the 

models exampled in Fan et al. (2010). The model consists of 1 km deep seawater and the 

sea-bottom sediments with a resistivity of 1 ohm-m. A HC reservoir with a resistivity of 

100 ohm-m is located 1 km below the seafloor with horizontal extent of 4 km in the x- 

and y- directions and a thickness of 100 m (Figure 2.1). The receivers are located at the 

seafloor from -10 km to 10 km. The EM field in this model is generated by a 100 m 

bipole source with a current of 100 A, which is towed 100 m above the receivers. The 

source current oscillates with a frequency of 0.25 Hz. 

I construct a 5 km synthetic aperture source using the electric bipole transmitters 
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located from -9 km to -4 km. I consider two synthetic apertures. One is based on the 

coefficients developed in Fan et al. (2010) applying a linear phase shift to the sequential 

sources in order to steer the EM energy towards the reservoir. The other one is based on 

the optimal synthetic aperture method. 

Figure 2.2 provides an illustration of the optimal synthetic aperture method. Panel a 

in Figure 2.2 shows the in-line electric field for the model with the HC reservoir (dashed-

dotted line) and the corresponding background in-line electric field computed for the 

model without an HC reservoir (soild line) for a single 100 m bipole source. Panel b 

presents the in-line electric field for the model with the HC reservoir (bold solid line) and 

without reservoir (solid line) for a synthetic aperture source without steering. Panel c 

presents the in-line electric field for the model with the HC reservoir (dashed line) and 

the corresponding background in-line electric field computed for the model without a HC 

reservoir (solid line) for a synthetic aperture source introduced by Fan et al. (2010). Panel 

d shows the plots of the in-line electric field for the model with the HC reservoir (dotted 

line) and the corresponding background in-line electric field computed for the model 

without a HC reservoir (solid line) for the optimal synthetic aperture source. The bottom 

panel e presents the plots of the normalized data, computed as the ratio of the electric 

field responses generated for the model with HC reservoir and the corresponding 

background electric fields (without the HC reservoir). The dashed line in panel e shows 

the normalized synthetic aperture data based on the coefficients developed in Fan et al. 

(2010). The dotted line represents the similar data produced by the optimal synthetic 

aperture method, and the dashed-dotted line corresponds to the fields generated by a 

single 100 m bipole source. The bold dashed line in panel e indicates a designed 



19 

 

normalized synthetic aperture data P, which are introduced by a boxcar function drawn 

over the area of the expected reservoir anomaly detected by a single 100 m bipole source. 

One can see that the developed method successfully finds the optimal synthetic aperture 

weights for this model which increases the ratio of the observed and background fields up 

to 60 times, while the highest ratio produced by Fan et al. (2010) is about 40. 

Actually, the optimal synthetic aperture method makes it possible to obtain a higher 

ratio, if I increase the designed a priori normalized synthetic aperture data P. Figure 2.3 

shows the results with the higher a priori ratio. One can see that the ratio of the observed 

and background fields computed for the optimal synthetic aperture reaches up to 150, and 

the anomaly is getting sharper due to focusing the energy within the target reservoir.  

I also investigate the effect of noise on synthetic aperture data. The synthetic 

observed data are contaminated with random Gaussian noise. The noise level increases 

linearly from 1 % at zero offset up to 7 % at 10,000 m offset to simulate the noise 

behavior typical in the field data. The typical normalized in-line electric field data 

generated by a single 100 m bipole source for the model with an HC reservoir are shown 

in panel a of Figure 2.4. Panel b presents the normalized in-line electric field for synthetic 

aperture source without steering. Panel c shows similar plots for the optimal synthetic 

aperture source. One can see that the optimal synthetic aperture method provides a stable 

increase in the ratio of the observed and background fields in the case of noisy data as 

well. 
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2.4.2 Model 2 

Knaak et al. (2013) presented an example of the application of synthetic aperture 

method to a 3D synthetic CSEM data with a 2D source distribution. In this section, the 

same model is used to demonstrate the advantages of the developed optimal synthetic 

aperture method. The model consisted of 2 km deep seawater layer with a resistivity of 

0.33 ohm-m, and anisotropic layered sea-bottom sediments (background model) (see 

Knaak et al., 2013). A 4 km x 4 km x 50 m reservoir structure is located at 3.5 km depth 

with an isotropic resistivity of 35 ohm-m (Figure 2.5). The receivers are located at the sea 

bottom and spanned from -7 km to 7 km in the in-line (x) direction and from -4 km to 4 

km in the cross line (y) direction spaced every 250 m. The model contains seven towlines 

2 km apart and 15 km long over a 4 km x 4 km x 50 m reservoir at a depth of 3.5 km. The 

source is a 300 m horizontal dipole with a frequency of 0.2 Hz. The outlines of the 

reservoir and source locations are shown by solid and dash line, respectively, in Figure 

2.6. 

First, I repeat the numerical experiments presented by Knaak et al. (2013), where the 

authors created a 2D synthetic aperture source which extended from -6.6 km to -1.8 km 

in the in-line direction and was 4 km wide in the cross-line direction. Panel a in Figure 

2.6 presents the original plot of the normalized data, computed as the ratio of the in-line 

electric field responses generated by a single source for the model with HC reservoir and 

the corresponding background electric fields (without the HC reservoir). Panel b shows 

the normalized synthetic aperture data for synthetic aperture source without steering. 

Panel d presents the normalized data produced by the optimal synthetic aperture method. 

The designed normalized synthetic aperture data P are selected as a simple boxcar 
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function covering the area of the expected reservoir anomaly detected by a single 100 m 

bipole source, as shown in panel c of Figure 2.6. One can see that the optimal synthetic 

aperture method successfully found optimal synthetic aperture weights for this model 

which significantly increases the ratio of the observed and background fields.  

I should note that, Knaak et al. (2013) have also determined the parameters of the 

synthetic aperture with the goal to maximize the normalized synthetic aperture data, 

which they called the detectability ratio. However, in order to reach this goal the authors 

of the cited paper applied the global search method by considering variable combinations 

of the parameters from a given sample set. Figure 2.7 shows the normalized synthetic 

aperture data computed for a synthetic aperture source without steering (panel a), for the 

best steered 2D synthetic aperture source, developed by Knaak et al. (2013), and the same 

plot produced by the optimal synthetic aperture source (panel c). For a better comparison, 

the profiles along a vertical dashed line shown in Figure 2.7 are plotted in Figure 2.8. 

One can see that the optimal synthetic aperture method provides stronger and more 

apparent anomaly of the normalized synthetic aperture data than the one used in Knaak et 

al. (2013). The reason can be explained by two factors: first, the optimal synthetic 

aperture method does not impose any limitations on the synthetic aperture weights, (�, 

while Knaak et al. (2013) limited the weights within their given ranges; s econd, the 

weights in the optimal synthetic aperture method are determined from the optimization 

technique to provide the optimal set of the weights depending on the area where the user 

wants to focus the generated fields, while the method in Knaak et al. (2013) only steer the 

fields toward the direction of the area of interest.  

I also examine the effect of the noise on the synthetic aperture data. The synthetic 
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observed data from Model 2 are contaminated with random Gaussian noise, which 

increased linearly from 1 % at zero offset up to 7 % at 10,000 m offset to simulate the 

noise behavior typical in the field data. Panels in Figure 2.9 show the maps of the fields 

generated from the noisy data for different synthetic aperture sources. Panel a presents 

the normalized synthetic aperture data computed for a synthetic aperture source without 

steering. Panel b shows the same data for the best steered 2D synthetic aperture source, 

developed by Knaak et al. (2013). Panel c presents the same data for the optimal 

synthetic aperture source. Figure 2.10 presents the profiles of the same data along the 

vertical dashed line shown in Figure 2.9. One can see that the synthetic aperture methods 

provide very stable results for noisy data and, especially, the optimal synthetic aperture 

method increases the anomaly due to HC reservoir more significantly than the method by 

Knaak et al. (2013), for the noisy data as well.  

The question may arise if the developed algorithm could generate a false anomaly in 

the area, where there is no HC reservoir present? In order to address this question, I 

consider the same deep water model (Model 2) as above, except that there is no reservoir 

in this model below the seawater layer. I also assume that the background conductivity in 

the new model is slightly different from the original background model, e.g., by 3%., and 

the synthetic observed data in a new model without an HC reservoir are contaminated 

with noise, as was done above. Figure 2.11(a) shows the synthetic aperture data without 

steering normalized by new background field and noise added. Figure 2.11(b) shows the 

same data for the best steered 2-D synthetic aperture source, developed by Knaak et al. 

(2013). Figure 2.11(c) presents the same data for the optimal synthetic aperture source. 

One can see that in the case without an HC reservoir, the developed algorithm does not 
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produce any anomaly even if the selected background model is different from the true 

background. 

 

2.5 Reduction of the Air Wave Effect in Shallow Water  

Using Optimal Synthetic Aperture Method 

One of the problems for interpreting MCSEM data in shallow water is the effect of 

the so-called air wave, which represents that part of an EM signal from the transmitter 

propagating over the sea surface. This phenomenon was discussed in Zhdanov and Keller 

(1994), in context of the analysis of the field of the electric dipole source in horizontally 

layered earth. One can think of the EM field of an electric bipole source as consisting of 

two parts; the first part propagates in the upper half-space (in the insulating atmosphere) 

with virtually no attenuation, and then permeates into the seawater, passing through the 

water layer and reaching the sea-bottom receivers, and the second part propagates 

directly to the receivers through the conductive layers of the seawater and sea-bottom 

sediments. The former part of EM field, propagating in the air over the sea surface, is 

called an air wave. It should be apparent that, in deep water areas with the depth greater 

than a wave length, only the second part of the field is recorded in the receivers, and the 

first part is almost completely attenuated. However, in shallow water, the air wave 

becomes a dominant part of the observed field, which may completely distort the 

response from the sea-bottom target. Analysis and removal of the airwave effect has been 

a subject of a number of publications (e.g., Amundsen et al., 2006; Constable and Weiss, 

2006; Um and Alumbaugh, 2007; Andreis and MacGregor, 2007). In this section, I 

demonstrate that the optimal synthetic aperture method can solve this problem. 
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Model 2 consists of deep water layer with a depth of 2 km, where the airwave is 

negligible at the acquisition level (sea bottom). I design a new model (Model 3), which is 

similar to Model 2, but the water depth is 200 m (see Figure 2.12). In this case one should 

expect a strong air wave effect in the observed data. 

Panel a of Figure 2.13 shows the original normalized data for Model 3, computed as 

the ratio of the in-line electric field responses generated by synthetic aperture source for 

the model with HC reservoir and corresponding background electric fields (without the 

HC reservoir). By comparison of this plot with the one in the deep water model (Figure 

2.6, panel b), one can see that the anomaly response in the shallow water is dramatically 

distorted by the effect of the air wave. In order to remove this distorting effect, I have 

designed a synthetic aperture data in a form of a boxcar function covering the area of the 

expected reservoir anomaly (Figure 2.13, panel b). Finally, panel c presents the 

normalized synthetic aperture data produced by the optimal synthetic aperture method 

based on the designed boxcar function response. One can see that the plot of the 

normalized synthetic aperture data in Figure 2.13 (panel b) has a regular shaped oval 

structure, similar to the one shown in Figure 2.6, panel d, for a deep-water anomaly. This 

observation confirms that the optimal synthetic aperture method can remove the 

distorting effect of the air wave from the observed shallow water data. 

 

2.6 Application of the Optimal Synthetic Aperture Method  

to the Harding Field MCSEM Data 

I have applied the developed optimal synthetic aperture method to synthetic MCSEM 

data computer-simulated for a Harding oil and gas field located in the UK sector of the 
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North Sea, about 320 km northeast of Aberdeen (Figure 2.14). The field has a high net-

to-gross, high quality, Eocene Balder sandstone reservoir about 1,700 m below the 

seafloor in a 110 m water column. Production commenced in 1996 from the Harding 

central and south reservoirs with 300 Mboe initially in place. Since then, two further 

reservoirs have been developed: Harding south east, and by extended reach drilling, 

Harding North. The reservoirs contain gas, and this has been injected back into a gas cap 

for later production. Oil production is now in decline, with current production of 

approximately 10,000 bpd with increasing water cut. The remaining hydrocarbon column 

consists of a gas cap about 100 m thick, and a thin oil rim about 20 m thick (Ziolkowski 

et al., 2010; Zhdandov et al., 2012). 

The Harding field porosity and fluid saturation models were obtained from history-

matched reservoir simulations constructed from production data, well logs, and 3D 

seismic interpretations (Ziolkowski et al., 2010; Zhdandov et al., 2012). The 

corresponding 3D resistivity model consists of a 110 m sea water column with a 

resistivity of 0.3 Ohm-m overlying a homogeneous half-space of 1.0 Ohm-m in which the 

Harding reservoir model is embedded (Figure 2.15). 

The source is a 200 m long horizontal electric dipole with a frequency of 0.25 Hz. I 

construct a synthetic aperture source using three towlines spaced 1 km apart with 39 

source locations as shown by red lines in Figure 2.16. The receivers are located at the sea 

bottom and spanned from -7 km to 7 km spaced 500 m apart in x and y directions. The 

MCSEM data are then simulated for the model and contaminated with random Gaussian 

noise, which increases linearly from 1 % at zero offset up to 7 % at 10,000 m offset. 

Figure 2.16 presents the synthetic aperture data without steering for the Harding field 
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model. One can see that the effect of the HC reservoir is very weak and distorted in this 

image not only because of the noise, but also the effect of the air wave.  

In order to remove the distorting effect and find the anomaly from the reservoir, I 

apply the optimal synthetic aperture method using a designed synthetic aperture data in 

the form of a boxcar function. In this example, it is not ambiguous where the area of the 

expected electric field anomaly is, but let me assume that I do not know where to apply 

the box (window) of the designed synthetic aperture data. In this case, one can scan all 

over the survey area with moving the window to find the most increased anomaly. 

Figure 2.17 shows the results of the optimal synthetic aperture method with the 

scanning scheme and the blue windows indicate the box areas of the designed synthetic 

aperture data. As one can see if the window is placed far from the true anomaly (panel a, 

b, c), the optimal synthetic aperture method does not generate any false anomalies. But if 

the window gets closer to the area of true anomaly, the anomalous response becomes 

stronger. Finally, when the window fully cover the area of the true anomaly as shown in 

panel e, it provides the strongest and apparent anomaly.  

The optimal synthetic aperture methods on this model were ran using a PC with Intel 

Core i7, 32 GB, and 2.5 GHz, and the computation time for one searching scheme was 

few seconds. 

The synthetic MCSEM data simulated from the Harding field is used to demonstrate a 

capability of the developed method for removing the air wave effect from the observed 

shallow-water data. Also this method enables us to find out whether the HC reservoir is 

present or not over the survey area. 
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2.7 Conclusions 

The synthetic aperture method, introduced for the marine CSEM method in Fan et al. 

(2010, 2012) and Knaak et al. (2013), uses an integrated source as a combination of 

multiple individual sources, in order to increase the detectability of hydrocarbon 

reservoirs. I have demonstrated that this method can be mathematically described as the 

data weighting with a special way of selecting the data weights in order to construct the 

synthetic aperture source. The special data weights, called the synthetic aperture weights, 

is physically equivalent to "steering" the generated field, so that one can increase the EM 

anomaly from the geological target, e.g., the HC reservoir. I have developed a general 

optimization technique to find the optimal parameters (the synthetic aperture weights) of 

the synthetic aperture method. This approach makes it possible to increase the 

corresponding ratio between total and background fields within the area of an expected 

reservoir anomaly and, in this way, improve the resolution of the EM data with respect to 

potential subsurface targets. I have also demonstrated that the optimal synthetic aperture 

method can be used for a removal of the distorting airwave effect from the MCSEM data 

collected in shallow water. Lastly, using the MCSEM data computer-simulated for the 

Harding oil and gas field in the North Sea, I have shown how to find the strongest electric 

anomaly from HC reservoir using the scanning scheme with moving window.  

  



 

 

 

 

 

 

 

 

 

 

Figure 2.1. Sketch of Model 1 
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Figure 2.2. Model 1. Panel a shows the in-line electric field for a model with an HC 
reservoir (dashed-dotted line) and the corresponding background in-line electric field 
computed for a model without an HC reservoir (solid line) for a single 100 m bipole 
source. Panel b presents the in-line electric field for the model with the HC reservoir 
(bold solid line) and without reservoir (solid line) for a synthetic aperture source without 
steering. Panels c and d present the inline observed and background electric fields for 
synthetic aperture sources constructed by Fan et al. (2010) and by the optimal synthetic 
aperture method, respectively. The corresponding ratios between the observed and 
background fields are shown in panel e. The designed a priori ratio is presented as a bold 
dashed line in panel e. 
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Figure 2.3. Model 1. In-line total and background electric fields with applied optimal 
synthetic aperture weights (top panel) using a higher a priori ratio (dotted line in bottom 
panel). The corresponding ratios between the total and background fields in the top panel 
is shown in dotted line in the bottom panel. 
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Figure 2.4. Model 1. Panel a shows the normalized in-line electric field data generated by 
a single 100 m bipole source for the model with the HC reservoir. Panel b presents the 
corresponding field generated from the noisy data for a synthetic aperture source without 
steering. Panel c shows similar plot for the optimal synthetic aperture source. 

 

 



 

 

 

 

 

 

 

 

 

 

Figure 2.5. Sketch of Model 2. 
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Figure 2.6. Model 2. Panel a
source. Panel b presents the normalized synthetic apertur
shows the plot of the designed normalized synthetic aperture in a form of boxcar function 
covering the area of the exp
produced by the optimal synthetic aperture method.

 

a shows the original plot of the normalized data by a single 
presents the normalized synthetic aperture data without steering. Panel c

shows the plot of the designed normalized synthetic aperture in a form of boxcar function 
covering the area of the expected reservoir anomaly. Panel d presents the similar data 
produced by the optimal synthetic aperture method. 
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data by a single 
e data without steering. Panel c 

shows the plot of the designed normalized synthetic aperture in a form of boxcar function 
presents the similar data 



 

Figure 2.7. Model 2. Maps of the normalized synthetic aperture data computed for a 
synthetic aperture source without steering (panel a), for the best steered 2D synthetic 
aperture source, developed by Knaak et al. 
aperture source (panel c). 

 

 

 

 

. Model 2. Maps of the normalized synthetic aperture data computed for a 
synthetic aperture source without steering (panel a), for the best steered 2D synthetic 
aperture source, developed by Knaak et al. (2013) (panel b), and for the optimal synthetic 
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. Model 2. Maps of the normalized synthetic aperture data computed for a 
synthetic aperture source without steering (panel a), for the best steered 2D synthetic 

, and for the optimal synthetic 
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Figure 2.8. Model 2. Profiles of the normalized synthetic aperture data computed for 
different synthetic aperture sources: the black line represents the normalized synthetic 
aperture data computed for a synthetic aperture source without steering; the blue line 
shows the same data for the best steered 2D synthetic aperture source, developed by 
Knaak et al. (2013); and the red line presents the same data for the optimal synthetic 
aperture source. 

 

 

 

 

 

 

 



 

Figure 2.9. Maps of the fields generated from noisy data for different syn
sources. Panel a presents normalized synthetic aperture data computed for a synthetic 
aperture source without steering. Panel b
synthetic aperture source, developed by Knaak et al.
data for the optimal synthetic aperture source.

 

 

Maps of the fields generated from noisy data for different synthetic aperture 
presents normalized synthetic aperture data computed for a synthetic 

source without steering. Panel b shows the same data for the best steered 2D 
urce, developed by Knaak et al. (2013). Panel c, presents the same 

data for the optimal synthetic aperture source. 
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thetic aperture 
presents normalized synthetic aperture data computed for a synthetic 

shows the same data for the best steered 2D 
, presents the same 
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Figure 2.10. Profiles of fields generated from noisy data for different synthetic aperture 
sources: the black line represents the normalized synthetic aperture data computed for a 
synthetic aperture source without steering; the blue line shows the same data for the best 
steered 2D synthetic aperture source, developed by Knaak et al. (2013); and the red line 
represents the same data for the optimal synthetic aperture source. 

 

 

 

 

 

 

 



 

Figure 2.11. Model 2 without the HC reservoir. Maps of the fields generated from noisy 
data for different synthetic aperture sources. (a) Normalized synthetic aperture data 
computed for a synthetic aperture source without steering. (b) Same data for the best 
steered 2-D synthetic aperture source, developed by Knaak et al. (2013). (c) Same data 
for the optimal synthetic aperture source. 

 

. Model 2 without the HC reservoir. Maps of the fields generated from noisy 
data for different synthetic aperture sources. (a) Normalized synthetic aperture data 
computed for a synthetic aperture source without steering. (b) Same data for the best 

D synthetic aperture source, developed by Knaak et al. (2013). (c) Same data 
for the optimal synthetic aperture source.  
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. Model 2 without the HC reservoir. Maps of the fields generated from noisy 
data for different synthetic aperture sources. (a) Normalized synthetic aperture data 
computed for a synthetic aperture source without steering. (b) Same data for the best 

D synthetic aperture source, developed by Knaak et al. (2013). (c) Same data 
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Figure 2.12. Model 3 consisting of 200 m shallow sea water layer with a resistivity of 
0.33 ohm-m, and anisotropic layered sea-bottom sediments. 

 

 

 

 

 

 

 



 

Figure 2.13. Panel a presents the plot of the original norm
shows the plot of the designed normalized synthetic aperture in a form of a boxcar 
function covering the area of the exp
normalized synthetic aperture data produced by the optimal synthetic aperture method.
 

 

 

presents the plot of the original normalized data for Model 3. Panel b
shows the plot of the designed normalized synthetic aperture in a form of a boxcar 
function covering the area of the expected reservoir anomaly. Panel c 
normalized synthetic aperture data produced by the optimal synthetic aperture method.
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alized data for Model 3. Panel b 
shows the plot of the designed normalized synthetic aperture in a form of a boxcar 

 presents the 
normalized synthetic aperture data produced by the optimal synthetic aperture method. 
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Figure 2.14. The Harding oil and gas field is located in the UK sector of the North Sea, 
about 320 km northeast of Aberdeen. 
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Figure 2.15. 3D resistivity model of the Harding oil and gas field. 
  



 

Figure 2.16. The plot of the original normalized data for Harding field model. Red lines 
indicate a synthetic aperture source and black line present the footprint of the HC 
reservoir.  
 

 

 

 

 

 

 

. The plot of the original normalized data for Harding field model. Red lines 
indicate a synthetic aperture source and black line present the footprint of the HC 
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. The plot of the original normalized data for Harding field model. Red lines 
indicate a synthetic aperture source and black line present the footprint of the HC 
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Figure 2.17. Optimal synthetic aperture results by scanning scheme with moving window.  



 

 

CHAPTER 3 

3. title3 

OPTIMAL SYNTHETIC APERTURE METHOD 

FOR TOWED STREAMER EM SURVEYS 

 

3.1 Introduction 

Marine electromagnetic (EM) methods have found wide application in off-shore 

hydrocarbon (HC) exploration because of their sensitivity to the resistive targets 

associated with the HC reservoirs (e.g., Constable, 2010; Hesthammer et al., 2010). With 

the recent development of the towed streamer EM technique by PGS, the marine EM 

surveys can be applied to rapidly explore large areas to study the sea-bottom resistivity 

(e.g., Engelmark et al., 2012; Mckay et al., 2015). However, the interpretation of the 

multitransmitter and multireceiver EM data typical for the towed streamer surveys is a 

very challenging problem, which usually requires a large scale inversion of the observed 

data. In this situation, it is desirable to develop a rapid imaging technique of the towed 

streamer EM data for reconnaissance surveying of vast areas of the shelf. I propose using 

for this purpose a concept of synthetic aperture (SA) which has been widely used for 

processing and imaging the radiofrequency electromagnetic and acoustic waves recorded 

by radars and sonars.  It is based on the idea that a virtual source constructed by different 

actual sources with specific radiation patterns can steer the interfered fields to 
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the direction of an area of interest (DeGraaf, 1998; Cheney, 2001; Cetin and Karl, 2001; 

Korobov et al., 2010).  A similar approach has been introduced to diffusive EM fields 

(Fan et al., 2010, 2012, Knaak et al., 2013), where the authors applied the SA method to 

MCSEM surveys by constructing a SA source with different transmitters to steer the 

generated fields toward the direction of the target, so that it can enhance the EM anomaly 

caused by the target.  

Another approach to achieving this goal has been introduced in Yoon and Zhdanov 

(2011) and Zhdanov (2013), where the authors increased the sensitivity of the EM 

response to the target using the concept of focusing controlled sensitivity by selecting the 

appropriate combination of the data weights.  

In papers by Yoon and Zhdanov (2014, 2015), the authors have demonstrated that the 

sensitivity of the MCSEM survey to a specific geological target could be enhanced by 

selecting the appropriate amplitude and phase coefficients of the corresponding synthetic 

aperture. A concept of optimal SA was introduced based on finding the optimal data 

weights of the SA for the MCSEM data, which enhance the EM anomaly from a target in 

the deep or shallow marine environment.  

I should note that, all previous development of the SA method for marine EM data 

was focused on the conventional MCSEM survey configuration with the fixed nodes sea-

bottom receivers and moving transmitters. In this chapter, I develop the optimal SA 

method for the towed streamer EM survey data. With the synthetic and case studies, I 

demonstrate that this method increases the EM response from the potential sea-bottom 

targets significantly, which can be effectively used in the reconnaissance surveys for 

finding the horizontal locations of the HC reservoirs. 
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3.2 Virtual Receivers 

The towed streamer EM surveys are conceptually similar to marine CSEM surveys in 

the sense of the towing transmitter in the marine system. However, the former consists of 

a set of receivers towed by a vessel while the latter deploys receivers at the sea floor. It 

means, in the latter system, the receiver positions are the same for all the different 

transmitter shots, but in the former system, the receiver positions by one transmitter shot 

are different from those by the other shots. The fundamental idea of the SA method is 

that the signals generated at different source positions are measured at the same receiver 

positions, so that they can be integrated to increase the potential anomaly. Unlike the 

conventional MCSEM system, the towed streamer system consists of a set of towed 

receivers which can measure a signal generated at a certain transmitter position only. In 

order to integrate the signals generated by different sources at the same receiver positions 

in the towed streamer EM system, I have to interpolate the fields from each source to the 

virtual receiver positions, which can be shared by all the transmitter shots.  

Consider a typical Towed Streamer EM survey, formed by a set of towed receivers 

with transmitter-receiver offset index, f = 1, 2, … , g.  A long bipole transmitter generates 

a low-frequency EM field from the points with coordinates ��� ,  = 1, 2, … , �. The data 

recorded at the receivers by a transmitter at point ��� can be denoted by a vector-column, 

 
 �� = ������, �����, … , ���h���

 (3.1) 

 

where ���i� is the datum observed at offset, s, from the transmitter located at point ���.  

In marine environment, the measured electric field decays quickly with the increase 

of the distance (offset) between the transmitter and the receiver, which makes it difficult 
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to detect the anomaly related to the target reservoir. In order to overcome this problem, 

the observed data are usually normalized by the amplitude of the background field data as 

follows: 

 
 ��E�i� = ���i�/F��G�i�F, (3.2) 

 

where ���i� and ��G�i� describe the total and background field data, respectively, recorded  

at  offset, s, from  the transmitter located at point ���.  

The background field is determined as a field generated by a given transmitter in 

some background geoelectrical model, which is usually selected as a horizontally layered 

model (Zhdanov, 2009). There are different ways to determine the background field. One 

can be based on 1D inversion of the observed data. Another one uses the reference field 

in the observation point far enough from the prospective reservoir. Indeed, if one knows 

that some measurements are made outside the location of the expected target, these data 

can be considered as a background (reference) field,  

 
 �G = ������, �����, … , ���h��� = ��jkl��� , �jkl��� , … , �jkl�h� ��, eAm ∈   = 1, 2, … , �. (3.3) 

 

Then equation  (3.2)  can be represented as follows: 

 
 ��E�i� = ���i�/F�jkl�i� F. (3.4) 

 

The normalized data recorded at the receivers by a transmitter at point ��� can be denoted 

by a vector-column,  
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 ��E = ���E���, ��E���, … , ��E�h���. (3.5) 

 

 

3.3 Introducing Synthetic Aperture Data for  

Towed Streamer EM survey 

In order to apply the optimal SA method, I first determine the positions of the virtual 

receivers to be shared by all the transmitters. For simplicity, consider all actual receiver 

positions for all transmitters as the virtual receiver positions. If I assume there are no 

exactly overlapped receiver positions by different sources in the original data, The 

coordinates of the virtual receiver positions are denoted as follows:  ��, � = 1, 2, … , 	 , 

where 	 = �g .  The normalized observed data are then interpolated into the virtual 

receiver positions, forming a ,	 × 1. vector-column, 

 
 ��E = ���E���, ��E���, … , ��E�1���. (3.6) 

 

Note that, the values ��E���corresponding to the range exceeding the maximum offset 

from the corresponding transmitter, ��� , are set to be 1 (a unit) because the normalized data 

are equal 1 everywhere outside the anomaly. 

Combining all the normalized data for all transmitters, I obtain a ,�	 × 1. vector-

column of the data recorded in both the actual and virtual receivers,  

   

 �E = *�E���, �E���, �E�o�, … , �E�1�+�
, (3.7) 

 

where �E��� is a ,� × 1. vector-column of the normalized data set at the receiver position, 
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��, 
 

 �E��� = ���E���, ��E���, … , ��E�����. (3.8) 

  
 

As shown in Chapter 2, the SA data can be calculated as a linear combination of the 

responses for all the transmitters: 

 
 �� = 0��E , (3.9) 

 

where �� is an ,	 × 1. vector-column of the SA data based on the normalized observed 

data, 

 
 �� = ������, �����, ���o�, … , ���1���, (3.10) 

 

and 0� is a ,	 × �	. block-diagonal rectangular matrix of the weights, 

 
 0� = 2)� 0 ⋯0 ⋯ )� 0 ⋯ 0 ⋯0 ⋯ 0 ⋯0 ⋯ 0 ⋯0 ⋯ 0 ⋯ ⋱ 0 ⋯0 ⋯ )� 6. (3.11) 

 

In the last formula, ) is a ,� × 1. vector-column of the corresponding synthetic aperture 

weights, (�, 

 
 ) = *(�, (�, … , (�+�. (3.12) 

 

The goal is to find the optimal values of the weights,  (�,  and would enhance the EM 

anomalies from the targets. 



51 

 

3.4 Definition of the Optimal Synthetic Aperture Method  

for Towed Streamer EM Survey  

The towed streamer EM system measures the in-line component of the electric field, 

E, (Engelmark et al., 2012; Mckay et al., 2015). In this case, following Yoon and 

Zhdanov (2015), I can write equation (3.7) as follows: 

 
 

�� =
788
89:�E��� :�E���
:�E��� :�E��� ⋯ :�E���

⋯ :�E���⋮ ⋮:�E�1� :�E�1� ⋱ ⋮⋯ :�E�1�>??
?@ 2(�(�⋮(�

6 = DE), (3.13) 

  
 

where 

 
 :�E��� = :����/F:�G���F, (3.14) 

 

and :�G���  is the background electric field and DE  is a ,	 × �.  matrix of rearranged 

normalized observed in-line components of electric fields, :�E���, recorded by a virtual 

receiver at point ��  for a transmitter, ��� ,  and w is the synthetic aperture weights in 

equation (3.12), and �� is an ,	 × 1. vector-column, 

 
 �� = ������, �����, ���o�, … , ���1���. (3.15) 

 

By analogy with (3.13), the synthetic aperture response for the normalized background 

electric field can be expressed as follows: 
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�H =
788
89:�EG��� :�EG���
:�EG��� :�EG��� ⋯ :�EG���

⋯ :�EG���⋮ ⋮:�EG�1� :�EG�1� ⋱ ⋮⋯ :�EG�1�>??
?@ 2(�(�⋮(�

6 = DEG), (3.16) 

 

where 

 
 :�EG��� = :�G���/F:�G���F, (3.17) 

 

and DEG is an ,	 × �. matrix of rearranged normalized background electric fields, and �H 

is an ,	 × 1. vector-column, 

 
 �H = ��H���, �H���, �H�o�, … , �H�1���. (3.18) 

 

I also introduce vector-column, �I  of the ratio between the SA data and the SA 

response for the normalized background electric field: 

 
 �I = p�����

�H��� , �����
�H��� , … , ���1�

�H�1�q� = K�)�, (3.19) 

 

where 

 
 ����� �H���r = s� :�E���(��

�'� t s� :�EG���(��
�'� tu . (3.20) 

 

and K is a forward operator for the normalized synthetic aperture data �I , which is a 

function of the synthetic aperture weights ). Note that, if all the SA weights ) are equal 

to 1, then according to Yoon and Zhdanov (2015), the corresponding data  �I are called 
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the SA data without steering. The �I computed based on the optimal SA weights, are 

called optimal SA data.   

Based on the system equation (3.19), I determine the optimal synthetic aperture 

weights by solving minimization problem for the following objective functional: 

 
 v�)� = ‖w − K�)�‖� + αQ) − )RSTQ� = min, (3.21) 

 

where w is a so-called designed synthetic aperture (DSA), α is a regularization parameter, 

and )RST is an a priori vector-column of the data weights, which, for simplicity, can be 

selected as follows: )RST = ,1, 1, … ,1.�. The selection of the DSA (D) is discussed in the 

next section. The minimization problem of equation (3.21) is solved based on regularized 

conjugate gradient method as follows (Zhdanov, 2002):  

 
 �X = K�)X� − w, (3.22) 

 YX = ZX��X + α#)X − )RST&, (3.23) 

 [X = ‖YX‖�/‖YX\�‖�, (3.24) 

 Y]X = YX + [XY]X\�, Y]^ =  Y^, (3.25) 

 _X = #Y]X�YX&/ `QZXY]XQ� + aQY]XQ�b,    (3.26) 

 )Xc� = )X − _XY]X, (3.27) 

 

where ZX  is the Fréchet derivative matrix of the operator K  at iteration n, which is 

calculated based on perturbation method, and )RST is some a priori estimate of the data 

weights.  
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3.5 Synthetic Model Study 

3.5.1 Selection of a Designed Normalized Synthetic Aperture Data 

The designed synthetic aperture, DSA, according to its name, is selected (designed) 

with the purpose of enhancing the EM anomalies from the potential targets. I should note 

that different selections of the DSA for the optimal SA method can result in different 

optimal SA weights. In this section, I discuss how the different DSAs affect the results 

and make the recommendations on their selections.   

Consider a geoelectrical model consisting of 300 m seawater layer with a resistivity 

of 0.33 Ohm-m, and 1 Ohm-m half space of sediment. A reservoir with sizes of 4 km x 4 

km x 200 m is located at a depth of 800 m below the sea floor, and the resistivity of the 

reservoir is 100 Ohm-m (Figure 3.1). The towed streamer EM survey consists of one 

survey line, running in the x direction at y = 0. The horizontal electric dipole transmitter 

oriented in the x direction with a moment of 1 Am is towed from 20 km to -20 km in the 

x direction at a depth of 10 m below the sea surface. Sixty receivers with offsets between 

900 m and 7720 m are towed at a depth of 100 m and measure inline electric fields at a 

frequency of 0.4 Hz.  

In order to apply the optimal SA method, I construct a SA source using all the 

transmitter points on the survey line, and select the background (reference) field as the 

observed data generated by the very first transmitter located at x=20 km. Figure 3.2 

shows the plots of the normalized SA data without steering (black lines). I have 

considered four different designed synthetic apertures in order to demonstrate how they 

affect the optimal SA data. I first select a boxcar function as the designed SA, setting the 

maximum value equal to 1.3 within the area of the expected reservoir anomaly and to 1 
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outside of the targeted zone. Then I move the boxcar function along the axis x, as shown 

in panels a-c of Figure 3.2. Panel a demonstrates that if there is no anomalous field within 

the area of the maximum of the boxcar function, the optimal SA method does not 

generate any false anomaly. Panels b and c indicate that the boxcar function has to fully 

cover the area of the anomalous field, otherwise only the anomalous fields inside of the 

boxcar area increase. Lastly, I use a constant value for the designed synthetic aperture. As 

demonstrated in Chapter 2, the optimal SA method increases or decreases the SA data 

only within the area where the true anomaly exists. Therefore, one can simply use a 

constant value for the designed synthetic aperture in order to enhance the responses from 

all potential targets. Panel d presents a plot of the optimal SA data (red line) obtained 

using a uniform synthetic aperture (blue line). One can see that the optimal SA data 

shown in panels c and d are practically identical. This result illustrates the fact that the 

uniform SA can be successfully used in the reconnaissance towed streamer EM survey, 

where the location of the potential target is not a priori known. 

 

3.5.2 A Model with Near-Seafloor Inhomogeneities 

In this section, I consider a complex model, which consists of two thin reservoirs and 

near-seafloor inhomogeneities. Model 2 consists of 300 m seawater with a resistivity of 

0.33 Ohm-m, and five conductive sediment layers as shown in Figure 3.3. The first top 

sediment layer with a thickness of 200 m represents the near-seafloor inhomogeneities, 

with resistivities varying randomly from 1 to 4 Ohm-m. The resistivities of the second 

sediment layer and below including the bottom half space are 3, 2, 5, and 4 Ohm-m, 

respectively. The reservoirs have the same size of 4 km x 4 km x 200 m but they are 
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located at different depths of 1100 m (the left reservoir) and 800 m (the right reservoir) 

below the sea surface, with resistivities of 50 Ohm-m and 100 Ohm-m, respectively, as 

shown in Figure 3.3. The separation between the reservoirs is 4 km in the x direction. The 

EM survey configuration is the same as that considered in Model 2. The data were 

contaminated with the random 5 % Gaussian noise.   

As was done above for Model 1, I first construct a SA source using all the 

transmitters in the survey line, and select the background (reference) field as the observed 

data generated by the very first transmitter located at x=20 km. Then, I plot the 

normalized SA data without steering as shown by the black line in panel a of Figure 3.4. 

In this complex model, the SA data without steering are distorted due to the near-surface 

inhomogeneities and the noise in the observed data, which makes it difficult to determine 

the locations of the targets from the anomalous responses in the plot of the SA data 

without steering.   

As discussed in the previous section, I select a uniform designed synthetic aperture 

shown by a blue line in panel a of Figure 3.4. After applying the optimal SA method to 

the observed data, I have generated optimal SA data shown by the red line. One can see 

that the anomalies of the SA data increased over the reservoirs, while the magnitude of 

the data elsewhere remains practically the same as for the SA data without steering. 

Lastly, to clearly see the increased anomalies only, I plot the ratio between the optimal 

SA data and the SA data without steering in panel b of Figure 3.4. As one can see the 

areas of the increased anomalies agree well with the true horizontal locations of the 

targets (black bars in panel b of Figure 3.4).     
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3.6 Application of the Optimal Synthetic Aperture Method to  

the Towed Streamer EM Data Collected in the  

Troll West Oil and Gas Province 

I have applied the optimal SA method to the towed streamer EM data collected in the 

Troll West Oil and Gas Provinces. These data were studied in papers Zhdanov et al. 

(2014a), Zhdanov et al. (2014b), where a rigorous 3D inversion was conducted for these 

data, which makes them a suitable dataset for testing the optimal SA method. 

The towed streamer EM data used in the numerical study were collected at seven 

survey lines at a frequency of 0.496 Hz. Figure 3.5 shows the seven survey lines over the 

true locations of Troll West Oil Province (TWOP) and Troll West Gas Province (TWGP). 

The 8700 m long EM streamer was towed at a depth of 10 m below the sea surface. 

Eleven receivers with offsets between 1860 and 7554 m were selected, which were towed 

at 100 m below the sea surface. 

I have applied the optimal SA method to the data collected along each line. The 

reference field was selected using a set of the observed data generated by the first 

transmitter located on the left of  line #1, assuming that field was less affected by the 

anomalous resistivity of the Troll oil and gas fields. This reference field was used as the 

background fields for all the towed streamer EM data collected at all seven lines. Then I 

calculated the normalized SA data without steering. As an example, Figure 3.6 shows the 

SA data without steering along line #1. As one can see, it is not trivial to distinguish the 

anomalous responses from the targets in this plot.   

To apply the optimal SA method to the Troll data, I first selected the uniform 

designed synthetic aperture with a constant value of 1.5. Figure 3.6 shows the plots of the 
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normalized SA data without steering (black lines) and the optimal SA data (red lines) 

along the different lines of the towed streamer survey. As one can see, the optimal SA 

method increases the observed anomalies of the SA data significantly. Figure 3.7, panel a, 

represents a map of the ratio between the optimal and the normalized SA data without 

steering. Panel b in the same figure shows a horizontal section of 3D inversion of the 

same data (but recorded at five different frequencies) at a depth of 1475 m (panel b in 

Figure 3.8). As one can see, this map agrees very well with the true horizontal locations 

of hydrocarbon (HC) reservoirs of the TWOP and TWGP. This case study demonstrates a 

remarkable effectiveness of the optimal SA method to find the horizontal locations of the 

targets without any inversion. Another advantage of this method is a very short 

computation time. I have computed the optimal SA data using a PC with Intel Core i7, 32 

GB, and 2.5 GHz, and the computation time was less than a few seconds, while a 

rigorous 3D inversion requires several hours or even days of computation on a PC cluster. 

Note that the computation time mostly depends on the number of data point, which was 

about 40,000 in this case. Thus, the optimal SA method can be considered as an effective 

technique for real time scanning of the survey area for potential HC reservoirs using the 

EM data.  

 

3.7 Conclusions 

I have introduced a novel method of fast imaging the towed streamer EM data based 

on the concept of optimal synthetic aperture. It has been shown that this method increases 

the EM response from the potential sea-bottom HC reservoirs significantly. Two 

numerical studies and a case study have demonstrated the effectiveness of the optimal SA 
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method in mapping the sea-bottom resistive targets (e.g., HC reservoirs). The method is 

extremely fast with the computational time on a standard PC of less than a few seconds 

for large survey data (up to 40,000 observation points). The developed innovative 

technique can be used as a fast data processing technique for real time evaluation of the 

data collected by a reconnaissance towed streamer EM survey with the goal of scanning 

vast area of marine shelf.    

 

  



 

 

 

 

 

 

 

 

Figure 3.1. Sketch of Model 1 
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Figure 3.2. Model 1. The results of optimal SA method for different selections of the 
designed synthetic apertures. Panels a, b, and c present the plots of the conventional, 
without steering SA data (black lines) and optimal SA data (red lines) obtained using a 
boxcar function with different locations (blue lines)  as a designed synthetic aperture. 
Panel d  shows a plot of the optimal SA data (red line) obtained using a uniform synthetic 
aperture (blue line). 

 

 

 

 

The results of optimal SA method for different selections of the 
designed synthetic apertures. Panels a, b, and c present the plots of the conventional, 
without steering SA data (black lines) and optimal SA data (red lines) obtained using a 
boxcar function with different locations (blue lines)  as a designed synthetic aperture. 

plot of the optimal SA data (red line) obtained using a uniform synthetic 
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The results of optimal SA method for different selections of the 
designed synthetic apertures. Panels a, b, and c present the plots of the conventional, 
without steering SA data (black lines) and optimal SA data (red lines) obtained using a 
boxcar function with different locations (blue lines)  as a designed synthetic aperture. 

plot of the optimal SA data (red line) obtained using a uniform synthetic 
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Figure 3.3. Sketch of Model 2 
 

 

 

 

 

 

 

 

 



 

Figure 3.4. Model 2. Panel a 
designed synthetic aperture (blue line), and optimal
the plot of the ratio between the optimal SA data and that without steering (red line); the 
horizontal locations of the reservoirs are shown by the black segments.

 

 

 

 

 

 

 

 

 

 

 shows the normalized SA data without steering (black line), 
designed synthetic aperture (blue line), and optimal SA data (red line).  Panel 
the plot of the ratio between the optimal SA data and that without steering (red line); the 
horizontal locations of the reservoirs are shown by the black segments. 
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shows the normalized SA data without steering (black line), 
SA data (red line).  Panel b presents 

the plot of the ratio between the optimal SA data and that without steering (red line); the 



 

 

 

 

 

 

 

 

Figure 3.5. The configuration of the towed streamer EM survey conducted in the Troll 
West Oil and Gas Provinces. The red lines show the locations of the seven survey lines
 
 
 

The configuration of the towed streamer EM survey conducted in the Troll 
West Oil and Gas Provinces. The red lines show the locations of the seven survey lines
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The configuration of the towed streamer EM survey conducted in the Troll 
West Oil and Gas Provinces. The red lines show the locations of the seven survey lines. 
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Figure 3.6. The normalized synthetic aperture data without steering of line #1.  
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Figure 3.7. Plots of the normalized synthetic aperture data without steering (black) and 
the results of optimal synthetic aperture method (red) from line #1 to line #7. 
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Figure 3.8. Panel a shows a map of the ratio between the optimal and the normalized SA 
data without steering. Panel b shows a horizontal section of 3D inversion of the same data 
(but recorded at five different frequencies) at a depth of 1475 m presented in Chapter 5. 



 

 

CHAPTER 4 

4. title3 

HYBRID FINITE DIFFERENCE AND INTEGRAL EQUATION METHOD  

FOR EM MODELING 

 

4.1 Introduction 

The main engine for improvement in the interpretation of geophysical 

electromagnetic (EM) survey data is the continuing development of efficient algorithms 

for 3D EM modeling. There are several popular numerical approaches for 3D EM 

modeling: integral equation (IE), finite difference (FD), and finite element (FE) methods 

(Zhdanov, 2002, 2009, 2015; Avdeev, 2005). 

The IE method represents one of the most effective numerical solvers for localized 

anomalous structures embedded in a layered earth. One of the advantages of the IE 

method is that it only requires a solution within the anomalous domain, and the electric 

and magnetic fields at the receivers are calculated based on the Green's tensor approach. 

The IE modeling domain includes inhomogeneous geoelectrical structures only and it is 

typically very small compared to the modeling domains of the differential equation (DE) 

methods, which require a large computational domain to satisfy to the corresponding 

boundary conditions. At the same time, the system matrix of the IE method is dense, so if 

the complexity of the model grows, the IE method requires significantly larger amount of 

computational memory and time. I should note, however, that many novel approaches 
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have been applied to the conventional IE method to overcome those computational 

difficulties, including the contraction IE method, variable background conductivity, and 

efficient Green's tensor calculations (e.g., Hursán and Zhdanov, 2002; Zhdanov et al., 

2006; Endo et al., 2008; Zhdanov, 2009; Avdeev and Knizhnik, 2009).  

The advantage of the DE method is the sparsity of the system matrices, which 

improves the condition number and enables us to use a direct solver very efficiently. 

Direct solvers have traditionally been considered to be computationally too demanding 

for 3D problems compared to iterative solvers. However, gradual advancement of direct-

solution algorithms, along with the availability of resources for parallel computation 

makes it possible to apply these algorithms for solving large-scale 3D problems very 

efficiently (Streich, 2009; da Silva et al., 2012; Yang and Oldenburg, 2012; Grayver et 

al., 2013; Schwarzbach and Haber, 2013; Jaysaval et al., 2014). Especially, in the case of 

multisource problem such as marine CSEM, the direct solvers may perform more 

efficiently than the iterative solvers because the direct solvers reuse the decomposed 

system matrix for multiple sources whereas the iterative solvers need to solve the 

problem for each source separately (Chung et al., 2014). However, the DE methods 

require a very large computational domain and extensive mesh refinement in the vicinity 

of the receivers and/or sources to reduce errors caused by the interpolation and numerical 

differentiation required to calculate the electric and magnetic fields in the receivers. To 

avoid mesh refinement and/or numerical errors, Cox and Zhdanov (2014a) applied the 

Green’s tensor approach to the finite element (FE) method to calculate magnetic fields 

and their sensitivities at the receivers, and developed a 3D airborne EM inversion based 

on their hybrid FE-IE method. In this chapter, I use a concept similar to the Green’s 
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tensor approach, and apply it to the FD method. 

I have developed a hybrid FD-IE method, which combines the advantages of those 

two methods. In the framework of this approach, the FD modeling algorithm is based on 

the staggered grid (Yee, 1966) and follows the approach outlined in Newman and 

Alumbaugh (1995). Once the unknown electric fields in the computation domain of the 

FD method are computed, the electric and magnetic fields at the receivers are calculated 

using the IE method with the corresponding Green’s tensor for the background 

conductivity model. This approach makes it possible to compute the fields at the 

receivers accurately without the need of very fine FD discretization in the vicinity of the 

receivers and transmitters and without the need for numerical differentiation and 

interpolation.  

To verify the accuracy and the efficiency of the developed method, I compare the 

fields computed by the hybrid FD-IE method with those computed by the conventional 

FD method, the 1D semianalytical solution, and the 3D IE method.  

 

4.2 Finite Difference Modeling of the Anomalous Electric Field 

The implementation of the FD method developed in this paper follows that of 

Newman and Alumbaugh (1995) and Alumbaugh et al. (1996). The method solves 

Maxwell’s equations in the frequency domain based on a finite-difference scheme on a 

staggered grid and uses the anomalous field formulation with the total field being 

decomposed into background, b
E , and anomalous, a

E , fields. The calculation of the 

anomalous field with an equivalent source makes it possible to avoid the discretization 

problems associated with discrete sources. This approach has been widely used in the EM 
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modeling literature, whether with FD, finite-volume, finite-element, or IE methods (e.g., 

Zhdanov, 2002, 2009). 

For the low frequency EM fields, considered in geophysical applications, the 

displacement currents can be ignored in Maxwell’s equations, which results in the 

second-order differential equation for the anomalous electric field, ER: 

 
 a a b b

0 0 ( ) .i iωµ ωµ∇×∇× + = −E E E−σ σ σ
 

(4.1) 

 

The magnetic permeability within the earth, μ, is assumed to be constant,

7
0 4 10πµ −×= H/m, and the total, σ , and background, bσ , conductivity tensors are 

considered to be diagonal, composed of the principal components of the conductivity 

tensor. The electric fields are assigned to the edges of the cells in the staggered grid. For 

simplicity, I use the Dirichlet boundary condition, i.e., the anomalous electric field is set 

to zero at all sides of the computational domain. 

    A finite-difference representation of equation (4.1) on a staggered grid can be 

written as a linear system of equations as follows: 

 
 ,=Ke R  (4.2) 

 

where e  is the unknown vector of the anomalous electric field, and R is a vector 

containing the source terms. The matrix K  is a sparse and symmetric complex matrix 

composed of real numbers except for the diagonal elements. I use multifrontal massively 

parallel sparse direct solver, MUMPS (Amestoy et al., 2001, 2006), to solve the system 

of equation (4.2), which enables an efficient solution of large-scale problems with 
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multiple sources.   

 

4.3 Integral Equation Method for Computing the EM Field at the Receivers 

In the integral equation method, the electric and magnetic fields at the receiver 

positions are computed based on the Green's tensor approach, which does not require any 

meshes near receiver positions. The anomalous electric and magnetic fields at the 

receiver position,
lr , l = 1,2,...,L , can be expressed as an integral over the excess currents 

in the inhomogeneous domain D: 

 
 � b a( ) ( | ) ( ) [ ( ) ( )]a

l l

D

dv= ∆ ⋅ +∫∫∫ EE E Eσr G r r r r r

 

(4.3) 

 

 � b a( ) ( | ) ( ) [ ( ) ( )]a

l l

D

dv= ∆ ⋅ +∫∫∫ HH E Eσr G r r r r r

 

(4.4) 

 

where � | )lEG (r r  and � H l | )G (r r  are the electric and magnetic Green’s tensors defined for 

an unbounded conductive medium with the background (horizontally layered) anisotropic 

conductivity, bσ ; the anomalous domain D represents a volume with the anisotropic 

anomalous conductivity distribution, ( ) ( ) ( )b∆ = −r r rσ σ σ . 

In the case of three-directional anisotropic conductivity, equation (4.3) can be 

simplified using matrix notations as follows (Hursán and Zhdanov, 2002): 

 
 

�
Ea = ∆E EσG  

(4.5) 

 

where a
E is a 3 1L× vector-column of x, y, and z components of anomalous electric fields 
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at the receiver positions, 
lr , l = 1,2,...,L , 

 
 Ta a a a a a a

1 1 1E ,..., E , E ,..., E , E ,..., E ,x, x,L y, y,L z, z,L
 =  E

 
(4.6) 

 

and E is a 3 1N × vector-column of electric fields at the centers of the cells within the 

inhomogeneous domain, D: 

 
 

x y z x y z x y z

T

(1,1,1) ( , , ) (1,1,1) ( , , ) (1,1,1) ( , , )E ,...,E ,E ,...,E ,E ,...,E .x, x, N N N y, y, N N N z, z, N N N
 =  E

 

(4.7) 

 
where the main node ( , , )i j k is defined as a location of the center of the cells in the 

inhomogeneous domain, D, and the total number of cells in domain D is denoted as 

x y zN N N N= × × .  

Matrix �
E
G is a 3 3L N×  rectangular matrix containing the integrals of the electric Green's 

tensors, 

 
 

�

E E E

E
E E E

E E E

,
xx xy xz

yx yy yz

zx zy zz

 
 

=  
 
 

G G G

G G G G

G G G
 

(4.8) 

   
 1( , , )1(1,1,1)

E

1( , , )(1,1,1)

, , , , ,

x y z

x y z

N N N

N N NL

x y z

αβ αβ

αβ

αβ αβ

α β

 Γ Γ
 

= = 
 
Γ Γ  

⋯

⋮ ⋱ ⋮

⋯

G

 

(4.9) 

 

 E ( ) ,
(i, j,k)

l(i, j,k)

l (i, j,k)

D

G r | r dvαβ αβΓ = ∫∫∫
 

(4.10) 
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where E
( , , )( | )l i j kG r rαβ , α = x, y, z, are the components of an electric Green's tensors; ∆σ is 

a 3 3N N× diagonal matrix with anomalous conductivities, 

 
 

x y zx(1,1,1) x( , , ) y(1,1,1)diag([ ,..., , ,...,N N N∆ ∆ ∆ ∆σ σ σ σ=
 

x y z x y zy( , , ) z(1,1,1) z( , , ), ,..., ]).N N N N N N∆ ∆ ∆σ σ σ
 

(4.11) 

 

 
4.4 Formulation of a Hybrid Finite Difference and Integral Equation  

Method 

The conventional FD method requires an interpolation to calculate the electric fields 

at the receivers, a numerical approximation of the curl of the electric field, and an 

interpolation to calculate the magnetic fields at the receivers. Such numerical 

differentiations and interpolations can cause some numerical errors, and require mesh 

refinement in the vicinity of the receivers to reduce the errors. In order to avoid those 

problems, I use an IE approach, described in the previous section, to calculate the electric 

and magnetic fields at the receivers.  

In the Green's tensor approach described in the previous section, vector (i, j,k)r  in 

equation (4.10) is located at the center of the cell where the electric field is computed 

using the IE method. However, in the framework of the FD scheme based on the 

staggered grid, the electric fields are calculated at the edges of the cells. Therefore, in 

order to apply the IE formulation in equation (4.3) to the FD scheme on the staggered 

grid, equation (4.5) should be modified accordingly as follows: 
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 �
'E

a [ ]' '= ∆E G Eσ  
(4.12) 

 

where "prime" indicates that the components of all matrices in equation (4.12) are given 

at the midpoints of the edges of the corresponding staggered grid.  

In discrete form, I define the main node ( , , )i j k to be located at the center of the cells 

in the inhomogeneous domain, D, and denote the total number of cells in domain D as 

follows: x y zN N N N= × × . The total number of edges of the cells is calculated as 

follows: e e e e

x y zN N N N= + + , where ( 1) ( 1),e

x x y zN N N N= × + × + ( 1)e

y x yN N N= + × ×  

( 1),zN + and ( 1) ( 1)e

y x y zN N N N= + × + × .  

Matrix '∆σ in equation (4.12) is a e e
N N× diagonal matrix of the weighted averaging 

anomalous conductivities, defined in Appendix A, 

 
 

x y z

'
1 1 1 1 1 1

x(1, , ) x( , + , + ) y( ,1, )
2 2 2 2 2 2

diag([ ,..., , ,...,
N N N

∆ ∆ ∆ ∆σ σ σ σ=

x y z x y z
1 1 1 1 1 1

y( + , , + ) z( , ,1) z( + , + , )
2 2 2 2 2 2

, , ..., ]).
N N N N N N

∆ ∆ ∆σ σ σ
 

(4.13) 

 
Vector '

E is a e 1N × vector-column of electric fields within the inhomogeneous domain, 

D, 

 
 

x y z

'
1 1 1 1 1 1

(1, , ) ( , + , + ) ( ,1, )
2 2 2 2 2 2

[E ,...,E ,E ,...,
x, x, N N N y,

=E

x y z x y z

T
1 1 1 1 1 1

( + , , + ) ( , ,1) ( + , + , )
2 2 2 2 2 2

E ,E ,...,E ] .
y, N N N z, z, N N N

 

(4.14) 

 

Matrix  �
'E

G  is a e3L N×  rectangular matrix containing the integrals of the electric 

Green's tensors, defined according to the following formula: 
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�

'E 'E 'E

'E
'E 'E 'E

'E 'E 'E

.

 
 

=  
 
 

G G G

G G G G

G G G

xx xy xz

yx yy yz

zx zy zz

 (4.15) 

 

In the last formula 'E
xαG  is a e

xL N×  matrix, 

 
 1 1 1 1

1 1, , 1 , ,
2 2 2 2

'E

1 1 1 1
1, , , ,

2 2 2 2

,

x y z

x y z

N N N

x x

x

L L N N N

x x

α α

α

α α

   + +   
   

   + +   
   

 
Γ Γ 
 =  
 
 Γ Γ 

G

⋯

⋮ ⋱ ⋮

⋯
 

(4.16) 

 
'E

yαG
 is a 

e

yL N×
 matrix, 

 

 1 1 1 1
1 ,1, 1 , ,

2 2 2 2

'E

1 1 1 1
,1, , ,

2 2 2 2

,

x y z

x y z

N N N

y y

y

L L N N N

y y

α α

α

α α

   + +   
   

   + +   
   

 
 Γ Γ
 

=  
 
 Γ Γ 

G

⋯

⋮ ⋱ ⋮

⋯
 

(4.17) 

 

and 
'E

zαG  is a 
e

zL N×  matrix, 

 
 1 1 1 1

1 , ,1 1 , ,
2 2 2 2

'E

1 1 1 1
, ,1 , ,

2 2 2 2

.

x y z

x y z

N N N

z z

z

L L N N N

z z

α α

α

α α

   + +   
   

   + +   
   

 
Γ Γ 
 =  
 
 Γ Γ 

G

⋯

⋮ ⋱ ⋮

⋯
 

(4.18) 

 
where     

 
 E ( ) ,

(i, j,k)

l(i, j,k)

l (i, j,k)

D

G r | r dvαβ αβΓ = ∫∫∫
 

(4.19) 



77 

 

Magnetic fields at the receiver positions can be calculated in a similar way, by replacing 

the magnetic Green's tensors in equation (4.19) for the electric Green's tensors. 

The hybrid FD-IE method makes it possible to avoid the interpolation and 

differentiation errors and/or refinement of the grid in the vicinity of the receivers in order 

to improve the accuracy of the field calculation. Also, the discretization grid outside the 

inhomogeneous domain can be coarser than for the conventional FD method because the 

hybrid method requires an accurate solution within the inhomogeneous domain only.  

Obviously, the hybrid FD-IE modeling method requires an additional computation of 

the Green’s tensors in comparison with the conventional FD modeling method. However, 

the Green's tensors used for the field calculation at the receivers are the same as those 

used for the Fréchet derivative calculation for the EM inversion, which will be described 

in Chapter 5. Therefore, the precomputed Green's tensor for the field calculation in the 

receivers can be reused for the Fréchet derivative calculation with practically no extra 

computation required. 

 

4.5 Verification of the Hybrid FD-IE Modeling Method 

In order to verify the accuracy and the efficiency of the hybrid FD-IE forward 

modeling method, I present several model studies and compare the results by the hybrid 

FD-IE method with those by three other techniques: a 1D semianalytical solution, a 

conventional FD method, and a 3D IE method. 
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4.5.1 Comparison with a Semianalytical Solution 

4.5.1.1 Model 1 

Model 1 is a horizontally layered geoelectrical model with an isotropic resistive 

rectangular reservoir (Figure 4.1). The background is a seawater-sediment model with 

air-earth interface at z = 0 m and a seawater depth of 1000 m. The resistivities of air, 

seawater, and sediments are 610  ohm-m, 0.3 ohm-m, and 1 ohm-m, respectively. The 

electromagnetic field is excited by a horizontal electric dipole oriented in the x direction 

with a moment of 1 Am and located in the seawater with coordinates (0, 0, 950 m), which 

is 50 m above the sea floor. The frequency of the current in the transmitting dipole is 1 

Hz. The receivers are located 5 m above the sea floor from -3 km to 3 km with 200 m 

spacing in the x direction and shifted by 50 m in the y direction (y = -50 m). An isotropic 

3D resistive rectangular reservoir with a resistivity of 100 ohm-m is embedded in the 

sediments from a depth of 1400 m to 1500 m and with a size of 3 km × 3 km × 100 m in 

the x, y, and z directions, respectively, which makes it possible, based on the skin depth 

for this model, to approximate this reservoir accurately enough by an infinite horizontal 

resistive layer. The volume of the 3D resistive reservoir is considered as a domain with 

anomalous conductivity. 

To demonstrate the accuracy and efficiency of the developed hybrid FD-IE method 

over the conventional FD method, I first calculated the EM responses for Model 1 using 

two different grids (coarse and fine), and the responses were then compared with the 1D 

semianalytical solution. For both grids, the FD modeling domains were selected as 

{ 4km x, y 4km;− ≤ ≤ 0.5km z 3km}− ≤ ≤ , based on the skin depth. The coarse grid 

consisted of 41 x 41 x 25 = 31,775 cells, with uniform cells of 200 m by 200 m in the x 
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and y directions, and with logarithmically increasing cell size from the boundaries of the 

reservoir (anomalous domain) to the boundaries of the FD domain in z direction as shown 

in the left panel of Figure 4.2. The anomalous domain is discretized using a 200 m x 200 

m x 10 m uniform grid. In Figure 4.3 and Figure 4.4 the anomalous electric and magnetic 

fields computed by the hybrid FD-IE method and FD method are compared to the 1D 

semianalytical solution based on the Hankel transform (Ward and Hohmann, 1988; 

Zhdanov and Keller, 1994).  

I have calculated the relative errors, ,  of the FD modeling results using the 

following formula: 

 
 / 100,a a a

san sane = − ×E E E  (4.20) 

 
  

where a

sanE  is anomalous electric field based on semianalytical solution, and a
E  is 

anomalous electric field based on  FD and/or hybrid FD-IE solutions.  

On this coarse grid, the hybrid FD-IE responses were in a good agreement with the 

semianalytical solution, showing less than 3% relative errors, whereas the FD responses 

exhibited large discrepancies. 

Next, I gradually increased the number of cells within the same FD modeling domain 

from the coarse grid, and the grids surrounding the receivers were refined as well, until a 

grid was found for which the FD response was characterized by relative errors similar to 

those produced by the hybrid FDIE method on the coarse grid. The fine grid, which was 

finally determined by this process, consisted of 81×61×52 = 256, 932 cells, with 100 m × 

100 m uniform grid in the x and y directions, a minimum cell size of 5 m near the 

receiver positions, and a maximum cell size of 250 m in the z direction, as shown in the 
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right panel of Figure 4.2. Note that, in order to have the level of errors for the FD 

responses similar to those for the hybrids FD-IE responses on the coarse grid, I had to 

refine not only the grid in the vicinity of the receivers, but also the entire grid within the 

FD domain. I ran the code using 1 node of a cluster with 20 Intel Xeon processors, 

64Gbytes, and 2.5GHz. The computation time for the FD method on the coarse grid was 

approximately 10 s. The hybrid FD-IE method required an additional time for the Green’s 

tensor calculation, and it was approximately 6 s for each components of the electric or 

magnetic fields. The FD method on the fine grid took approximately 196 s. Therefore, the 

hybrid FD-IE method is about 10 times faster than the FD method to obtain the responses 

with a similar error level for this horizontally layered model. I have also computed the 

fields using the hybrid FD-IE on the fine grid. The corresponding computational time and 

the relative errors are listed in Table 4.1. One can see that, if the grids are the same, the 

hybrid FD-IE methods shows smaller relative errors than the FD method.  

Next, I calculated the EM responses for Model 1 using several different grids from 

the coarsest to the finest and with and without the refined meshes near receiver positions. 

I started with a coarsest grid, discretized with uniform cells of 250 m x 250 m x 125 m. 

Then, I gradually reduced the cell size to 100 m x 100 m x 50 m. The vertical size of the 

cells within the anomalous domain was fixed at 25 m for all of the grids. In the case of 

the refined mesh near receiver positions, the vertical size of the cells equaled 5 m near the 

receiver positions within a depth interval from 980 m to 1020 m. The anomalous electric 

and magnetic fields were computed by the conventional FD and hybrid FD-IE methods 

on different grids with and without mesh refinement near the receiver positions, and the 

results were compared with the 1D semianalytical solutions. Figure 4.5 presents the plots 
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of the relative errors versus the total cell numbers for the x and z components of the 

anomalous electric fields ( a
xE and a

zE ) and the y component of the anomalous magnetic 

field ( a
yH ). As one can see, the hybrid FD-IE method always provides the smaller errors 

than the conventional FD method for the same discretization grids. Also, the hybrid 

method provides practically the same responses both with and without the mesh 

refinement near the receivers, whereas the results of the conventional FD method 

strongly depend on the mesh refinement, especially for the a
zE  and a

yH  fields.  

 

4.5.1.2 Model 2 

Model 2 represents a horizontally layered model with an anisotropic resistive 

reservoir layer embedded in it. The background model and the survey configurations are 

the same as in Model 1, but the 3D resistive reservoir embedded in the sediment is 

transversely isotropic with a horizontal resistivity of 10 Ohm-m and a vertical resistivity 

of 100 Ohm-m. Figure 4.6 and Figure 4.7 present a comparison between the hybrid FD-

IE responses for this model and those computed by the 1D semianalytical solution. For 

all the scalar components of the electromagnetic field, the comparisons between the 

hybrid FD-IE responses and the 1D semianalytic responses are excellent.  

 

4.5.2 Comparison with a 3D Integral Equation Method 

In the next model study, I have simulated the MCSEM response of a 3D reservoir 

using the hybrid FD-IE scheme and compared the results to those produced by a 

conventional 3D IE method (Zhdanov et al., 2006).  

I first consider a 3D model with an isotropic background and isotropic rectangular 
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reservoir. The background is the horizontally layered seawater-sediments model, the 

same as was used in the previous Models 1 and 2. The 3D isotropic reservoir with a 

resistivity of 100 ohm-m is located 400 m below the sea floor and is centered horizontally 

at the origin of the Cartesian coordinate system, with horizontal extent of 2 km in the x 

and y directions, and a thickness of 100 m. The survey configuration is the same as in 

Models 1 and 2. The FD modeling domain was selected as  ,−3 km ≤ x, y ≤
3 km, −500 m ≤ z ≤ 3 km.   based on the skin depth, and it was discretized with 

nonuniform grid, refined near the reservoir. The reservoir (anomalous domain) was 

discretized using 100 m × 100 m × 10 m uniform grid (Figure 4.8 and Figure 4.9). 

Figure 4.10 shows a comparisons of the anomalous electric fields computed using the 

developed hybrid FD-IE method and the conventional IE method. One can see that the 

hybrid FD-IE method produces practically the same results as those obtained by the IE 

method. 

I consider a 3D model with an anisotropic background and anisotropic 3D rectangular 

reservoir. The background is a seawater-sediments model consisting of three transverse 

anisotropic layers. From the first top sediment layer to the bottom half-space, the 

horizontal resistivities are 1 ohm-m, 2 ohm-m, and 4 ohm-m, and the vertical resistivities 

are 5 ohm-m, 10 ohm-m, and 7 ohm-m, respectively. The anisotropic resistive reservoir is 

embedded in the second sediment layer, with a horizontal resistivity of 10 ohm-m and a 

vertical resistivity of 100 ohm-m (Figure 4.11). The electric dipole oriented in the x 

direction is located in the seawater with coordinates (0, 0, 950 m), which is 50 m above 

the sea floor, and the frequency is 1 Hz. The receivers are located 5 m above the sea floor 

from -3 km to 3 km with 200 m spacing in the x direction. In order to have nonzero 
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values of all of the scalar components of the electromagnetic field, I have placed the 

receivers along a profile parallel to the transmitter profile, but shifted them 50 m in the y 

direction (at y = −50 m). 

The FD modeling domain was selected as { 3km x, y 3km;− ≤ ≤ 0.5km z 3km}− ≤ ≤  

based on the skin depth, and it was discretized with a nonuniform grid, refined near the 

reservoir only, not near the receivers. The reservoir (anomalous domain) was discretized 

using a 100 m x 100 m x 10 m uniform grid.  

In order to demonstrate the accuracy and efficiency of the developed hybrid FD-IE 

method for 3D forward modeling, I have compared the FD-IE results with those 

calculated using a 3D IE method (Zhdanov et al., 2006). The PIE3D IE code is based on 

the parallel implementation of the contraction integral equation (CIE) method, and the 

system of the CIE equations is solved using an iterative solver, the complex generalized 

minimal residual (CGMRES) method (Zhdanov, 2002, 2009).   

In the framework of the IE method, I discretized the anomalous domain using the 

same cell size as those used within the anomalous domain in the hybrid FD-IE method. 

Both the IE and hybrid FD-IE codes were run on one node of a cluster with 20 Intel Xeon 

processors, 64 Gbytes, and 2.5 GHz. Figure 4.12 shows a comparison between the 

anomalous electric fields computed using the developed hybrid FD-IE method and the 

original IE method. One can see that the hybrid FD-IE method produces practically the 

same results as those obtained by the IE method.  

I have also compared the computation times for both methods. The computations 

required by the both methods can be divided into two stages: 1) electric field calculation 

within the anomalous domain by solving the corresponding systems of linear equations, 
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and 2) calculation of the electric field at the receiver positions using the integral formulas 

in equation 3. Note that stage 2 is similar for the both methods.  Therefore, I have only 

compared the computation times required for the first stage, which involves solving the 

corresponding systems of linear equations for the electric field within the anomalous 

domain. The RMS misfits for both methods were set equal to 1\10.  

Figure 4.13 shows computation times of solving the corresponding systems of 

equations for both methods as a function of increasing number of the sources. As one can 

see, the IE method demonstrates an excellent performance if the number of the sources is 

relatively small (less than 25). Indeed, for a single source, the iterative solver CGMRES 

of the IE method took approximately 1.5 sec only, while the direct solver MUMPS of the 

hybrid FD-IE method required approximately 6.17 sec. However, if the number of 

sources increases, the computational time of the IE method increases linearly as well. At 

the same time, the runtime of the hybrid FD-IE method, practically, is not affected by the 

number of the sources. The reason is that the FD system of equations is solved using a 

multifrontal massively parallel sparse direct solver, MUMPS. This solver requires most 

of the computation time for numerical factorization and much less time for the forward 

and backward substitution, which depends on the number of sources (Chung et al., 2014).  

These tests demonstrate that the developed hybrid FD-IE method provides a more 

accurate solution than the conventional FD method, and, at the same time, is 

characterized by a better performance than the convention IE method for the multisource 

data.  
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4.6 Conclusions 

I have developed a novel 3D modeling approach, which combines the advantages of 

the finite difference (FD) and integral equation (IE) methods. In the framework of this 

approach, Maxwell’s equations for anomalous electric fields are solved using the FD 

method on a staggered grid. The corresponding system of linear FD equations is solved 

using a direct solver, MUMPS, which is based on a multifrontal method for LU 

factorization. After the unknown electric fields are determined in the modeling domain 

using the FD method, the electric and magnetic fields at the receiver are computed based 

on the Green’s tensor approach. This approach makes it possible to compute the fields at 

the receivers accurately without the need of very fine FD discretization in the vicinity of 

the receivers and without the need for numerical differentiation and interpolation. The 

hybrid FD-IE modeling method was carefully validated by comparing the results with a 

1D semianalytical solution, the conventional FD solution and the 3D IE solution. The 

model studies demonstrate that the hybrid FD-IE modeling method is advantageous over 

the conventional FD and the IE methods. Comparing with semianalytical solution, it has 

been verified that the hybrid FD-IE method always provides more accurate solutions than 

the conventional FD method if the grids are the same for the both methods. Also it has 

been shown that the hybrid FD-IE method does not require mesh refinements near 

receiver positions for the accurate solutions. The comparison with the 3D IE methods 

demonstrates that the hybrid FD-IE method performs better than 3D IE method in the 

case of multisource data because the hybrid FD-IE method uses a direct solver to solve 

the FD system, whereas the IE method uses iterative solver.       
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Figure 4.1. Horizontally layered geoelectrical Model 1 with an isotropic reservoir 
approximated by an infinite horizontal resistive layer. 
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Figure 4.2. Model 1. A horizontally layered geoelectrical model with a coarse grid (left 
panel) and a fine grid (right panel). The isotropic resistive reservoir layer with a 
resistivity of 100 ohm-m is embedded in the sediments below the seawater layer. The 
white star indicates the position of the electrical dipole source, and the white circles 
denote the receiver positions. 
 
 
 

 



 

Figure 4.3. Model 1: a comparison of anomalous electric fields computed using the 
hybrid FD-IE method, the FD method, and an 1D semi
horizontally layered model with an isotropic resistive reservoir layer. The hybrid FD
responses were computed for the model with the coarse grid, while the FD responses 
were calculated using both the coarse and fine grids. The top, middle, and bottom panels 
present the x, y, and z components of the anomalous electric field, respectively.
 

. Model 1: a comparison of anomalous electric fields computed using the 
, the FD method, and an 1D semianalytical solution based on the 

with an isotropic resistive reservoir layer. The hybrid FD
responses were computed for the model with the coarse grid, while the FD responses 
were calculated using both the coarse and fine grids. The top, middle, and bottom panels 

z components of the anomalous electric field, respectively.
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. Model 1: a comparison of anomalous electric fields computed using the 
solution based on the 

with an isotropic resistive reservoir layer. The hybrid FD-IE 
responses were computed for the model with the coarse grid, while the FD responses 
were calculated using both the coarse and fine grids. The top, middle, and bottom panels 

z components of the anomalous electric field, respectively. 



 

Figure 4.4. Model 1: A comparison of anomalous magnetic fields computed using the 
hybrid FD-IE method, the FD method, and an
horizontally layered model with an isotropic resistive reservoir layer. The hybrid FD
responses were computed for the model with the coarse grid, while the FD responses 
were calculated using both the coarse and fine grids. The top
present the x, y, and z components of the anomalous magnetic field, respectively.

. Model 1: A comparison of anomalous magnetic fields computed using the 
IE method, the FD method, and an 1D semianalytical solution based on the 

horizontally layered model with an isotropic resistive reservoir layer. The hybrid FD
responses were computed for the model with the coarse grid, while the FD responses 
were calculated using both the coarse and fine grids. The top, middle, and bottom panels 
present the x, y, and z components of the anomalous magnetic field, respectively.
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. Model 1: A comparison of anomalous magnetic fields computed using the 
solution based on the 

horizontally layered model with an isotropic resistive reservoir layer. The hybrid FD-IE 
responses were computed for the model with the coarse grid, while the FD responses 

, middle, and bottom panels 
present the x, y, and z components of the anomalous magnetic field, respectively. 
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Figure 4.5. Plots of the relative errors vs. the total number of discretization cells between 
the responses computed using the conventional FD method, hybrid FD-IE method and 
those obtained by the 1D semianalytical solution. The top, middle, and bottom panels 
show the relative errors for the x and z components of the anomalous electric field and 
the y component of the magnetic field, respectively.  
 
 
 

 



 

Figure 4.6. Model 2: a comparison of anomalous electric fields computed using the 
hybrid FD-IE method and an 1D semi
layered model with anisotropic resistive reservoir layer. The top, middle, and bottom 
panels present the x, y, and z components of the anomalous electric field, respectively.
 
 
 

 

 

 

. Model 2: a comparison of anomalous electric fields computed using the 
IE method and an 1D semianalytical solution based on the horizontally 

layered model with anisotropic resistive reservoir layer. The top, middle, and bottom 
panels present the x, y, and z components of the anomalous electric field, respectively.
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. Model 2: a comparison of anomalous electric fields computed using the 
e horizontally 

layered model with anisotropic resistive reservoir layer. The top, middle, and bottom 
panels present the x, y, and z components of the anomalous electric field, respectively. 



 

Figure 4.7. Model 2: a comparison of anomalous magnetic fields computed using the 
hybrid FD-IE method and an 1D semi
layered model with anisotropic resistive reservoir layer. The top, middle, and bottom 
panels present the x, y, and z components of the anomalous magnetic field, respectively.

 

 

 

. Model 2: a comparison of anomalous magnetic fields computed using the 
IE method and an 1D semianalytical solution based on the horizontally 

layered model with anisotropic resistive reservoir layer. The top, middle, and bottom 
he x, y, and z components of the anomalous magnetic field, respectively.
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. Model 2: a comparison of anomalous magnetic fields computed using the 
solution based on the horizontally 

layered model with anisotropic resistive reservoir layer. The top, middle, and bottom 
he x, y, and z components of the anomalous magnetic field, respectively. 
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Figure 4.8. Model 3: a vertical section of the resistivity distribution. The white star 
indicates the electric dipole source position, while the white circles represent the 
receivers positions. 
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Figure 4.9. Model 3: A horizontal section of the resistivity distribution. The white star 
indicates the electric dipole source position, while the white circles represent the 
receivers positions. 

 

  



 

Figure 4.10. Model 3: A comparison of anomalous electric fields computed using the 
hybrid FD-IE method (solid lines) and the conventional IE method (circles). The top, 
middle, and bottom panels present the x, y, and z components of the anomalous electric 
field, respectively. 
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comparison of anomalous electric fields computed using the 
IE method (solid lines) and the conventional IE method (circles). The top, 

middle, and bottom panels present the x, y, and z components of the anomalous electric 



 

Figure 4.11. Model 2. Vertical sections of the horizontal (top) and the vertical (bottom) 
resistivity distributions. The white star indicates the electric dipole source position, while 
the white circles represent the receiver positions.
 
 
 
 

 

 

 

 

Model 2. Vertical sections of the horizontal (top) and the vertical (bottom) 
resistivity distributions. The white star indicates the electric dipole source position, while 

s represent the receiver positions. 
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Model 2. Vertical sections of the horizontal (top) and the vertical (bottom) 
resistivity distributions. The white star indicates the electric dipole source position, while 



 

 

Figure 4.12. Model 2. A comparison of anomalous electric fields computed using the 
hybrid FD-IE method (circles) and the conventional IE method (solid lines). The top, 
middle, and bottom panels present the 
field, respectively. 

 

 

 

Model 2. A comparison of anomalous electric fields computed using the 
IE method (circles) and the conventional IE method (solid lines). The top, 

middle, and bottom panels present the x, y, and z components of the anomalous electric 
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Model 2. A comparison of anomalous electric fields computed using the 
IE method (circles) and the conventional IE method (solid lines). The top, 

components of the anomalous electric 
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Figure 4.13. Model 2. Computation time of solving the corresponding systems of linear 
equations for the electric field within the anomalous domain for IE and hybrid FD-IE 
methods as a function of increasing number of the sources.  
 

 

 

 

 

 



 

 

 

 

 

 

 

 

Table 4.1. Model 1: computational times and relative errors of the FD and Hybrid FD
method for the horizontally layered model with coarse and fine grids.

 

 

. Model 1: computational times and relative errors of the FD and Hybrid FD
method for the horizontally layered model with coarse and fine grids. 
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. Model 1: computational times and relative errors of the FD and Hybrid FD-IE 



 

 

CHAPTER 5 

5. title3 

HYBRID FINITE DIFFERENCE AND INTEGRAL EQUATION METHOD  

FOR EM INVERSION 

 

5.1 Introduction 

I have introduced the hybrid finite-difference (FD) and integral equation (IE) 

modeling method in Chapter 4, which combines the advantages of the FD and the IE 

methods (Yoon et al., 2015). In this chapter, the developed hybrid algorithm was 

incorporated as the forward EM modeling engine in a general regularized inversion 

scheme, based on the reweighted conjugate gradient method. Direct computation of the 

Fréchet derivative is very time consuming, and at least one extra forward modeling is 

required to find it at every iteration. Also, the calculation of the Fréchet matrix requires 

very large computer memory for its storage. To avoid those problems, I calculate the 

Fréchet derivative matrix using a quasi-Born (QB) approximation (Gribenko and 

Zhdanov, 2007; Zhdanov, 2009) on the staggered grid, which does not require any extra 

forward modeling, and apply the concept of the moving sensitivity domain (MSD) 

approach (Cox and Zhdanov, 2007; Zhdanov et al., 2014a, 2014b), which can reduce the 

memory requirement for its storage.  

There are four advantages of the developed inversion scheme. 1) The data predicted 

by the hybrid FD-IE method provide a more accurate solution than the conventional FD 
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method, even without the mesh refinement near the receiver and source positions. 2) The 

direct solver in the framework of hybrid FD-IE modeling method enables us to calculate 

the predicted data more efficiently than conventional IE method in the case of 

multisource data 3) The QB approximation enables us to calculate the Fréchet derivative 

matrix very efficiently without any extra forward modeling; the Green’s tensors used for 

the EM field calculation in the forward modeling are reused for the Fréchet derivative 

calculation, so no extra computation of the Green’s tensors is required. 4) The memory 

requirements for storing the intermediate forward modeling results and the Fréchet 

derivative matrix are reduced due to the application of the MSD approach.  

Although the inversion algorithm is general, this paper presents an application of this 

method specifically to the 3D inversion of MCSEM data and Towed Streamer EM data. 

Model studies of the 3D inversion of synthetic MCSEM and Towed Streamer EM data 

are presented to demonstrate the effectiveness of the developed hybrid method. I have 

also applied the novel 3D inversion method to the MCSEM data collected in the 

Nordkapp Basin in Barents Sea and the Towed Streamer EM data collected by PGS in the 

Troll West Oil Province. 

 

5.2 Inversion Methodology 

I have implemented the developed hybrid FD-IE modeling method in the algorithm of 

inversion following the paper by Gribenko and Zhdanov (2007). The regularized 

inversion algorithm is based on minimization of the Tikhonov parametric functional, 

(Tikhonov and Arsenin, 1977; Zhdanov, 2002): 
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 2

d h( ) ( ( ) ) ( ) minP α= − + =W A d∆ ∆ ∆σ σ σs
 (5.1) 

 

where d  is the vector of the observed data; h ( )A ∆σ Ah�Δσ� is the forward modeling 

operator for computing the predicted data based on the hybrid FD-IE method; α is the 

regularization parameter; Wd is the diagonal data weighting matrix formed by the inverse 

amplitudes of the background electric field. The first term of the parametric functional in 

equation 20 represents the weighted misfit functional, and the second term, ( )s σ∆ , is the 

stabilizer. There are several possible choices for the stabilizer such as minimum norm, 

minimum support, minimum gradient support, and minimum vertical support stabilizers 

(Portniaguine and Zhdanov, 1999; Zhdanov, 2002; Zhdanov et al., 2007). In numerical 

examples we use the minimum norm and the minimum vertical support stabilizing 

functionals. 

I apply the regularized conjugate gradient (RCG) algorithm of the parametric 

functional minimization, summarized as follows (Zhdanov, 2002): 
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where ( )n
r is a residual at the iteration step n , ( )n

l  is the gradient direction, 
( )n

lɶ  is the 

conjugate direction, ( )n
F  is a Fréchet derivative matrix, dW  is a data weighting matrix, 
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α  is a regularization parameter, ( )nk  is a length of the iteration step, and mW  is the 

weighting matrix of the model parameters determined based on the weighted Fréchet 

derivative matrix (sensitivities): 

 
 * * 1/4

m d d( )diag=W F W W F
 (5.3) 

 
Direct computation of the Fréchet derivative is very time consuming, and at least one 

extra forward modeling is required to find it at every iteration. I calculate the Fréchet 

derivatives based on quasi-Born (QB) approximation (Gribenko and Zhdanov, 2007), 

which does not require any extra forward modeling, so that it results in a very efficient 

inversion method. Note that, in the inversion algorithm, the electric fields are computed 

by hybrid FD-IE modeling at the centers of the edges of the cells, whereas the model 

parameters are assigned to the centers of the cells. Therefore, I derive a discrete form of 

the QB approximation of the Fréchet derivatives on the edges of the cells of the staggered 

grid (see Appendix B). The advantage of computing the Fréchet derivatives on the 

staggered grid is that the Green's tensors I used in the field calculation are the same as 

those for the Fréchet calculation. Therefore, any extra computation of the Green's tensors 

for the Fréchet derivative computation is not required. The Green's tensors can be 

computed only once and are reused for the Fréchet and field calculations at every 

iteration of the inversion method.  

Another difficulty in computing the Fréchet derivative matrix is related to the size of 

computer memory required for its storage. The size of the Fréchet derivative matrix is 

proportional to the number of EM data points times the number of the cells in the 

inversion domain. If the numbers of data points and cells in the inversion domain are 
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large, the computer memory requirements may exceed the available storage size. To 

reduce these requirements, I apply the moving sensitivity domain (MSD) approach to the 

inversion algorithm (Cox et al., 2010; Zhandov and Cox, 2012; Zhdanov et al., 2013, 

2014a, 2014b).  

In the framework of the MSD approach, for a given transmitter-receiver pair, the 

responses and Fréchet derivatives are computed from a subdomain that encapsulates the 

towed EM system's sensitivity domain. The Fréchet matrix for the entire inversion 

domain is then constructed as the superposition of the Fréchet derivatives from all 

transmitter-receiver pairs over the entire inverse model (Cox and Zhdanov, 

2007;Zhdanov et al., 2014a, 2014b). This makes the originally dense matrix of the 

Fréchet derivative a sparse one. In this way, I can reduce the memory requirement for the 

Fréchet derivative calculation while retaining maximum accuracy.  

 

5.3 Synthetic Model Study of the Inversion Algorithm  

Based on the Hybrid FD-IE Method 

5.3.1 Inversion of Synthetic MCSEM Data 

To test the developed inversion algorithm, I have first considered a typical MCSEM 

survey with a salt dome structure within the sea-bottom sediments. Model 1 consists of a 

300 m seawater layer with a resistivity of 0.3 Ohm-m, and a 10 Ohm-m half-space of 

sediments. A salt dome structure is embedded in the sediments, and it is located at a 

depth from 700 m below the sea floor down to 5000 m with a resistivity of 300 Ohm-m 

as shown in Figure 5.1. The synthetic in-line electric field data at frequencies of 1, 2, and 

3 Hz were computed in 14 receivers from -7 km to 7 km in the x direction located 5 m 
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above the seafloor. The transmitter line was positioned 45 m above the receiver line from 

-17 km to 17 km in the x direction. The synthetic observed MCSEM data were generated 

using the 3D IE forward modeling code (Hursán and Zhdanov, 2002), and they were 

contaminated with random Gaussian noise having source-moment-normalized amplitude 

up to 10\14 V/Am2.   

The inversion domain was discretized using uniform rectangular grid with the cell 

size of 200 m x 500 m in the x and y directions, respectively. This grid has 30 layers in 

the z direction with the thickness logarithmically increasing from 20 m to 500 m down 

until 5000 m depth below the sea bottom. The FD modeling domain was designed by 

padding all sides of the inversion domain with 8 more layers logarithmically increasing in 

size, as shown in the top panel of Figure 5.2. The inversion was terminated when the 

weighted misfit reached to the noise level in the synthetic data. Figure 5.3 shows an 

example of the observed and predicted data at the misfit level. One can see that the 

predicted data fit the observed data pretty well even though the strong noise at the far 

offset in the observed data. Figure 5.3 presents the inversion result at the misfit level. As 

one can see, the upper part of the salt dome is very well recovered, but its bottom part 

cannot be recovered because the depth of the bottom (approximately 3000 m) is beyond 

the sensitivity of the data. 

 

5.3.2 Inversion of Synthetic Towed Streamer EM Data 

I have also applied the inversion algorithm to synthetic Towed Streamer EM data 

computer simulated for a typical sea-bottom geoelectrical model. Model 3 consists of two 

thin hydrocarbon reservoirs embedded in a conductive layer of the sea-bottom sediments 
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as shown in Figure 5.4. The bodies on the left- and right-hand sides in Figure 5.4 

represent oil and gas reservoirs with resistivities of 50 ohm-m and 100 ohm-m, 

respectively. The background consists of a 320 m seawater layer with a resistivity of 0.3 

ohm-m, and 1 ohm-m half-space representing the sea-bottom sediments. The oil and gas 

reservoirs are located 1100 m and 1200 m below the sea surface, with thicknesses of 200 

m for both of them.   

The synthetic observed Towed Streamer EM data were generated using the 3D IE 

forward modeling code (Hursán and Zhdanov, 2002). The EM survey consists of 5 

survey lines running in the x direction, with distances of 1 km between the lines as shown 

in panel b of Figure 5.4. The electromagnetic field is excited at every 500 m by a 

horizontal electric dipole oriented in the x direction with a moment of 1 Am, which is 

towed at a depth of 10 m below the sea surface. Five receivers with offsets between 2400 

m and 5400 m are towed at a depth of 100 m and measure inline electric fields at three 

frequencies between 0.1 and 2.75 Hz. The data were contaminated with random Gaussian 

noise of 2% of the total electric fields.  

The dimension of the inversion domain is 18 km x 8 km x 1.6 km. The inversion 

domain is discretized into 250 m x 250 m x 100 m uniform cells, from a depth of 400 to 

2000 m. The FD modeling domain was designed by padding all sides of the inversion 

domain with 4 more layers with logarithmically increasing size. The inversions were run 

on one node of a cluster with 20 Intel Xeon processors, 64 Gbytes, and 2.5 GHz, and it 

required a few hours until  the misfit between the observed and predicted data reached the 

noise level of 2%. Figure 5.5 presents the inversion results. As one can see from the 

results, the inversion recovered well the shapes and depths of the reservoirs. 
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5.4 Inversion of Towed Streamer EM data Collected  

from the Troll West Oil Province  

I have applied the 3D inversion based on the hybrid FD-IE method to Towed 

Streamer EM data collected in the Troll West Oil Province. The Troll field is located in 

the Norwegian sector in the northern part of the North Sea. The field is separated into 

three parts: The Troll West Oil Province (TWOP), the Troll West Gas Province (TWGP), 

and the Troll East Gas Province (TEGP). The Towed Streamer EM data were acquired by 

PGS over the Troll field in 2010 and 2012, and the data were inverted successfully based 

on the IE method (Zhdanov et al., 2014a, 2014b). In the current paper, I present the 

results of the isotropic inversion only using the data acquired in 2012. However, the 

hybrid FD-IE could be applied for an anisotropic inversion as well. For more information 

about the data, geological setting and exploration history, I refer the reader to Zhdanov et 

al. (2014a, 2014b).  

The Towed Streamer EM data I inverted comprised seven lines of data at three 

frequencies between 0.1 and 1.04 Hz. The 8700 m long EM streamer with  eleven 

receivers with offsets between 1860 and 7554 m was towed at 100 m depth.  The EM 

source was towed at 10m depth. Figure 5.6 shows the survey configuration for the seven-

line data over the true locations of the TWOP and TWGP in the local coordinate system. 

The inversion domain was selected from -16 km to 16 km, -4 km to 4 km, and 400 m to 

2400 m in the x, y, and z directions. The inversion domain was discretized using a 

uniform grid with a cell size of 250 m x 250 m x 50 m. The starting model for the 

inversion consists of 320 m seawater with a resistivity of 0.27 ohm-m and a 2 ohm-m 

half-space. The inversion was run without any a priori information. The process of 
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iterative inversion was terminated after 49 iterations when the normalized misfit reached 

2.5%. Figure 5.7 presents the inversion results at this misfit level. As one can see, the 

inversion results correlate very well with the true positions of the TWOP and TWGP 

reservoirs. Also, the recovered images agree well with those recovered by Zhdanov et al. 

(2014a). 

 

5.5 Conclusions 

I have developed an algorithm of 3D EM inversion based on the novel hybrid FD-IE 

modeling method introduced in Chapter 4. The implementation of the hybrid FD-IE 

modeling method to the inversion algorithm enables us to calculate the predicted data 

very accurately without mesh refinements near the receiver positions. Also, in order to 

make the inversion algorithm more efficient, I have applied two advanced techniques to 

the inversion algorithm. First, I have applied the Quasi-Born (QB) approximation on the 

staggered grid to calculate the Fréchet derivatives matrix. The QB approximation on the 

staggered grid enables us to calculate the Fréchet  matrix using the precomputed Green's 

tensors for the hybrid FD-IE modeling method. Therefore, the Green's tensors are 

computed only once, and reused for the fields and the Fréchet calculations at every 

iteration of the inversion. Also, to reduce the memory requirements for the storage of the 

Fréchet matrix, the concept of the moving sensitivity domain approach has been applied 

to the inversion algorithm. The model studies and the case studies of MCSEM data and 

Towed Streamer EM data demonstrate the efficiency of the developed inversion 

algorithm.  

 



 

Figure 5.1. Model 1: a salt dome structure within the sea
panel shows a 3D view of the model; the bottom panel presents a vertical section at y = 0 
m. 

 

 

 

 

 

Model 1: a salt dome structure within the sea-bottom sediments. The top 
e model; the bottom panel presents a vertical section at y = 0 
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bottom sediments. The top 
e model; the bottom panel presents a vertical section at y = 0 
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Figure 5.2. Model 1: the resistivity distribution recovered by the inversion of MCSEM 
data based on a salt dome model. The top panel shows the FD modeling domain and the 
corresponding discretization grid overlapped with the inversion result. The bottom panel 
shows the inversion result within the inversion domain only.  
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Figure 5.3. Model 1: examples of the data fit by the MCSEM inversion. The top panels 
present the AVO plots of in-line electric field data at a frequency of 0.2 Hz for receivers 
#5 (left) and #8 (right), respectively. The bottom panels show the corresponding PVO 
plots. 
  



 

 

 

 

Figure 5.4. Model 3. (a) vertical section at y=1000 m, (b) top view with transmitter (star) 
and receiver (circle) positions, and (c) 3D resistivity distributions
 

Model 3. (a) vertical section at y=1000 m, (b) top view with transmitter (star) 
and receiver (circle) positions, and (c) 3D resistivity distributions 
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Model 3. (a) vertical section at y=1000 m, (b) top view with transmitter (star) 



 

 

 

Figure 5.5. The resistivity distribution recovered by the inversion of the synthetic Towed 
Streamer EM data on Model 3. (a) vertical section at y=1000 m, (b) horizontal section at 
a depth of 1300 m, and (c) 3D resistivity distributions with  a cutoff value
 

The resistivity distribution recovered by the inversion of the synthetic Towed 
Streamer EM data on Model 3. (a) vertical section at y=1000 m, (b) horizontal section at 
a depth of 1300 m, and (c) 3D resistivity distributions with  a cutoff value of 3 ohm
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The resistivity distribution recovered by the inversion of the synthetic Towed 
Streamer EM data on Model 3. (a) vertical section at y=1000 m, (b) horizontal section at 

of 3 ohm-m.  
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Figure 5.6. The survey configuration for seven-line data inversion in the local coordinate 
system. 

 

 

 

 

 

 

 

 

 



 

 

 

Figure 5.7. The resistivity distribution recovered by the inversion of the Towed Streamer 
EM data from Troll field. (a) vertical section at y=1115 m below the survey line 1, (b) 
horizontal section at a depth of 1475 m (white dots represent transmitter positions), and 
(c) 3D resistivity distributions with  a cutoff value of 8 ohm

 

 

The resistivity distribution recovered by the inversion of the Towed Streamer 
EM data from Troll field. (a) vertical section at y=1115 m below the survey line 1, (b) 
horizontal section at a depth of 1475 m (white dots represent transmitter positions), and 
(c) 3D resistivity distributions with  a cutoff value of 8 ohm-m.  
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The resistivity distribution recovered by the inversion of the Towed Streamer 
EM data from Troll field. (a) vertical section at y=1115 m below the survey line 1, (b) 
horizontal section at a depth of 1475 m (white dots represent transmitter positions), and 



 

 

CHAPTER 6 

6. title3 

GENERAL CONCLUSIONS 

 

As marine EM surveys have been extensively used for offshore exploration, the needs 

for efficient techniques to interpret the EM data have grown as well. There are two major 

types of marine EM surveys. One is aimed in conducting a reconnaissance study of the 

large survey area with the purpose of locating the prospective zones of hydrocarbons (HC) 

accumulation. Another type of the EM surveys is used for a detailed study of these 

prospective zones with the goal to determine a specific position of the potential HC 

reservoirs. In this dissertation, I introduce two new techniques for solving these two 

important problems — optimal synthetic aperture method for analysis of the 

reconnaissance surveys and a hybrid finite difference (FD) and integral equation (IE) 

method for rigorous 3D inversion of the EM data collected by exploration surveys. Those 

developed methods are applied to two different configurations of the marine EM surveys, 

which are widely used in industry. The first one is the conventional MCSEM survey, 

consisting of a set of fixed sea-bottom receivers and a towed electric bipole transmitter. 

Another one is the Towed Streamer EM survey, which involves a system of electric 

bipole transmitter and electric receivers towed behind the vessel at some depth. 

In Chapter 2, I applied the optimal synthetic aperture method to the conventional 

MCSEM data. I demonstrated that the developed method could be used for increasing the
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corresponding ratio between total and background fields within the area of an expected 

reservoir anomaly, as well as reducing the distorting airwave effect from the MCSEM 

data collected in shallow water. Scanning scheme with moving window was proposed for 

the practical application of the optimal synthetic aperture method to the MCSEM data. 

The proposed scheme enables us to detect the strongest electric anomaly, which can be 

associated with the HC prospective zones, over the survey area in a very efficient way. 

The optimal synthetic aperture method is expanded to the Towed Streamer EM data in 

Chapter 3. A case study of Towed Streamer EM data collected in the Troll field 

demonstrated that this method could be used for finding the horizontal locations of 

targets, mapping the strong anomalies over the target areas. The optimal synthetic 

aperture method was demonstrated being a very effective and efficient technique for 

analysis of the reconnaissance surveys to detect the prospective HC reservoirs, before 

applying time consuming EM inversion.  

Once the strong EM anomaly has been detected over the survey area by the optimal 

synthetic aperture method, the EM inversion can be applied to produce a detailed 

geoelectrical image of the sea-bottom formations. 3D EM inversion is of utmost 

important method in practical applications because of the 3D nature of the geological 

structure. At the same time, however, this problem is very challenging because of large 

computational time and memory requirements. Especially, the forward modeling 

algorithms should be powerful and fast enough to be suitable for repeated use in tens or 

hundreds of iterations of the inversion. To this end, I developed a novel 3D EM modeling 

and inversion algorithms based on hybrid finite difference (FD) and integral equation (IE) 

method.  
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In Chapter 4, I introduced a 3D EM modeling algorithm based on hybrid FD-IE 

method, which combines the advantages of the conventional FD and IE methods. In the 

framework of the developed approach, the FD system is solved using a direct solver, 

MUMPS, and the electric and magnetic fields at the receiver positions are calculated 

using the Green's tensor approach. Numerical model studies demonstrated that the hybrid 

FD-IE provides more accurate solutions than the conventional FD method, even without 

mesh refinement near receiver positions, and faster solutions than the conventional IE 

method in the case of the multisource data such as MCSEM and Towed Streamer EM 

data. 

In Chapter 5, I introduced a 3D EM inversion algorithm based on the developed 

hybrid FD-IE modeling method. In the inversion algorithm, the Fréchet derivative matrix 

is calculated based on Quasi-Born (QB) approximation on the staggered grid, which 

enables us to reuse the Green's tensors used for the EM fields calculation in the forward 

modeling. The Moving Sensitivity Domain (MSD) approach is also applied to reduce the 

memory requirements for storing the Fréchet derivative matrix. Those implementations 

make the inversion algorithm very powerful for inverting multisource data with a large 

number of cells. Synthetic model studies and case study using Towed Streamer EM data 

collected by PGS over the Troll field in the North Sea demonstrated the accuracy and the 

efficiency of the developed inversion algorithm.  

The practical use of the developed two techniques is well demonstrated by numerical 

model studies and case studies. However, there are still several aspects not considered in 

this dissertation. The first one is related to the bathymetry or topography effects. In the 

numerical and case studies for the developed techniques, I assumed flat bathymetry. If 
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the effect of the bathymetry is strong, one should take into account the bathymetry to 

reduce the false anomaly caused by it.  

Second, the developed techniques can be applied to other types of the EM surveys. 

For example, marine electromagnetic remote-sensing (MEMRS) survey is designed for 

EM exploration in the near-shore zones, and consists of onshore electric bipole source 

and a large array of offshore receivers (Yoon and Zhdanov, 2013). Interpreting the 

MEMRS data is challenging because of weak and distorted EM responses from the target, 

which caused by relatively large offsets between onshore transmitter and offshore 

receivers as well as distorting airwave effect in the shallow water environment (tens of 

meters). Those problems could be overcome by applying the optimal synthetic aperture 

method to MEMRS data, constructing a virtual source with a combination of different 

sources onshore to steer the generated EM fields toward the target direction. The 

developed hybrid FD-IE method is general, so it can be applied to any other EM surveys. 

Another important aspect not considered in this thesis is multiple frequencies for the 

optimal synthetic aperture method. Considering the fact that frequency is related to the 

skin depth of electromagnetic fields, the application of the optimal synthetic aperture 

method for different frequency could provide a valuable information of the target depth 

and optimal frequency range for EM inversion. Alternatively, one can solve the synthetic 

aperture method with respect to the EM responses from multiple frequencies, instead of 

multiple sources. In this way, depth resolution could be obtained instead of the lateral 

resolution enhanced by the optimal synthetic aperture method in this thesis. 

Last one is the application of the synthetic aperture weights to the EM inversion. In 

Chapter 2, it has been demonstrated that the synthetic aperture weights can be 
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mathematically described as the data weighting. By replacing the conventional data 

weights in the EM inversion algorithm to the synthetic aperture weights, one could see 

how the synthetic aperture affects to the results of the EM inversion. To fully understand 

the impact of the synthetic aperture on EM inversion, the optimal synthetic aperture 

weights should  be applied to the developed inversion algorithm in future.   

 

 

 

 



 

 

 

 

 

APPENDIX A 

 

WEIGHTED AVERAGING CONDUCTIVITY  

AND THE CORRESPONDING VOLUME 

 

In the staggered grid scheme, the anomalous electric fields are assigned to the edges 

of the cells. The conductivities where the electric fields are located are represented by a 

weighted average of conductivities of the four adjoining cells based on Ampere's law 

(Wang and Hohmann, 1993; Alumbaugh et al., 1996).  

For example, the x-directional conductivity, ( , 1/2, 1/2)x i j kσ − −∆ , located at the edge-center 

is averaged by the areas of the four adjoining cells (see panels a and b of Figure A.1) as 

follows: 
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           (A.1) 

 
The volume for the corresponding imaginary cell with respect to the averaged 

conductivity, ( , 1/2, 1/2)x i j kσ − −∆ , is calculated (see panel c of Figure A.1) as follows:  

 

  ( )( , 1/2, 1/2) ( , , ) ( , 1, ) ( , , 1) ( , 1, 1) .i j k i j k i j k i j k i j k iv A A A A x− − − − − −= + + + ⋅∆
   (A.2) 
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where Δxi is the length of the corresponding edge, which determines the dimension of the 

cell in the x direction. Similar considerations are valid for the y and z components of the 

average conductivities and the corresponding volumes. This volume of the imaginary cell 

is used to solve the volume integral of the Green's function in equation (4.19) based on 

the Gaussian quadrature method. 

  



 

 

 

 

 

 

 

 

Figure A.1. Illustration of the process of computing an average conductivity and the 
corresponding volume. 
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Illustration of the process of computing an average conductivity and the 



 

 

 

 

 

APPENDIX B 

 

CALCULATION OF FRÉCHET DERIVATIVES 

 

To derive the Fréchet derivatives based on the QB approximation on the staggered 

grid, I start with a discrete form of the equation (4.12) at inversion iteration (n) as 

follows: 
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where a( )E ( )n

lrα is the α  component of a predicted anomalous electric field at the receiver 

position; 
lr , ( )n

βσ∆  and ( )E n

β  are anomalous conductivity and electric fields in the β  

direction within the inversion domain on the staggered grid.  

By substituting equation (A.1) into equation (B.1), one can find the Fréchet 

derivatives based on QB approximation with respect to the β  directional conductivity, 

βσ∆ . For example, the Fréchet derivative of the α  component of the electric fields, 

receiver position, 
lr , and n iteration with respect to the x directional conductivity, 



125 

 

( )
( , , )
n

x i j kσ∆  is  
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   (B.2) 

 
In the case of a cell-center based grid such as in the IE method, the Fréchet derivative 

based on QB approximation with respect to ( )
( , , )
n

x i j kσ∆  can be represented as follows: 

 

    ( , , )

( ) ( , , ) ( )
( , , )F ( ) | E

x i j k

n l i j k n

l x x i j krα σ α∆ = Γ
.    (B.3) 

 
Comparing equations (B.2) and (B.3), one can see that the Fréchet derivative at a 

point ( , , )i j k  is a weighted average of the Fréchet derivatives at the four points of the 

edge-centers of the cell ( , , )i j k . The Fréchet derivatives with respect to the y and z 

directional conductivity can be derived in a similar way.  

In matrix notation, equation (B.2) can be generalized as follows: 
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where ( )n

βF is a 3L N×  matrix of the Fréchet derivatives with respect to the β  directional 

conductivity, β∆σ , �
'E

βG  is a e3L Nβ×  matrix containing electric Green's tensor integrals 

with respect to the β  directional conductivity; '( )n

βE  is a e eN Nβ β× diagonal matrix with 

β  components of the electric fields; and βC  is a eN Nβ × weighted averaging matrix. For 

representation purposes, I introduce the weighted averaging matrix, βC , but the actual 

calculation of  the weighted average of �
'E

'( )n
β βG E  can be easily made in a 3D matrix array. 

In the case of isotropy, the Fréchet matrix can be represented as 
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 (B.5) 

 
The Fréchet derivatives for the magnetic field can be found by replacing the electric 

Green's tensors in equation (B.5) with the magnetic Green's tensors. 

As one can see, the Green’s tensors used for field calculations in equation (B.1) are 

the same as those used for Fréchet calculation in equation (B.2). Therefore, one can 

precompute the Green's tensors on the staggered grid only once, and reuse them for the 

Fréchet calculation as well as the field calculation, which results in a very efficient 

inversion method. 
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