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ABSTRACT

The purpose of this research is the development of mathematical formalisms for the

numerical modeling and simulation of multiphase systems with emphasis in polydisperse

flows. The framework for these advancements starts with the William-Boltzmann equation

which describes the evolution of joint distributions of particle properties: size, velocity,

mass, enthalpy, and other scalars. The amount of statistical information that can be ob-

tained from the direct evolution of particle distribution functions is extensive and detailed,

but at a computational cost not yet suitable in usable computational fluid dynamics (CFD)

codes. Alternatives to the direct evolution of particle distribution functions have been

proposed and we are interested in the family of solutions involving the evolution of the

statistical moments from the joint distributions. Rather than tracking every single particle

characteristic from the joint distribution, transport equations for their joint moments are

formulated; these equations share many of the properties of the regular transport equa-

tions formulated in the finite volume framework, making them very attractive for their

implementation in current Eulerian CFD codes. The information they produce is general

enough to provide the characteristic behavior of many multiphase systems to the point

of improvement over the current Eulerian methodologies implemented on standard CFD

modeling and simulation approaches.

Based on the advantages and limitations of the solutions of the ongoing methodologies

and the degree of the information provided by them, we propose formalisms to extend

their modeling capabilities focusing on the influence of the size distribution in many of

the related multiphase phenomena. The first methodology evolves joint moments based

on the evolution of primitive variables (size among them) and conditional moments that

are approximants of the joint moments at every time step. The second methodology

reconstructs completely the marginal size distribution using the concept of parcel and

approximate characteristic behavior of the rest of the conditional moments in each parcel.

In both approaches, the representation of size distribution plays a fundamental role and



accounts for the polydisperse nature of the system. Also, the numerics of the moment

transport equations are to be consistent with the theory of general hyperbolic transport

equations but the formulation of the discretization schemes are based on the properties of

the underlying distribution.

A final contribution is presented in the form of an appendix and it analyzes the role

of maximum entropy-based methodologies on the formulation of Eulerian moment-based

methods. Attempts to derive new transport equations on the framework of maximum

entropy methodologies will be considered and reconstruction of distribution strategies will

be presented as preliminary results that might impact future research on Eulerian moment-

based methods.
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CHAPTER 1

INTRODUCTION

Modeling in multiphase particulate flow is an area of active research,1–13 and the cur-

rent trend presents a clear shift from phenomenological models to fundamental physics-

based models. In theory, particle direct numerical simulation (particle DNS) should be the

correct approach to capture the physics occurring at a particle microscale level, but it comes

at a very high computational expense, inaccessible to industrial processes.

On the other hand, macroscopic, phenomenological modelling, based on proper aver-

aging of the DNS equations, has been used mainly in Computational Fluid Dynamics

(CFD) at the industrial level for modelling large scale engineering processes.14–26 This ap-

proach gives rise to different approximations with unclosed terms (hydrodynamics mod-

els) whose accuracy depends on the accuracy of the closure models used. When phe-

nomenological parameters for the macroscopic approach are well defined, the methodol-

ogy is useful for design and optimization at an engineering level but it cannot be used as

a predictive tool for multiphase flow regime transitions or as a starting point to develop

accurate multiphase modelling approaches.

The continuous growth of computational power,27,28 has slowly allowed research to

move from hydrodynamic approaches to high fidelity models based on the underlying

physics of the dispersed phase and the fluid flow.6,11,29,30 For those modelling approaches,

the behaviour of the distributed properties of the dispersed phase are described in terms

of kinetic-typea transport equations for the one-point particle number density function

(NDF). This kinetic formulation accounts for changes in particle property distributions

(velocity, volume, enthalpy), the effects of the fluid on the particle state (body forces),

and the interaction between particles (collisions). The same way DNS is categorized as a

aKinetic as in the kinetic theory of rarefied gases; the mathematical description of the approach presented here
and the one from the kinetic theory present similarities in many aspects.



2

microscale approach and hydrodynamic modelling as a macroscale approach, kinetic type

modeling for particulate phases has been categorized as mesoscale approach. Closure terms

at this mesoscale level require some a priori knowledge of the underlying physics present

at the microscale level so appropriate closures can be developed based on mesoscale vari-

ables.5,13

Although the mesoscale approach represents a step forward for a reliable representa-

tion of real multiphase systems, its numerical treatment still presents us with open chal-

lenges. Consider a particleb distribution function for the particle velocity in space and

time; there are three phase space variables (vx, vy, vz) representing the particle velocity,

three physical space variables (x, y, z), and time (t). In addition to these 7 independent

variables, more might be required if other scalar particle properties are taken into account:

polydisperse character of the system (different particle sizes), particle mass, and parti-

cle enthalpy. It is clear that due to the high dimensionality of this problem, specialized

methodologies must be developed to tackle this problem in the CFD sense.

There are several methodologies that allow representative solutions for the evolution

of the particle distribution function from kinetic-type transport equations, among them:

direct discretization methods, Lagrangian methods, and moment methods. Direct dis-

cretization methods numerically approximate the particle distribution function in phase

space.c Among them, Discrete velocity methodsd (DVM), have been developed for particle

velocity distributions that take into account the effects of the collisional process on the

particle behaviour;31–34 while for passive scalars (size, mass, enthalpy), sectional methods

(SM) discretize the scalar phase space describing growth, aggregation, and breakage of

particles, accounting for changes in mass, size, and any other scalar property involved

in the process.35–38 Lagrangian methods describe the motion and interactions of single

particles or clusters of them in the system, requiring evolution equations for each particle

or cluster in the system.39,40 In general, the application of direct discretization methods or

bParticle is a general term that refers to a member of the dispersed phase: solid particles, liquid droplets,
suspensions, and so on.

cThe term denotes the description of the dynamic state of the particles. The coordinates of the phase space
correspond to all the independent variables of the NDF but the physical space variables x, y, z.

dLattice Boltzmann and Lattice Gas Automata methods are among DVM.
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Lagrangian methods is computationally expensive, marginally developed for CFD appli-

cations, and in many processes it is more valuable to focus in some important statistics

instead of the evolution of the entire distribution.

Grad 41 proposed a mathematical approximation to reduce the dimensionality of the

kinetic equations to describe the macroscopic dynamic behavior of rarefied gases in an

Eulerian framework, based on a particular set of moments of the velocity distribution.

Hulburt and Katz 42 introduced a similar approximation for population balance equations.

McGraw and Fox,30,43,44 and Frenklach,45 among others, have extended the method to

handle more complex physics at the macroscale level and have developed closure relations

based on quadrature approximationse for the transport equations.f These equations are

obtained from a transformation over the original kinetic-type transport equation and the

quantities originated from this transformation are called moments. The term quadrature-

based moment methods (QBMM) have been coined46 to group the many different tech-

niques,29,30,43,46,47 related to the closure of kinetic equations and population balances based

on quadrature approximations and moments of the distribution.

One attractive factor for the use of QBMM, is the possibility to increase their accuracy

based on the accuracy of the proposed closure quadratures. Nevertheless, some challenges

remain unsolved in developing efficient and cheap algorithms to relate variables of the

quadrature approximation (velocity, volume, enthalpy) with the approximated moments

of the distribution. Ideally, such procedures, should be well-posed in order to guarantee

realizability of the moment space obtained from the population balances or the kinetic-

based equations.8 The core idea behind QBMM is to obtain transport equations in terms

of the moments of the joint distribution, the evolution of these moments would describe

the principal characteristics of the particle behavior in terms of raw statistics. Due to the

nature of the moment transformation, some of the transport equations would need especial

closures for high order moments; in this regard, several QBMM methodologies have been

developed with varying degrees of complexity and ability to handle common systems in

eIn the sense of quadrature approximation of integrals.

f For instance, integro-differential terms appearing as source terms in population balances for some scalar
properties, are unclosed; same as the flux in physical space for the moment transport equations for the velocity
distribution.
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multiphase flows.

Marchisio and Fox 43 , proposed the direct quadrature method of moments (DQMOM),

in which the evolution of the moment equations are expressed in terms of the variables of

a quadrature approximation (weights and abscissas). The technique has been proven to

properly represent particle changes in scalar phase space.48–56 However, the method has

been reported to fail in conserving the computed moments from the weights and abscissas,

for active variables.57–59 Given that the transport equations are stated in terms of weights

and abscissas, any error induced by the numerical scheme used to discretize the equations

will extend to the calculation of the moment set from the evolved weights and abscissas;

in general, any moment method that relies on the numerical transport of weights and/or

abscissas can be affected by the numerical error and is susceptible to degenerate into a

nonrealizable space. This issue is especially problematic when particle velocity is included

as an independent variable of the distribution function, because phenomena like particle

trajectory crossing (PTC) in dilute and moderately dilute gas-particle flows, might not be

properly represented by DQMOM. This DQMOM limitation has motivated researchers

to develop better approximations that include the effects of particle velocity in physical

space.

Fox and co-workers,29,30,46,47 among others, have proposed quadrature-based moment

methods (QBMM) that are specialized in the kinetic behavior of the dispersed phase (par-

ticle velocities). Desjardins and Fox 47 and Desjardins et al. 29 have found that transporting

moments instead of weights and abscissas allows for better control of numerical errors by

using specialized discretization techniques, which in turn aid in capturing complex parti-

cle physics like PTC in dilute and moderately dilute particulate flows. In these methods,

moment transport equations are evolved directly and weights and abscissas are used to

approximate high order moments that might appear in the calculations. The methods

require two types of specialized algorithms: inversion algorithms, from which weights

and abscissas can be calculated from the moments, and projection algorithms from which

moments are defined in the Eulerian grid in terms of the weights and abscissas.29,47 The

inversion algorithms that relate the quadratures of the approximation with the moments of

the system are closely related to the truncated K-moment problem for which realizability of

the moment space depends entirely on the properties of special arrangements of moment
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matrices. In general, formulation of inversion algorithms is complex from both the mathe-

matical and the computational point of view and there are still open questions in the field.

For instance, some of the existing moment inversion algorithms29,30,46,47 define an infinite

number of quadratures for each rotation of the diagonalization of the velocity covariance

matrix, producing quadrature errors that depend on the angle of rotation. Additionally, the

number of moments transported is greater than the moments controlled by the inversion

algorithm, producing numerical errors for higher order transported moments. In order

to formulate the closures for the equations, an approximation to the NDF is required; the

functional form of the distribution used in all QBMM is a weighted Dirac-delta, which

corresponds to a minimal, unique, representation at the boundary of the moment space, as

shown in Dette and Studden.60

Yuan and Fox,61 proposed a well-posed inversion algorithm for the conditional quadra-

ture method of moments (CQMOM), which accurately relates moments with weights and

abscissas. It also improves the quadrature approximation, when each quadrature repro-

duces exactly an N-point quadrature and reduces the error when a continuous distribu-

tion is represented as an N-point distribution. The proposed method also reduces the

number of transported moments because it transports the optimal moment set used in the

direct quadrature method of moments (DQMOM).62 However, the technique is originally

formulated for kinetic monodisperse flows (particles with the same scalar state: mass,

volume, and enthalpy but distributed in velocity space) leaving an open questions about

its extension to polydisperse flows distributed also in scalar space.

Other classes of methods use some of the ideas of SM and discretize one or more

coordinates of the phase space and, within each section, related quantities of the NDF

are evolved. These Eulerian-multifluid models63 would guarantee the conservation of few

moments, leaving out extra information about the correlation of different variables of the

phase space.g Improvements on the numerical aspects, representation of larger moment

sets, and the ability to capture complex physics have been proposed since then.51,64–70 On

the other hand, some researchers have realized the importance of the issues that the Dirac-

delta approximation of the NDF might bring, regarding the conservation of the moment

gFor instance, size and velocity.
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space. Some71–77 have proposed different approximations for the NDF to solve for the

closure issue, by using canonical distribution functions: Gaussian, Gamma, Log-normal.

More advanced techniques are also able to reconstruct the distribution of properties based

on information about the evolved moments. Techniques based on maximum entropy

methods are promising and valuable information about the the polydisperse character

of multiphase systems can be obtained if used in conjunction with moment-based meth-

ods.76,78

It is then desirable to formulate moment-based methods to model and simulate poly-

disperse multiphase systems that take advantage and overcome some of the difficulties

associated with the current methodologies. The main aim of this research is to develop

mathematical formalisms that:

• Use a moment-based method to represent multiphase phenomena,

• take advantage of the inversion process presented for CQMOM to capture PTC,

• take advantage of DQMOM to extend the formalism to arbitrary dimensions in scalar

space to account for the polydisperse character of the flow (size) and changes in other

scalar properties (mass, enthalpy), and

• are able to describe the polydispersity behavior of a multiphase system by recon-

structing the distribution of particle sizes based on the evolved moments.

The remainder of this dissertation is divided as follow: Chapter 2 presents an in-

troduction to the characterization of the fluid dynamic behavior of gas-particle systems

and the models to represent them. Chapter 3 describes a moment-based technique that

takes into account the polydisperse character gas-particle multiphase systems by evolving

transport equations for representative particle sizes and other scalars, as well as particle

velocity moments conditioned on size, that are able to capture PTC. Chapter 4 describes

a moment-based technique that explains the polydisperse character of a multiphase sys-

tem by reconstructing the size distribution based on the evolved joint moments. This

reconstruction-based technique provides more detailed information about the polydisper-

sity of the system than other moment-based techniques. Chapter 5 provides numerical

applications of the techniques described in previous chapters. Appendix A presents new
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perspectives on maximum entropy methods (ME) as a framework to develop Eulerian

multiphase models



CHAPTER 2

MOMENT METHODS IN MULTIPHASE FLOW

Gas-particle flows are commonly found in many industrial and environmental ap-

plications like fluidization, drying, separation, and pneumatic transport, among other

chemical engineering unit operations. The presence of additional particulate phases in

gas-particle systems makes computational approaches challenging and far more difficult

than the descriptions for single-phase flows. For instance, very complex phenomena affect

the interaction between time and length scales among the different phases: turbulence,

particle collisions, wall collisions, particle aggregation, particle breakage, and particle re-

action, among others. Before reviewing and explaining current and new computational

approaches for multiphase flows, it is necessary to explain the existing regimes of the

complex multiphase phenomena in order to understand the approximations for many of

the systems usually modeled and simulated in multiphase flows

2.1 Kinematic Characterization of Multiphase Flows
Along with the length and time scales for the fluid flow, it is necessary to account for the

length and time scales of the particulate phase, which in general are not independent from

the ones in the fluid phase.79 van der Hoef et al.,1 and references wherein, summarized this

interphase coupling in terms of the mass and the volume occupied by the particulate phase

immersed in the fluid phase as: one-way, two-way, and four-way coupled. The phases

are one-way coupled when the turbulence of the fluid phase is dominant and the inertia,

and volume occupied by the particulate phase is small (low volume fraction). When the

inertia of the particulate phase cannot be ignored and the turbulence of the fluid phase

is affected by the motion of the particulate phase, it is said that both phases are two-way

coupled. If the inertia and volume occupied by the particulate phase is such that there

are interactions among particles, the phases are four-way coupled. In a four-way coupled

regime effects such as agglomeration and break-up due to collision become important and
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add up to the nonlinear character of multiphase modelling approaches. Figure 2.1 depicts

this interphase coupling in terms of the volume fraction.

A more general and inclusive classification is given by Marchisio and Fox.8 In their

account, they distinguish the inertia of the particles characterized by the Stokes number as

one of the key factors in multiphase modelling approaches. To summarize their point of

view, they identify two main cases in multiphase flows: when the inertia of small particles

is negligible respect to that of the fluid and when the particles are big enough that their

inertia cannot be neglected. In the first case, particles will advect, diffuse, aggregate, and

break throughout the domain in a shear-dominated flow regime; changes in the joint NDF

will be governed by the aggregation and breakage events. In the second case, particles

will move at their own velocity; multivalued velocity solutions will be possible (PTC

phenomena) and the particle velocity distribution will affect the behavior of the joint NDF.

In the first case, regimes for particulate behavior can be classified by identifying the

time scales for advection, diffusion, aggregation, and breakage and define the correspond-

ing nondimensional quantities that relate those time scales: Peclet number (Pe), aggrega-

tion Damköler number (Daa), and breakage Damköler number (Dab). In most common

cases, diffusion has smaller time scales than aggregation and breakage which are respon-

sible for the gradients in the transported distribution. Essentially, three regimes can be

10#1$10#7$ 10#3$10#5$10#9$

Fluid$
$
$
$

Par1cles$

Fluid$
$
$
$

Par1cles$

Fluid$
$

Par1cles$
$

Par1cles$

One#way$coupling$ Two#way$coupling$ Four#way$coupling$

Dilute$gas#solid$systems$ Dense$gas#solid$systems$

Figure 2.1: Representation of interphase coupling as a function of solid volume fraction.
Adapted from van der Hoef et al. 1
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established, as shown in Table 2.1.

In the second case the velocity of the particles affect the velocity of the fluid and vice

versa, allowing momentum exchange between the phases to happen. Different length and

time scales are simultaneously involved and different nondimensional parameters can be

identified that are correlated to a large number of flow regimes. Two of the most important

are the Stokes number (St) and the Knudsen number (Kn). The first one characterizes the

particle inertia relative to the fluid13 and it is defined as the ratio of the particle time scale

to that of the fluid.

St =
τp

τf
(2.1)

The second one indicates the relative importance of particle interactions8 (collisions) and

is defined as the ratio of the collision length scale to the characteristic length scale of the

system:

Kn =
Ūp,charτc

Lchar
, (2.2)

where Ūp,char is the characteristic particle velocity and Lchar is the characteristic particle

length scale. The Kn number depends on the volume fraction based on the definition of

the length scales. Increasing or decreasing the volume fraction will decrease or increase

the Kn number. According to Marchisio and Fox,8 the volume fraction alone is not a

reliable indicator of the rate of collisions and interphase coupling as in the descriptions

of Balachandar and Eaton 79 and van der Hoef,1 because it can be affected by the granular

temperature and even for high values of volume fraction it is possible to have a collision-

less regime (very high Kn) due to energy dissipation by inelastic collisions. Four major

Table 2.1: Regimes for noninertial particles

Regime Limit Characteristic
Dilute Daa < 0.01, Dab < 0.01 Controlling phenomena are the ag-

gregation and breakage events. The
system is spatially homogeneous.

Moderately
dense

0.01 < Daa, Dab < 100 Mixing, aggregation and breakage
are competing effects.

Dense Daa, Dab > 100 Aggregation and breakage are very
fast. Particles reach a local equilib-
rium when these two effects coun-
terbalance each other.
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regimes can be identified in terms of volume fraction αp, St for particles with no negligible

inertia, as shown in Table 2.2.

Such variety of regimes for multiphase flows make modeling descriptions and compu-

tational approaches very challenging, but can provide valuable insight of the behavior of

the phases for the formulation of physics-based multiphase models. In this research, we

are interested in very dilute and dilute systems; particularly, we are interested in developing

numerical tools to characterize the polydispersity behavior of disperse reactive particles in

the event of particle trajectory crossing. As pointed out before, different numerical tools

have been developed to such end29,30,43,44,46,47,61,76,78 and many of them are specialized to

particular regimes; this research will benefit from improvement upon some of them in

terms of trajectory crossing prediction and polydispersity behavior. Among some of the

engineering applications of these techniques, Pedel et al. 80 used DQMOM43 to describe the

combustion characteristics of polydisperse coal particles in a turbulent jet; they established

for a fixed particle relaxation time τp, particle regimes as a function of the wave number

in a homogeneous turbulence system. Their analysis places the particles in the very dilute

regime described in Section 2.1 with the possibility of multivalued velocity values and

PTC. Unfortunately, the way DQMOM is formulated makes it difficult to capture any

phenomena related to trajectory crossing. The research in this dissertation is motivated

to capture PTC in velocity space as well as other scalar characteristics (polydispersity),

applicable to multiscale and multiphysics modelling approaches.

2.2 Kinetic Description of Multiphase Flows
Several authors have described the status of the modelling techniques on multiphase

flows based on kinetica approaches1,13,79,83–85 covering the multiscale (microscale, mesoscale,

macroscale) nature of these kind of systems. In particular, Tenneti and Subramaniam 13

discuss the ability of statistical modelling approaches to provide information at the macro-

scopic and mesoscopic levels from the microscopic descriptions. They categorize the mod-

elling approaches according to three criteria: (a) each field is represented by a random field

or a stochastic point process, (b) each phase is represented using an Eulerian or Lagrangian

aKinetic as in kinetic theory of gases. Most of the QBMM techniques are based on similar statistical mechanic
principles used to explain the behavior of gases at the molecular level.
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Table 2.2: Regimes for inertial particles

Regime Limit Characteristics

Very dilute

αp � 1 with phase-mass ratio
is very small

Collisions and coupling with the continuous phase
are not important.

St� Stc This is also referred as the dusty gas regime, 79 and
references wherein. Particles share the same veloc-
ity as the flow field.

St ≤ Stc It falls into the regime of the equilibrium eulerian
approach.79 The particle velocity is allowed to be
different than the fluid velocity, but it is not multi-
valued.

St > Stc The particle velocity distribution is multivalued
and trajectory crossing is possible (PTC), produc-
ing nonzero granular temperatures.

St� 1 Collisionless granular gas.

Dilute

αp � 1 with phase-mass ratio
of the order of one

Collisions and interphase coupling are not negli-
gible. According to the Knudsen number Kn, this
regime can be subdivided as:

two-way coupling, Kn� 1 collisions can be neglected but there is significant
interphase coupling.

four-way coupling, Kn ≤ 1 collisions are significant as well as interphase cou-
pling.

hydrodynamic, Kn� 1 collision-dominated flow.
The dilute regime can be also subdivided based
on the Stokes number St producing the same sub-
classes as in the very dilute regime; with the differ-
ence that because mass-phase ratio is of the order
of one, there will be flow instabilities for which the
flow would become turbulent even if the continu-
ous phase laminar.

Moderately
dense

αp < αc
p, g0 > 1 The volume fraction is lesser than the packing

limit αc
p and the radial distribution function g0 is

greater than unity. Fluidized beds fall into this
regime, the collisional-flux term (granular pres-
sure) cannot be neglected and binary particle-
particle interactions are too simple to represent
long-range hydrodynamic interactions.81

Dense αp ≈ αc
p Particles move in a frictional regime close to the

packing limit. Contact between particles is con-
stant and long range interactions must be taken
into account.82
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reference frame, and (c) according to the level of closure in the statistical theory. In most of

the current modelling approaches multiphase systems are represented as:

• a random field in an Eulerian framework, or

• the continuous phase is represented as a random field in an Eulerian framework and

the dispersed phases as a point process in a Lagrangian framework.

Fox 5 has discussed the mathematical formulation of Eulerian models with a mesoscopic

approach at a mesoscale level. Formally, the mesoscopic approach is a stochastic point

process that results in a NDF equation at the one-particle description level,13 but cor-

respondence between the stochastic point process and the random field approach has

been shown at the mesoscale and macroscale level under different conditions allowing

the method to represent different scales of the particle state.11 An Eulerian model can

be obtained from the mesoscopic approach of Fox,5 at the level of the moments of the

one-particle NDF. The closures used to close the mesoscopic kinetic formulation relate

only mesoscopic variables. In the following, we explore Eulerian models obtained in this

way.

The mesoscopic formulation discussed by Fox 5 is based in the Klimontovich approach86

where the ensemble of particles is characterized in a (6+m)-dimensional position-velocity-

scalar space by a fine-grained density function f ′ defined as

f ′(ξ, θ, v, x, t) =
Ns(t)

∑
i=1

f ′i (ξ, θ, v, x, t)

=
Ns(t)

∑
i=1

δ(ξ − Ξi(t))δ(x− Xi(t))δ(v−Ui(t))δ(θ−Θi(t)), (2.3)

where f ′i (ξ, θ, v, x, t) is the fine-grained density function associated with each particle. The

statistical description in terms of f ′i contains much more information than is needed for the

description of engineering systems, for which averaged behavior descriptions are usually

enough. Succinct information can be obtained from ensemble-average of f ′i and defines

the joint size-velocity-scalar NDF F(ξ, θ, v, x, t) as in Subramaniam.86 The NDF is found

by solving a kinetic-typeb equation of the form

bFrom the kinetic theory point of view, a kinetic equation involves the evolution of particles distributed in
velocity space. The modifier type is added to signify evolution of the NDF not only in velocity space but in
any other scalar property space.
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∂F

∂t
+∇x · (vF)︸ ︷︷ ︸

(i)

+∇ξ · (G(ξ, θ, v)F)︸ ︷︷ ︸
(ii)

+∇θ · (H(ξ, θ, v)F)︸ ︷︷ ︸
(iii)

+∇v · (F(ξ, v)F)︸ ︷︷ ︸
(iv)

= C[F,F]︸ ︷︷ ︸
(v)

. (2.4)

Equation (2.4) describes the evolution of all the particle properties described by F. The first

term (i) corresponds to the advection of the NDF in physical space with velocity v. The

second term (ii) corresponds to changes in particle size with rate G(ξ, θ, v). The third term

(iii) corresponds to changes in scalar properties (mass composition, energy content among

others) with rate H(ξ, θ, v). The fourth (iv) term corresponds to changes in particle velocity

due to body and superficial forces (gravity, drag, added mass) with rates F(ξ, θ, v), and

the last term (v) corresponds to changes in particle velocity v and scalar property ξ due

to interactions between particles in the particulate phase (collisions, aggregation, break-

age). The rates G(ξ, θ, v), H(ξ, θ, v), and F(ξ, θ, v) usually involve interactions between

the continuous phase and the particulate phase and must be coupled with a model for the

continuous phase (for instance, the Navier-Stokes equations), as well as closures for the

high order terms in order to achieve a complete specification of the process. Complete

details of the derivation of this equation starting from a stochastic point process can be

found in Subramaniam.86

The rates F(ξ, θ, v) involve all the body and superficial forces experienced by particles

interacting with a continuous phase. When the density of the dispersed phase is much

greater than the density of the gas phase and the size of the dispersed phase is much

smaller than the Kolmogorov length scale (see Table 2.2), the predominant force is the

fluid drag. Tenneti and Subramaniam 13 have used DNS data to validate drag models

as a function of mesoscopic variables v and ξ. At the mesoscale level, the variables can

be correlated to each other (for instance, size-conditioned velocity) and capturing these

correlations is critical in applications where the mesoscopic variables change in a couple

manner.5 The rate of collisions C[F,F] involves all possible collisions between pair of

particles in the system through the pair distribution function. In general, this function

is not known through the solution of the NDF Equation (2.4) and it is necessary to provide

approximations in terms of the one-particle distribution function.87–89 In the simplest case

(very dilute systems), correlations between particles can be neglected and, for moderately

dense flows, correlations are introduced through the radial distribution function. Clo-

sure models for the rate of collisions in dense flows are an area of active and current
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Equation (2.4) requires solution strategies based on the properties of the kinetic type

equations and several approaches have been developed across different research fields

that implement those strategies. As mentioned before, some of those strategies are based

on Lagrangian treatment of notional particles for which increasing the number of particle

would increase the fidelity of the model to represent the physical system. Direct models

like Direct Numerical Monte Carlo simulation (DNMC) and Discrete Velocity Methods

(DVM)31–34,92 provide a direct discretization of the kinetic equation in phase space. How-

ever, when coupling between phases is substantial, statistical noise can affect the contin-

uous phase solution. For the same reasons, their implementation in CFD codes can be

difficult and computational costs become expensive.

On the other hand, it is possible to obtain an Eulerian model from Equation (2.4) that

is more suitable for implementation in finite volume CFD codes at a lower computational

cost. The Eulerian model can be obtained by obtaining a subset of moments from Equa-

tion (2.4) and evolving them in physical space and time. The moments of the NDF are

fields that don’t depend on the phase space variables, but describe the low order statistics

of the distribution in physical space. A moment transformation over the NDF can be

written as

M(l,M,N) =
∫

R

∫
RM

∫
R3

ξ lθ(M)v(N)F(ξ, θ, v)dvdθdξ, (2.5)

and its application over the transport equation Equation (2.4) reads as∫
R

∫
RM

∫
R3

ξ lθ(M)v(N) ∂F

∂t
dvdθdξ +

∫
R

∫
RM

∫
R3

ξ lθ(M)v(N)∇x · (vF)dvdθdξ = S. (2.6)

Producing the set of moment transport equations:

∂M(l,M,N)

∂t
+∇x · (M(l,M,N+1)) = S, (2.7)

where

S =
∫

R

∫
RM

∫
R3

ξ lθ(M)v(N)
[
−∇ξ · (G(ξ, θ, v)F)−∇θ · (H(ξ, θ, v)F) (2.8)

−∇v · (F(ξ, v)F) + C[F,F]
]
dvdθdξ.

To put this in perspective and assign some physical meaning, assume an NDF distributed

only in velocity space: F = F((v; x, t), the rate F(v; x, t) = g corresponds to the action of
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body forces (gravity), and the rate of collisions, C[F,F], is closed by the BKG (Bhatnagar-

Gross-Krook) approximation:

C =
1
τc
(F∗ − F). (2.9)

Here τc represents the collision time scale and F∗ is the equilibrium distribution, given by

F∗ =
〈m〉(0)

(2πσ∗)3/2 exp

(
−
|v−Up|2

2σ∗

)
. (2.10)

〈m〉(0) is the zero-order velocity moment, Up is the mean particle velocity, and σ∗ is the

equilibrium variance matrix. Let 〈m〉(N) be the particle velocity moments of order N =

n1 + n2 + n3 with n1, n2, n3 the individual orders for each velocity component. The mo-

ments are defined as

〈m〉(N) (x, t) =
∫

R3

vn1
x vn2

y vn3
z F(v; x, t)dv. (2.11)

Similarly, the N-order moments of the equilibrium distribution are given by

∆(N)(x, t) =
∫

R3

vn1
x vn2

y vn3
z F∗(v; x, t)dv. (2.12)

In this particular case, the velocity moment transport equation can be written as

∂ 〈m〉(N)

∂t
+∇x(〈m〉(N)+1) = (N)g · 〈m〉(N)−1 +

1
τc
(∆(N) − 〈m〉(N)). (2.13)

More complex expressions for the rates F(v) and C[F,F] can be proposed with no further

complications on the formulation of the problem.29,30,90

Equation (2.7) and Equation (2.13) represent Eulerian models for the particulate phase

obtained from the transport equations for the NDF given by Equation (2.4). The moments

in these Eulerian models are related to physical quantities in the dispersed flow. For

instance, the components of mean particle velocities are related to the first-order moments

of the NDF:

〈m1,0,0〉(1) ≡ ρUx, 〈m0,1,0〉(1) ≡ ρUy, 〈m0,0,1〉(1) ≡ ρUz. (2.14)

It is also possible to obtain the mean momentum and the granular temperature due to

collisions (for collisional flows) from the second order moments.61 It is important to realize

that in order to solve for the Eulerian models presented, a priori knowledge of the NDF is

necessary. In general, that information is not available and assumptions about the shape

of the NDF are required in order to solve for the Eulerian model in Equation (2.7) and

Equation (2.13).
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2.3 Physics Models in the Dilute Regime
The different terms described in Equation (2.4), except for the first one (i), are related

to phase-advectionc physical models that describe the changes taking place in the particle

property space. There are mainly three phase-advection phenomena that happen across

most of the scales of the flow and describe most of the particle-related phenomena: mass

transfer, heat transfer, and momentum transfer. A general representation of these rates is

dζ

dt
= J(ζ, t), (2.15)

ζ = [ξ, θ, v],

= [ξ, θ1 · · · θm, vx, vy, vz],

where ζ represents all possible coordinates in phase space present in the system and J(ζ)

represents all the driving forces that advect the properties in phase space. This mathemat-

ical model accounts for the most common phenomena occurring in multiphase phenom-

ena: crystallization and precipitation processes, stirred tanks reaction processes, reactive

aerosol processes, fluidization processes, reactive particle laden processes, and many oth-

ers. For instance, when ζ = mp the particle mass, the rate of change of mass can be written

as

dmp

dt
= Mw ApJmp , (2.16)

where J is the molar flux per unit area and time of mass leaving or entering the particle

surface. Most general mass transfer models for dispersed quantities have this functional

form and, depending on the application, different degrees of approximations are made in

order to relate the mass of the particles with the surface area.8

If energy is being exchanged between all the involved phases, the rate of heat transfer

can be expressed as

dHp

dt
= ApJQ, (2.17)

cThe term phase-advection refers to the advection of particle properties along a coordinate of the phase space:
size, enthalpy, mass, composition, etc.



18

where JQ is the heat flux per unit area from the surface of the particle to the fluid phase

and vice versa. The enthalpy Hp can be written in terms of the temperature of the particle

as

d(mpCpθp)

dt
= ApJQ. (2.18)

The heat flux JQ contains all the fluxes due to convection from and to the surface of

the particles, radiation, and source terms that change the enthalpy of the particles, like

chemical reactions. Some of these will be explored for a specific application in Chapter 5.

Body forces exerted over the dispersed phase result in momentum exchange between

the fluid phase and the particles. The forces acting on the dispersed phase can be classified

as: i) forces due to the motion of the particles; ii) forces due to the motion of the surround-

ing fluid; iii) forces on immersed particles independent of the motion of the particles or

the motion of the fluid, and iv) forces on immersed particles independent of the motion of

the particles and the motion of the fluid.93 Among the most common forces we find: drag,

added mass, Basset history, lift, gravity, and buoyancy.8 The momentum exchange can be

expressed as

d(mpUp)

dt
=

π

8
ρ f ξ2CD(U f −Up)|U f −Up|︸ ︷︷ ︸

drag

(2.19)

+ KAρ f Vp
d(U f −Up)

dt︸ ︷︷ ︸
added mass

+ KBξ2√πρ f µ f

∫ t

t0

d(U f −Up)

dt
ds√
t− s︸ ︷︷ ︸

Basset history

+ KLµ f ξ2(U f −Up)

√
ρ f GL

µ f︸ ︷︷ ︸
lift

+ ρpVpg︸ ︷︷ ︸
Buoyancy

− ρ f Vpg︸ ︷︷ ︸
gravity

.

In the applications considered in this research we are interested in the deterministic part

of those forces and we are more focused on the drag force. Finally, in most processes, the
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size of the particle is directly related to the mass and size changes can be accounted for,

following the evolution of equations like Equation (2.16). If the particle density is assumed

constant, an equation for the evolution of the size can be written as

dξ

dt
=

MwkAp

3ρpkVp

Jξ , (2.20)

where kAp and kVp relate the particle size with their area and volume, respectively, and

account for particles not being completely spherical.8

Ramkrishna 94 provides explanation between the relationship of the physics models

explained in Section 2.3 and the terms in Equation (2.4). He characterizes the phase-space

as composed by internal coordinates and external coordinates. External coordinates are

composed by the variables of the physical space x while internal coordinates provide quan-

titative characterization of the distinguishing traits of the particles other than its location

in physical space. Changes in internal coordinates refers to motion (advection) through

the property space and they are given by

G(ξ, θ, v) =
dξ

dt
(2.21)

H(ξ, θ, v) =
dθ

dt

F(ξ, θ, v) =
d(mpUp)

dt
.

These expressions appear in the RHS of Equation (2.8) and because the integration is

performed over the entire phase-space, the single particle physics models presented can

be used to describe the behavior of the entire particle population, therefore completing the

general Eulerian model Equation (2.7).

2.4 Solution Methods for the Moment Equations
Once the feasibility of evolving the moments of the NDF instead of the distribution

itself has been established, it is necessary to present solution methods for the proposed

Eulerian moment model. A careful inspection of Equation (2.7) determines its hyperbolic

characteristics, making it possible to use finite volumes for its numerical solution.95 In

reality, Equation (2.7) corresponds to an arbitrary system of PDE with an unspecified and

arbitrary number of moments to transport. Clearly, for the Eulerian moment model to be

useful, the number of moments to transport should be finite, but also should approximate
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the particle behavior as accurately as possible.d Note that in Equation (2.13), that the

convective flux appears in terms of higher order moments of velocity; this is true for

the most general model, Equation (2.7), especially when particle velocity is one of the

coordinates of phase space. In the following, the evolution of the techniques necessary to

tackle the closure issue will be explained and will become the basis of the developments

presented in this research.

2.4.1 The Quadrature Method of Moments

The quadrature method of moments (QMOM) is largely based on the the method of

moments42,96 in which the NDF is assumed to be locally known in order to achieve closure

of the moment transport equations. Common choices for NDF in early applications were

normal and log-normal distributions. For instance, in determining size distributions r in

dispersed flows, the NDF might be approximated as

F(r) =
Np

σr
√

2π
exp

[
− 1

2σ2 ln
(

r
r0

)2
]

. (2.22)

The assumption of a presumed locally known pdfs limited the applicability of the method

to the introduction of complex physics. QMOM44 was developed to overcome this dif-

ficulty. In QMOM, low-order moments are transported and higher order moments are

approximated using n-point Gaussian quadrature:

k
∫

Ωξ

ξk−1φ(ξ) f (ξ)dξ u k
N

∑
α=1
〈ξ〉k−1

α φ(〈ξ〉α)wα. (2.23)

In this case, closure for higher order moments was achieved through the variables of

the quadrature approximation (weights wα and abscissas 〈ξ〉α) and the assumption of

presumed, analytical NDF was no longer necessary. In order to establish a relationship

between the transported moments, the weights and abscissas, an inversion procedure is

necessary. The technique is based on the Lanczos algorithm,97,98 the product difference

(PD) algorithm. Without the need to know the exact form of the NDF, the capabilities of the

method of moments to represent more complex particulate phenomena were greatly ex-

tended. Although the range of applicability has been broadening96,99–102 since its adoption,

dAn infinity set of moment transport equations is equivalent to the direct solution of Equation (2.4).
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the extension of the method to joint NDFs in more than 2 dimensions and simultaneous

calculation of joint moments is still not straight forward.43,103,104

2.4.2 The Direct Quadrature Method of Moments

Fox 105 and Marchisio and Fox 43 proposed the direct quadrature method of moments

(DQMOM) which overcame the limitations presented by QMOM. In this technique, the

moment evolution equations from QMOM are further approximated by proposing evo-

lution equations for the variables of the quadrature approximation, namely weights and

abscissas. In doing so, a linear system of equations might arise depending on the physics

considered in the problem (body forces, growth, chemical reaction, aggregation and break-

age, etc.). Details of the formulation for monovariate flows and its multivariate extension

can be found in the original reference.43 Besides extending the number of internal coor-

dinates handled by QMOM, the technique eliminated the need of an inversion algorithm

at each time step. Given that the quadrature variables are directly evolved, closures are

directly applied to hyperbolic or source terms.

Due to the hyperbolic nature of the evolution equations for the weights and abscissas,

the numerics for the convective flux reconstruction play an important role on the validity

of the technique.106,107 Introduction of numerical errors in the evolution of weights and

abscissas might yield unrealizablee moments,8 which ultimately do not correspond to an

accurate moment prediction. For the multivariate extension, another known issue is the

choice of the multivariate moments; this choice is essentially arbitrary and some of the

choices lead to unrealizable moments. Fox 62 numerically sampled a broad region of the

weights and abscissas space in order to obtain a subspace of moments for which the matrix

A is full rank. This subspace is called the optimal moment set and has been studied in up to 3

dimensions and 27 quadrature nodes. DQMOM has been proven successful for low Stoke

particles,50,51,53–56,108,109 however, in highly nonequilibrium flows with PTC, singularities

might occur at finite Stokes numbers.47

eMoments outside the realizable region, where the NDF is not always positive.
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2.4.3 The Two Point Quadrature-Based Moment Method

Inertial particles in turbulent flows tend to respond very slowly to fluid velocity fluctu-

ations of the flow and the effect of body forces can cause the particles to cross trajectory into

the paths with other particles and fluid eddies. This phenomena is called particle trajectory

crossing (PTC) and it is usually a two-way interaction that affects fluid turbulence as

well.9,84,110 Hydrodynamic-based Eulerian models assume a monokinetic behaviour of

the particle velocity, disregarding the possibility of multi-modal velocity distribution at

the same location. At finite Stokes numbers,f PTC allows for multimodal velocity distri-

butions, breaking the assumptions of the hydrodynamic models.73 Advanced PDF and

stochastic methods are required to estimate the effects of PTC.9,110

On the other hand, the major disadvantage of DQMOM regarding the conservation

of moments and the loss of accuracy at finite Stokes numbers limits applicability of the

technique, specially in dilute or moderately dilute flows, while QMOM has the advan-

tage of evolving and close directly higher order moments, playing an important role on

their numerical conservation. The development of a technique that evolved the moments

directly and extendible to higher dimensions in phase space was the next logical step.

Desjardins and Fox 47 formulated a two-point quadrature method for the evolution and

closure of velocity moments; the closure was able to capture the effects of PTC and rep-

resent accurately moments up to second order. One of the advantages of the two-point

quadratures is that the relationship between moments, weights, and abscissas is algebraic

and calculating an inversion based on two quadrature nodes is numerically fast. On

the contrary, the set of high-order moments for multidimensional extension is somewhat

arbitrary and the choice might affecting the realizability of the moment space.

The integral nature of the moment transformation allows using kinetic schemes nat-

urally in the numerical discretization and approximation of the moment transport equa-

tions. Desjardins et al. 29 first proposed a sufficient CFL-likeg condition in order to preserve

the moment space. This condition held up for first order numerical schemes, but not for

higher order. Extension for higher order numerical schemes was given without proof.

f See Section 2.1.

gCourant -Friedrichs -Lewy condition for PDEs convergence.
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Vikas et al. 111 presented a formal proposition in order to extend the technique to higher

order numerical schemes. Although their results were not fully second or third order,h

they showed improvement over first order results. Fox 30 extended the methodology to

represent moments up to third order, the extension required to work with central moments

and a rotation of the moment space, in order to perform the calculations. In both papers the

numbers of nodes required to perform the moment transformation was of the form β = 2d

where d = [1, 2, 3] fixing (even restricting) the amount of nodes required for the calculation.

In a similar way as in Fox,30 Fox 46 extended the technique to represent velocity moments

up to ninth order, showing accurate results applying the technique to Riemann solvers.

One of the issues with these techniques is that the rotation matrices don’t guarantee the

positivity of the calculated weights or, in other words, the realizability of the moment

space.

2.4.4 The Conditional Quadrature Method of Moments

An improvement over previous techniques was presented again in Yuan and Fox;61

they proposed the conditional quadrature method of moments (CQMOM), which circum-

vented the need for regularizationi used in the two-point quadrature technique. CQMOM

guaranteed the positivity of the weights, directly related to the realizability of the moment

space and the nonnegativity of the NDF. There are several fundamental concepts involved

at the core of the technique; one of them is the use of conditioning in order to compute mo-

ments in different coordinated of the phase space, the other one is related to the accuracy of

the inversion algorithm that improves upon the ones proposed in previous techniques; in

its current form, CQMOM is capable of representing passive scalar variables112,113 as well

as kinetic variables (velocity).61 In the original contribution, the method was proven to

reproduce exactly N-point quadratures in velocity space, as well as providing reasonable

good approximation to the moments of continuous distributions. A NDF can be written in

terms of its conditional forms according to the Bayes rule, for instance:

F(ξ, v; x, t) = F(ξ; x, t)F(v|ξ; x, t). (2.24)

hQuasi-second and quasi-third order, as they coined them.

iBasically using central moments and a space transformation (usually via a Cholesky decomposition) to
reduce the number of moment variables.
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This extension can be performed for every individual coordinate of the phase space. For

each dimension a 1-dimensional algorithm is used in order to invert the conditional mo-

ments corresponding to that dimension to obtain the corresponding weights and abscissas;

there is a potential reduction in computational cost compared to the use of multidimen-

sional nonlinear solvers. On the downside, the number of computed quadrature nodes

could increase the cost exponentially, limiting the applicability to very complex multi-

physics systems and the natural extension to polydisperse systems is still an open question

in this methodology.

2.4.5 The Extended Quadrature Method of Moments

Fox and co-workers developed further the Gaussian closures introduced by Chalons

et al. 71 and explored new closures with other explicit NDFs forms. Yuan et al. 77 intro-

duced the extended quadrature method of moments (EQMOM) to solve homogeneous

population balances with different drift velocities (aggregation, breakage, condensation,

and evaporation), although it is claimed in the paper that the technique also applies to

spatially inhomogeneous population balances. The NDF is written in terms of a weighted

sum of nonnegative distribution functions:

pn(ξ) =
N

∑
α=1

wαδσ(ξ, ξα), (2.25)

with the property

lim
σ→0

δσ(ξ, ξα) = δ(ξ − ξα). (2.26)

The functions δσ(ξ, ξα) can be the gamma distribution

δσ(ξ, ξα) =
ξλσ−1 exp(−ξ/σ)

Γ(λσ)σλσ
, (2.27)

or beta distribution

δσ(ξ, ξα) =
ξλσ−1(1− ξ)µσ−1

B(λσ, µσ)
. (2.28)

Details of the formulation are given in Yuan et al. 77 This technique is promising in the

sense that realizability is absolutely guaranteed and size-velocity correlations are easier to

deal with.
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2.4.6 Sectional and Multifluid Methods

In the same way that Fox and colleagues were exploring the ideas of McGraw on

moment closures and quadrature methods for kinetic and population balance equations

that resulted in all the publications cited before, Massot, Villedieu, and colleagues were

exploring the ideas of Tambour 114 on sectional methods from an Eulerian point of view.63

Laurent et al. 115 presented an extension of the sectional method introduced by Tambour 114

in order to treat polydispersed flows in dense gas-liquid sprays. The method approxi-

mated the NDF in two different independent distributions: size and velocity.

F(ξ, v; x, t) = n(ξ; x, t)δ(v−Up(ξ; x, t)) (2.29)

n(ξ; x, t) is further discretized into different size sections; in each section, evolution equa-

tions for the particle concentration and the mean momentum were developed. Sections

could exchange mass and momentum but only an averaged velocity was calculated to

compute to momentum exchange; due to this monokinetic approximation, the technique

is unable to capture PTC. This idea was developed into the so-called Eulerian multifluid

models. de Chaisemartin et al. 116 coupled the methodology of Desjardins et al. 29 for veloc-

ity moments with the sectional method of Laurent et al. 115 and were able to capture PTC

for a polydisperse spray flow. Research has revolved around these techniques focusing

on different issues and tackling different challenges. On one hand, the exploration of the

hyperbolic nature of the moment space and its consequences on PTC has been an issue in

turbulence applications.117 On the other hand, research on realizable, high order numerical

schemes capable of preserving the moment space and represent high order moments, has

caught the attention of many researchers due to its impact on the numerical representation

of multiphase systems.68,76,118–120 Multifluid methods have been also studied for different

ranges of Knudsen and Stokes numbers using explicit Gaussian closures in order to de-

termine higher order moments.65,71,72,74,75,116,121 One of the most challenging tasks in this

method (and in Fox’s method for that matter) is the representation of the rates of change of

properties in phase space in terms of the computed moments, these rates usually involve

integrals or variable dependencies that make multiphase system even more difficult to

simulate; for instance, some of the most common phenomena in dilute and moderately

dilute sprays are related to drag, coalescence, evaporation and splashing.67,69,70,78 When
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polydispersity is taken into account, correlations between particle size and particle velocity

arise and PTC can become a common phenomena difficult to simulate.122 Schneider et al. 69

and Schneider et al. 70 have also coupled the Eulerian-Multifluid with a quadrature-based

moment method for the velocity coordinate in order to capture PTC. The techniques devel-

oped in this dissertation take elements from the ideas on quadrature methods developed

by Fox and colleagues and the ideas on sectional methods from Schneider and colleagues.

In what follows, two new formalisms for Eulerian moment methods will be developed in

Chapter 3 and Chapter 4 and some of their application will be presented in Chapter 5.



CHAPTER 3

A NOVEL FORMULATION OF THE METHOD

OF MOMENTS: THE DIRECT QUADRATURE

OF CONDITIONAL MOMENTS

As described in Section 2.4 and Yuan and Fox,61 CQMOM accurately describe the

moment evolution of the velocity fields in a variety of physical scenarios. The most inter-

esting physical systems usually involve the distribution of scalar properties and, among

the most important, size distribution, which determines the polydispersity character of the

system. Under a particular set of conditions it is possible to extend CQMOM to other scalar

fields, although not in a straightforward way. Indeed, for every new coordinate in phase

space included in the analysis, the number of quadrature nodes required for the additional

inversion increases and the cost also increases non-linearly. On the other hand, the original

DQMOM has a low computational cost as a quadrature method, but the evolution of the

weights and abscissas might degrade the accuracy of higher order moments, especially

when kinetic variables (velocities) are considered. It would be desirable to have a trade

off between the accurate representation of the moment space by CQMOM at a lower cost

in polydisperse systems where scalar rates are determinant for the evolution of the sys-

tem. A new moment method formulation based on CQMOM61 and DQMOM43,80,123–125

is explained, in which the basic idea is to evolve the velocity fields with CQMOM and the

scalar fields with a DQMOM-like method. The advantage of this formulation lies in the

linear increase of the overall computational cost when scalar transport fields are added.

3.1 NDF Approximation and Moment Closure
Starting from the transport equation for the joint velocity-scalar particle distribution

function, F = F(ξ, θ, v; x, t) we have

∂F

∂t
+∇x · (vF) = S, (3.1)
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where the right hand side is represented by

S = −∇ξ · (G(ξ, θ, v)F)−∇θ · (H(ξ, θ, v)F)−∇v · (F(ξ, v)F) + C[F,F]. (3.2)

The meaning of each term was explained in Section 2.2. In its current form, the transport

equation Equation (3.1) has more dimensions than those that can be represented on regular

CFD codes; the root of the problem is essentially the lack of knowledge of the NDF and a

common solution is to provide an approximation that allows dealing with the problem in

physical space. First, we rewrite the NDF in a more convenient form according to Bayes’

rule:

F(ξ, θ, v) = g(ξ)f(θ|ξ)F(v|ξ, θ). (3.3)

Here, the approximations to the shape of the marginal and conditional distributions of size,

velocity, and other scalars are to be considered separately as expressed mathematically in

equation Equation (3.3).

3.2 Joint Moment Transport Equations
Equation (3.3) can be replaced directly into equation Equation (3.1) to obtain

∂

∂t
(g(ξ)f(θ|ξ)F(v|ξ, θ)) +∇x · (vg(ξ)f(θ|ξ)F(v|ξ, θ)) = S. (3.4)

Using the chain rule for derivatives, equation Equation (3.4) can be rewritten as[
g(ξ)f(θ|ξ) ∂

∂t
(F(v|ξ, θ)) + F(v|ξ, θ)

∂

∂t
(g(ξ)f(θ|ξ))

]
(3.5)

+
[
g(ξ)f(θ|ξ)∇x · (vF(v|ξ, θ)) + F(v|ξ, θ)∇x · (vg(ξ)f(θ|ξ))

]
= S.

Equation (3.5) can be reorganized as

g(ξ)f(θ|ξ)
[ ∂

∂t
(F(v|ξ, θ)) +∇x · (vF(v|ξ, θ))

]
(3.6)

+ F(v|ξ, θ)
[ ∂

∂t
(g(ξ)f(θ|ξ)) +∇x · (vg(ξ)f(θ|ξ))

]
= S.

Now, the approximation reads as

F(ξ, θ, v) ≈
N

∑
α=1

wαg(ξ, ξα) f (θ, θα|ξ)F(v|ξ, θ) (3.7)

≈
N

∑
α=1

wαg(ξ, ξα) f (θ, θα)F(v|ξ).
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Here, it is also assumed that the conditional velocity distribution is affected mainly by size

and that the marginal distribution of the rest of the scalars are independent of the size

distribution. With this approximation, Equation (3.5) reads as

N

∑
α

wαg(ξ, ξα)f(θ, θα)
[ ∂

∂t
(F(v|ξ)) +∇x · (vF(v|ξ))

]
(3.8)

+
N

∑
α

F(v|ξ)
[ ∂

∂t
(wαg(ξ, ξα)f(θ, θα)) +∇x · (vwαg(ξ, ξα)f(θ, θα))

]
= S.

Before making more assumptions to further simplify the complexity of the NDF, let us

reduce the dimensionality of both Equation (3.8) and Equation (3.1) by applying the mo-

ment transformation:

M(l,M,N) =
∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)F(ξ, θ, v)dξdθdv. (3.9)

With the moment transformation, Equation (3.1) reads as

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N) ∂F

∂t
dξdθdv +

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)∇x · (vF)dξdθdv (3.10)

=
∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)Sdξdθdv,

and according to Equation (3.9)

∂M(l,M,N)

∂t
+∇x ·M(l,M,N+1) = S, (3.11)

where

S =
∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)Sdξdθdv. (3.12)

Now, applying the moment transformation to Equation (3.8):

N

∑
α=1

wα

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)g(ξ, ξα)f(θ, θα)
[ ∂

∂t
(F(v|ξ)) +∇x · (vF(v|ξ))

]
dξdθdv (3.13)

+
N

∑
α=1

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)F(v|ξ)
[ ∂

∂t
(wαg(ξ, ξα)f(θ, θα))+

∇x · (vwαg(ξ, ξα)f(θ, θα))
]
dξdθdv =

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)Sdξdθdv.
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By comparing Equation (3.9) and Equation (3.13) we write

∂M(l,M,N)

∂t
+∇x ·M(l,M,N+1) = (3.14)

N

∑
α=1

wα

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)g(ξ, ξα)f(θ, θα)
[ ∂

∂t
(F(v|ξ)) +∇x · (vF(v|ξ))

]
dξdθdv

+
N

∑
α=1

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)F(v|ξ)
[ ∂

∂t
(wαg(ξ, ξα)f(θ, θα))+

∇x · (vwαg(ξ, ξα)f(θ, θα))
]
dξdθdv =

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)Sdξdθdv.

Now reorganizing the integrals in Equation (3.14):

∂M(l,M,N)

∂t
+∇x ·M(l,M,N+1) = (3.15)

N

∑
α=1

wα

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)
[ ∂

∂t
(F(v|ξ)) +∇x · (vF(v|ξ))

]
dvdθdξ

+
N

∑
α=1

∫
Ωv

v(N)F(v|ξ)
∫

Ωξ

∫
Ωθ

ξ lθ(M)
[ ∂

∂t
(wαg(ξ, ξα)f(θ, θα))+

∇x · (vwαg(ξ, ξα)f(θ, θα))
]
dξdθdv.

The transport equations for the scalar marginal distributions g and f present terms that de-

pend on variables of the phase space. Additional treatment is required for those equations.

For instance, the right hand side of Equation (3.15) has the following transport equation

∂

∂t
(wαg(ξ, ξα)f(θ, θα)) +∇x · (vwαg(ξ, ξα)f(θ, θα)), (3.16)

which describes the transport characteristics of the marginal distribution of size and other

scalars. By applying the chain rule for derivatives it is possible to arrive at the following

expression

∂

∂t
(wαg(ξ, ξα)f(θ, θα)) +∇x · (vwαg(ξ, ξα)f(θ, θα)) = (3.17)

wαg(ξ, ξα)
[ ∂

∂t
f(θ, θα) + v · ∇xf(ξ, ξα)

]
+ wαf(θ, θα)

[ ∂

∂t
g(ξ, ξα)

+ v · ∇x(g(ξ, ξα))
]
+ g(ξ, ξα)f(θ, θα)

[∂wα

∂t
+ v · ∇x(wα)

]
.

The functions g(ξ, ξα) and f(θ, θα) are also implicit functions of physical space and time

and an additional application of the chain rule is necessary in order to obtain derivatives

as functions of space and time only. For instance, for the function g:

∂

∂t
g(ξ, ξα(x, t)) = g′(ξ, ξα(x, t))

∂ξα(x, t)
∂t

, (3.18)
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where

g′(ξ, ξα) = ±
d

dξ
g(ξ, ξα), (3.19)

is the Jacobian of function g(ξ, ξα). With this transformation the transport equation reads

∂

∂t
(wαg(ξ, ξα)f(θ, θα)) +∇x · (vwαg(ξ, ξα)f(θ, θα)) = (3.20)

g(ξ, ξα)f
′(ξ, ξα)

[
wα

θα

∂t
+ wαv · ∇x(θα)

]
+ g′(ξ, ξα)f(θ, θα)

[
wα

∂ξα

∂t
+ wαv · ∇x(ξα)

]
+ g(ξ, ξα)f(θ, θα)

[∂wα

∂t
+ v · ∇x(wα)

]
.

DQMOM-like equations can be obtained by rearranging and applying the chain rule to the

scalar transport equation:

∂

∂t
(wαg(ξ, ξα)f(θ, θα)) +∇x · (vwαg(ξ, ξα)f(θ, θα)) (3.21)

= g(ξ, ξα)f
′(ξ, ξα)

[∂(wαθα)

∂t
+ v · ∇x(wαθα)

]
+ g′(ξ, ξα)f(θ, θα)

[∂(wαξα)

∂t
+ v · ∇x(wαξα)

]
+
(
g(ξ, ξα)f(θ, θα)− θαg(ξ, ξα)f

′(θ, θα)− ξαg
′(ξ, ξα)f(θ, θα)

)[∂wα

∂t
+ v · ∇x(wα)

]
.

Now replacing Equation (3.21) with Equation (3.15):

∂M(l,M,N)

∂t
+∇x ·M(l,M,N+1) = (3.22)

Nn

∑
α=1

wα

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)
[ ∂

∂t
(F(v|ξ)) +∇x · (vF(v|ξ))

]
dvdθdξ

+
Nn

∑
α=1

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f′(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂(wαθα)

∂t
+ v · ∇x(wαθα)

]
dvdθdξ

+
Nn

∑
α=1

∫
Ωξ

ξ lg′(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂(wαξα)

∂t
+ v · ∇x(wαξα)

]
dvdθdξ

+
Nn

∑
α=1

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂wα

∂t
+ v · ∇x(wα)

]
dvdθdξ

−
Nn

∑
α=1

θα

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f′(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂wα

∂t
+ v · ∇x(wα)

]
dvdθdξ

−
Nn

∑
α=1

ξα

∫
Ωξ

ξ lg′(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂wα

∂t
+ v · ∇x(wα)

]
dvdθdξ.

Note the dependency of the conditional velocity moment transport equation on size and

the dependency of the scalar transport equation on velocity in Equation (3.22).
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3.2.1 Right Hand Side Treatment

The integration of Equation (3.2) is represented by Equation (3.12) which in turn can

be written as

S = −
∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)∇ξ · (GF(ξ, θ, v))dvdθdξ (3.23)

−
∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)∇θ · (HF(ξ, θ, v))dvdθdξ

−
∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)∇v · (FF(ξ, θ, v))dvdθdξ.

Replacing the approximation to the NDF, Equation (3.3):

S = −
Nn

∑
α=1

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)∇ξ · (Gg(ξ, ξα)f(θ, θα)F(v|ξ))dvdθdξ (3.24)

−
Nn

∑
α=1

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)∇θ · (Hg(ξ, ξα)f(θ, θα)F(v|ξ))dvdθdξ

−
Nn

∑
α=1

∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)∇v · (Fg(ξ, ξα)f(θ, θα)F(v|ξ))dvdθdξ.

An additional transformation can be done to Equation (3.24) applying the chain rule to the

derivatives inside the integral signs:

S = −
Nn

∑
α=1

[ ∫
Ωξ

∫
Ωθ

∫
Ωv

∇ξ · (ξ lθ(M)v(N)Gg(ξ, ξα)f(θ, θα)F(v|ξ))dvdθdξ (3.25)

−
∫

Ωξ

∫
Ωθ

∫
Ωv

Gg(ξ, ξα)f(θ, θα)F(v|ξ)∇ξ · (ξ lθ(M)v(N))dvdθdξ
]

−
Nn

∑
α=1

[ ∫
Ωξ

∫
Ωθ

∫
Ωv

∇θ · (ξ lθ(M)v(N)Hg(ξ, ξα)f(θ, θα)F(v|ξ))dvdθdξ

−
∫

Ωξ

∫
Ωθ

∫
Ωv

Hg(ξ, ξα)f(θ, θα)F(v|ξ)∇θ · (ξ lθ(M)v(N))dvdθdξ
]

−
Nn

∑
α=1

[ ∫
Ωξ

∫
Ωθ

∫
Ωv

∇v · (ξ lθ(M)v(N)Fg(ξ, ξα)f(θ, θα)F(v|ξ))dvdθdξ

−
∫

Ωξ

∫
Ωθ

∫
Ωv

Fg(ξ, ξα)f(θ, θα)F(v|ξ)∇v · (ξ lθ(M)v(N))dvdθdξ
]
.

Except in a few cases of nucleation, in general, no particle size starts at zero size or goes

to infinity size. Also, no particle velocity or scalar property of the particles goes to plus

or minus infinity; therefore, no flux of any property (ξ, θ, v) is present at the boundaries of

each coordinate space. The method described in this chapter offers the same potential for

the application of nucleation and evaporation cases as in Fox et al.,51 with the same kind



33

of solutions to treat flux of properties at zero size, but a study of those physical processes

is out of the scope of this research. With these assumptions, the integrals at lines 1, 3, and

5 of Equation (3.25) vanish and the source term can be written as

S = l
Nn

∑
α=1

wα

∫
Ωθ

θ(M)f(θ, θα)
∫

Ωξ

ξ l−1g(ξ, ξα)
∫

Ωv

v(N)F(v|ξ)G dvdξdθ (3.26)

+ M
Nn

∑
α=1

wα

∫
Ωθ

θM−1f(θ, θα)
∫

Ωξ

ξ lg(ξ, ξα)
∫

Ωv

v(N)F(v|ξ)H dvdξdθ

+ N
Nn

∑
α=1

wα

∫
Ωθ

θ(M)f(θ, θα)
∫

Ωξ

ξ lg(ξ, ξα)
∫

Ωv

vN−1F(v|ξ)F dvdξdθ.

The final system of transport equations can be obtained by pairing Equation (3.22) and

Equation (3.26) as

Nn

∑
α=1

wα

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)
[ ∂

∂t
(F(v|ξ)) +∇x · (vF(v|ξ))

]
dvdθdξ (3.27)

+
Nn

∑
α=1

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f′(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂(wαθα)

∂t
+ v · ∇v(wαθα)

]
dvdθdξ

+
Nn

∑
α=1

∫
Ωξ

ξ lg′(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂(wαξα)

∂t
+ v · ∇x(wαξα)

]
dvdθdξ

+
Nn

∑
α=1

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂wα

∂t
+ v · ∇v(wα)

]
dvdθdξ

−
Nn

∑
α=1

θα

∫
Ωξ

ξ lg(ξ, ξα)
∫

Ωθ

θ(M)f′(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂wα

∂t
+ v · ∇v(wα)

]
dvdθdξ

−
Nn

∑
α=1

ξα

∫
Ωξ

ξ lg′(ξ, ξα)
∫

Ωθ

θ(M)f(θ, θα)
∫

Ωv

v(N)F(v|ξ)
[∂wα

∂t
+ v · ∇x(wα)

]
dvdθdξ

=

l
Nn

∑
α=1

wα

∫
Ωθ

θ(M)f(θ, θα)
∫

Ωξ

ξ l−1g(ξ, ξα)
∫

Ωv

v(N)F(v|ξ)Gdvdξdθ

+ M
Nn

∑
α=1

wα

∫
Ωθ

θM−1f(θ, θα)
∫

Ωξ

ξ lg(ξ, ξα)
∫

Ωv

v(N)F(v|ξ)Hdvdξdθ

+ N
Nn

∑
α=1

wα

∫
Ωθ

θ(M)f(θ, θα)
∫

Ωξ

ξ lg(ξ, ξα)
∫

Ωv

v(N)N − 1F(v|ξ)Fdvdξdθ.

3.2.2 Scalar Functions Approximations

Equation (3.27) is only completely defined after the scalar functions g and f are com-

pletely described. They require a functional approximation in the form of marginal NDFs;

the approximation would allow the integration of the expressions in the right hand side of



34

Equation (3.27). Several distribution functions have been studied in quadrature methods

as NDF approximations.43,47,74,77 In this case, the Dirac-delta as in Marchisio and Fox 43 and

Yuan and Fox 61 have been chosen to represent the NDF in both velocity space and size

space:

g(ξ, ξα) = δ(ξ − ξα) (3.28)

f(θ, θα) = δ(θ− θα),

with the Jacobian:

d
dt

δ(z− zα) = δ′(z− zα)

(
−∂zα

∂t

)
. (3.29)

Now, taking into account that

∫ ∞

−∞
zkδ(z− zα)dz = zk

α (3.30)∫ ∞

−∞
zkδ′(z− zα)dz = −kzz−1

α ,

Equation (3.27) can be rewritten as

Nn

∑
α=1

wαξ l
αθM

α

∫
Ωv

v(N)
[ ∂

∂t
(F(v|ξ)) +∇x · (vF(v|ξ))

]
dv (3.31)

+ l
Nn

∑
α=1

θM
α ξ l−1

α

∫
Ωv

v(N)F(v|ξ)
[∂(wαξα)

∂t
+ v(ξα)∇x(wαξα)

]
dv

+ (M)
Nn

∑
α=1

θM−1
α ξ l

α

∫
Ωv

v(N)F(v|ξ)
[∂(wαθα)

∂t
+ v · ∇x(wαθα)

]
dv

+
( Nn

∑
α=1

θM
α ξ l

α − l
Nn

∑
α=1

θM
α ξ l

− (M)
Nn

∑
α=1

θM
α ξ l

α

) ∫
Ωv

v(N)F(v|ξ)
[∂wα

∂t
+ v · ∇x(wα)

]
dv

=

l
Nn

∑
α=1

wαθM
α ξ l−1

α

∫
Ωv

v(N)GF(v|ξ)dv+

(M)
Nn

∑
α=1

wαθ
(M)−1
α ξ l

α

∫
Ωv

v(N)HF(v|ξ)dv+

(N)
Nn

∑
α=1

wαθM
α ξ l

α

∫
Ωv

v(N)−1FF(v|ξ)dv.
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The integral of the velocity appearing in Equation (3.31) is a function of the discrete size

considered for each quadrature node and it provides the size-conditional velocity mo-

ments:

〈m(ξα)〉(N) = 〈m〉(N)
α =

∫
Ωv

v(N)F(v|ξ)dv, (3.32)

which allows rewriting Equation (3.31) as

Nn

∑
α=1

wαξ l
αθ

(M)
α

[∂ 〈m〉(N)
α

∂t
+∇x · 〈m〉(N)+1

α − (N)
∫

Ωv

v(N)−1FF(v|ξ)dv
]

(3.33)

+ l
Nn

∑
α=1

θM
α ξ l−1

α

[
〈m〉(N)

α

∂(wαξα)

∂t
+ 〈m〉(N)+1

α · ∇x(wαξα)− wα 〈m〉(N)
α G

]
+ (M)

Nn

∑
α=1

θM−1
α ξ l

α

[
〈m〉(N)

α

∂(wαθα)

∂t
+ 〈m〉(N)+1

α · ∇x(wαθα)− wα 〈m〉(N)
α H

]
+
( Nn

∑
α=1

θM
α ξ l

α − l
Nn

∑
α=1

θM
α ξ l − (M)

Nn

∑
α=1

θM
α ξ l

α

)[
〈m〉(N)

α

∂wα

∂t
+ 〈m〉(N)+1

α · ∇x(wα)
]

= 0.

The transport velocity for the scalar equations is given in terms of the computed condi-

tional velocity moments as

U(ξα)
(N) = U(N)

α =
〈m〉(N)+1

α

〈m〉(N)
α

, (3.34)

in which the operation is taken component-wise. Applying this approximation to Equa-

tion (3.33):

Nn

∑
α=1

wαξ l
αθ

(M)
α

[∂ 〈m〉(N)
α

∂t
+∇x · 〈m〉(N)+1

α − (N)
∫

Ωv

v(N)−1FF(v|ξ)dv
]

(3.35)

+ l
Nn

∑
α=1

θM
α ξ l−1

α 〈m〉(N)
α

[∂(wαξα)

∂t
+ U(N)

α · ∇x(wαξα)− wα 〈m〉(N)
α G

]
+ (M)

Nn

∑
α=1

θM−1
α ξ l

α 〈m〉
(N)
α

[∂(wαθα)

∂t
+ U(N)

α · ∇x(wαθα)− wα 〈m〉(N)
α H

]
+
( Nn

∑
α=1

θM
α ξ l

α − l
Nn

∑
α=1

θM
α ξ l − (M)

Nn

∑
α=1

θM
α ξ l

α

)
〈m〉(N)

α

[∂wα

∂t
+ U(N)

α · ∇x(wα)
]
.
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3.2.3 Matrix Representation

The structure of Equation (3.35) allows representing the system in matrix form. Let,

T[m
(N)
ξα

] =
∂ 〈m〉(N)

α

∂t
+∇x · 〈m〉(N)+1

α − (N)
∫

Ωv

v(N)−1FF(v|ξ)dv (3.36)

T[wαξα] =
∂(wαξα)

∂t
+ U(N)

α · ∇x(wαξα)− wα 〈m〉(N)
α G

T[wαθα] =
∂(wαθα)

∂t
+ U(N)

α · ∇x(wαθα)− wα 〈m〉(N)
α H

T[wα] =
∂wα

∂t
+ U(N)

α · ∇x(wα).

Then Equation (3.35) can be written as

Nn

∑
α=1

wαξ l
αθ

(M)
α T[m

(N)
ξα

] + l
Nn

∑
α=1

θM
α ξ l−1

α 〈m〉(N)
α T[wαξα] (3.37)

+ (M)
Nn

∑
α=1

θM−1
α ξ l

α 〈m〉
(N)
α T[wαθα] +

( Nn

∑
α=1

θM
α ξ l

α−

l
Nn

∑
α=1

θM
α ξ l − (M)

Nn

∑
α=1

θM
α ξ l

α

)
T[wα] = 0,

which, in turn, allows rewriting the equation in matrix form as

[
Am Awξ Awθ Aw

]


T[m
(N)
ξα

]

T[wαξα]
T[wαθα]

T[wα]

 =


0α

0α

0α

0α

 , (3.38)

where the matrices

A =
[

Am Awξ Awθ Aw
]

(3.39)

are represented by

Am =
Nn

∑
α=1

wαθM
α ξ l

α (3.40)

Awξ = l
Nn

∑
α=1

θM
α ξ l−1

α m
(N)
ξα

Awθ = M
Nn

∑
α=1

θM−1
α ξ l

αm
(N)
ξα

Aw = (1−M− l)
Nn

∑
α=1

θM
α ξ l

αm
(N)
ξα

.

The size of the matrix A depends on the size of the joint moment set and the number

of quadrature nodes chosen to represent the weights, abscissas, and conditional velocity
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moments.43,61,62 The number of moments needed to close the system of equations is Nt =

Nn(Ns + Nv + 1), where Nn is the number of quadrature nodes, Ns is the number of scalar

variables, and Nv is the number of conditional velocity moments variables. Assuming that

a feasible set of joint moment exist62 from which it is possible to choose a subset of mo-

ments to determine the system of equations, such system is given by Equation (3.38). Note

that the system in Equation (3.38) forms a homogeneous linear system whose minimum

norm solution is given by 
T[m

(N)
ξα

]

T[wαξα]
T[wαθα]

T[wα]

 =


0α

0α

0α

0α

 . (3.41)

In which case the following set of transport equations are obtained:

∂ 〈m〉(N)
α

∂t
+∇x · 〈m〉(N)+1

α = (N)
∫

Ωv

v(N)−1F(v|ξα)F(ξ, v)dv (3.42)

∂wαξα

∂t
+ U(N)

α · ∇x(wαξα) = wαG(ξ, θ, v)

∂wαθα

∂t
+ U(N)

α · ∇x(wαθα) = wαH(ξ, θ, v)

∂wα

∂t
+ U(N)

α · ∇x(wα) = 0.

The solution shown in Equation (3.41) is possible in general whenever a noncollisional

system is considered; in this case, particle-particle interactions are neglected and there

are no creation or disappearance of particles inside the system. Physical cases involving

particle-particle interactions would require the solution of the system in Equation (3.38).

3.3 Numerical Treatment of Transport Equations
The system of equations proposed in Equation (3.42) requires a numerical framework

in order to be applicable to CFD codes. The structure of the set of transport equations

share many properties with hyperbolic systems8 and frameworks like finite volumes are

suitable to represent them numerically. Among the few unique characteristics inherent to

moment transport equations, the flux reconstruction in the computational cell is the one

that requires specialized numerical treatment.29,47,111 The underlying principle of the flux

reconstruction is based on the properties of the NDF that the equations are representing;

numerical schemes formulated on the basis of the structure of the NDF are called kinetic
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schemes.126 These schemes were first proposed in the context of Euler and Navier-Stoke

equations as a justification of their origins from the Maxwell-Boltzmann equations127–130

and were recently reintroduced in the context of quadrature-based moment methods.29,47

3.3.1 Kinetic Advection Schemes and Flux Reconstruction

Numerical schemes based on the properties of the underlying distribution must be

positivity preserving,127,129,130 which means that the numerical scheme should produce a

nonnegative distribution when evolved. If the numerical scheme is based on the evolution

of the moments of the distribution, such moments should be realizable which essentially

ensures that the computed moments lead to a nonnegative distribution. Starting from an

explicit Courant scheme,126 we explore some of the characteristics of a first order positivity

preserving scheme in which the discretized NDF can be written asa

Fi

∣∣∣
n+1

= Fi

∣∣∣
n
− λ max(vx, 0)(Fi

∣∣∣
n
− Fi−1

∣∣∣
n
)− λ min(vx, 0)(Fi+1

∣∣∣
n
− Fi

∣∣∣
n
), (3.43)

where λ = ∆t/∆x, i denotes a node in physical space and n represents the time level. The

equation can be expanded as

Fi

∣∣∣
n+1

= (1− λ max(vx, 0) + λ min(vx, 0))Fi

∣∣∣
n

(3.44)

+ λ max(vx, 0)Fi−1

∣∣∣
n
− λ min(vx, 0)Fi+1

∣∣∣
n
.

Assuming that the NDF is nonnegative at time level n then Fi

∣∣∣
n
≥ 0, Fi−1

∣∣∣
n
≥ 0 and

Fi+1

∣∣∣
n
≥ 0. Also, the second and third term in the right hand side of Equation (3.44)

are nonnegative, then, the nonnegativity of the NDF at time level n + 1 is given by the

nonnegativity of the coefficient of the first term in Equation (3.44). This gives rise to the

condition:

λ ≤ 1
max(vx, 0)−min(vx, 0)

, (3.45)

therefore, the numerical NDF at time level n + 1 is nonnegative as long as the condition

λ ≤ 1
|vx | is fulfilled; it also guarantees that the moment set obtained from this NDF will be

realizable. Formal proof of these statements can be found elsewhere.127–131 Extension of

this realizability condition to higher order discretization schemes can be found in Kah et

aFor clarity, only one dimension in physical space is considered.
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al.,121 Vi et al.,76 and Vikas et al. 132 Starting from Equation (3.44), it is possible to justify the

use of kinetic schemes for the set in Equation (3.42), as long as the numerical schemes for

the equations are the result of moment transformations of Equation (3.44). For instance,

a numerical scheme for the conditional velocity moment can be obtained by replacing the

NDF approximation and taking velocity moments of Equation (3.44). First, we rewrite the

equation as

Fi

∣∣∣
n+1

= Fi

∣∣∣
n
− λ

[(
min(vx, 0)Fi+1

∣∣∣
n
+ max(vx, 0)Fi

∣∣∣
n

)
(3.46)

−
(

min(vx, 0)Fi

∣∣∣
n
+ max(vx, 0)Fi−1

∣∣∣
n

)]
.

Then, we expand it in terms of the NDF approximation in Equation (3.3) and take a

velocity moment transformation,

∫
Ωv

v(N)
x

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)Fi(vx|ξα)dvx

∣∣∣
n+1

= (3.47)

∫
Ωv

v(N)
x

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)Fi(vx|ξα)dvx

∣∣∣
n

− λ

[( ∫
Ωv

v(N)
x min(vx, 0)

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)Fi+1(vx|ξα)dvx

∣∣∣
n
+

∫
Ωv

v(N)
x max(vx, 0)

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)Fi(vx|ξα)dvx

∣∣∣
n

)
−
( ∫

Ωv

v(N)
x min(vx, 0)

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)Fi(vx|ξα)dvx

∣∣∣
n
+

∫
Ωv

v(N)
x max(vx, 0)

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)Fi−1(vx|ξα)dvx

∣∣∣
n

)]
,

which, in turn, can be rewritten as
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Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)
∫

Ωv

v(N)
x Fi(vx|ξα)dvx

∣∣∣
n+1

= (3.48)

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)
∫

Ωv

v(N)
x Fi(vx|ξα)dvx

∣∣∣
n

− λ

[( Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)
∫

Ωv

v(N)
x min(vx, 0)Fi+1(vx|ξα)dvx

∣∣∣
n
+

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)
∫

Ωv

v(N)
x max(vx, 0)Fi(vx|ξα)dvx

∣∣∣
n

)
−
( Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)
∫

Ωv

v(N)
x min(vx, 0)Fi(vx|ξα)dvx

∣∣∣
n
+

Nn

∑
α=1

wαg(ξ, ξα)f(θ, θα)
∫

Ωv

v(N)
x max(vx, 0)Fi−1(vx|ξα)dvx

∣∣∣
n

)]
.

The system in Equation (3.48) can be written in matrix form as

[Qg f ][〈mi〉(N)]n+1 = [Qg f ][〈mi〉(N)]n (3.49)

− λ
[(

[Qg f ][
〈
m−i+1

〉(N)+1
]n + [Qg f ][

〈
m+

i

〉(N)+1
]n
)

−
(
[Qg f ][

〈
m−i
〉(N)+1

]n + [Qg f ][
〈
m+

i−1

〉(N)+1
]n
)]

,

where

[Qg f ] =


w1g(ξ, ξ1)f(θ, θ1) 0 · · · 0

0 w2g(ξ, ξ2)f(θ, θ2) · · · 0
... · · · . . .

...
0 0 · · · wNsg(ξ, ξNs)f(θ, θNs)



[〈m〉(N)] =


〈m〉(N)

1

〈m〉(N)
2

...
〈m〉(N)

Ns

 [
〈
m−i
〉(N)+1

] =


∫

Ωv
v(N)

x min(vx, 0)Fi(vx|ξ1)dvx∫
Ωv

v(N)
x min(vx, 0)Fi(vx|ξ2)dvx

...∫
Ωv

v(N)
x min(vx, 0)Fi(vx|ξNs)dvx

 (3.50)

[
〈
m+

i

〉(N)+1
] =


∫

Ωv
v(N)

x max(vx, 0)Fi(vx|ξ1)dvx∫
Ωv

v(N)
x max(vx, 0)Fi(vx|ξ2)dvx

...∫
Ωv

v(N)
x max(vx, 0)Fi(vx|ξNs)dvx

 .
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The components of the matrix [Qg f ] are primarily functions that reside in phase space;b

assuming that the fields are well defined,43 any particular realization of g and f has an

inverse which can be applied to both sides of Equation (3.48) resulting in

[〈mi〉(N)]n+1 = [〈mi〉(N)]n (3.51)

− λ
[(

[
〈
m−i+1

〉(N)+1
]n + [

〈
m+

i

〉(N)+1
]n
)

−
(
[
〈
m−i
〉(N)+1

]n + [
〈
m+

i−1

〉(N)+1
]n
)]

.

Equation (3.51) takes the form of a flux splitting method, as in a finite volume discretiza-

tion of the moment transport equation in Equation (3.42). Naturally, it can be rewritten

as

[〈mi〉(N)]n+1 = [〈mi〉(N)]n − λ
[
[Mi+1/2]− [Mi−1/2]

]
, (3.52)

where

[Mi+1/2] =
(
[
〈
m−i+1

〉(N)+1
]n + [

〈
m+

i

〉(N)+1
]n
)

(3.53)

[Mi−1/2] =
(
[
〈
m−i
〉(N)+1

]n + [
〈
m+

i−1

〉(N)+1
]n
)

.

The overall numerical scheme uses operator splitting which allows using the same mathe-

matical form for each spatial dimension independently. A similar argument can be applied

to Equation (3.44) to obtain finite volume discretization in Equation (3.42), with the differ-

ence that velocity and scalar moment transformations should be simultaneously applied

to the discretized NDF. Research on extension to higher order discretization schemes can

be found elsewhere.76,121,132

3.3.2 Conditional Quadrature Method of Moments

Even though a finite volume discretization was obtained for the conditional velocity

moment transport equation, further approximations are needed in order to resolve the

higher order moments appearing in the flux terms in the moment equations of Equa-

tion (3.42) and on the flux reconstruction terms in Equation (3.51). This shortcoming has

been solved by using weights and velocity abscissas in order to approximate higher order

bThe fields of functions g and f have not been properly projected onto an Eulerian grid through a moment
transformation.
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conditional velocity moments. On the other hand, moments should be used to obtain

weights and abscissas; as pointed out in Chapter 2, this procedure is called inversion and

there exist several research efforts aimed to the application of these techniques in the

context of QBMM.

McGraw 44 first introduced the product-difference algorithm in the context of the quadra-

ture method of moments (QMOM). Essentially, it involved the inversion of a Jacobian

matrix relating computed moments with quadrature weights and abscissas. Other related

methodologies have been reviewed by John and Thein.133 A major issue with the inversion

technique is that it can only be used effectively to compute 1-dimensional transforma-

tions; direct extension to higher dimensions is difficult and an open research question.134

Yoon and McGraw 104 and Desjardins and Fox 47 first introduced a closure for high order

moments in terms of a simple two-point quadrature providing algebraic expressions for

moments in terms of the weights and velocity abscissas, but extensions to two or three

dimensions in physical space resulted in issues with moment realizability.46 Yuan and

Fox 61 proposed the conditional quadrature method of moments (CQMOM) which uses

approximations for marginal and conditional monodisperse kinetic distributions. Marginal

moments are obtained from marginal approximations to the distribution function (in terms

of Dirac-delta functions); marginal weights and abscissas are obtained from marginal mo-

ments through one-dimensional inversion procedures. Conditional moments are calcu-

lated based on the marginal moments by solving Vandermonde type linear systems which

in turn allows calculating conditional weights and abscissas through one-dimensional

inversion formulas. One key factor in CQMOM is that the number of moments is auto-

matically fixed once the number of quadrature nodes for the approximation of the joint

distribution is chosen, unlike the previous inversion procedures, in which high order

velocity moments were selected arbitrarily.29,30,43,46,47,62 In this research, CQMOM has been

used to treat the higher order moments appearing in the transport equations.

The conditional velocity moments in Equation (3.50) and Equation (3.51) can be ap-

proximated as61

F(v|ξα) =
N1

∑
β1=1

N2

∑
β2=1

N3

∑
β3=1

ρβ1 ρβ1,β2 ρβ1,β2,β3 δ(v−Uβ(ξα)), (3.54)

where
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δ(v−Uβ(ξα)) = δ(vx −Ux,β1|α)δ(vy −Uy,β1,β2|α)δ(vz −Uz,β1,β2,β3|α), (3.55)

and ρβ1 is the velocity weight for direction 1, ρβ1,β2 is the velocity weight for direction 2

conditioned on direction 1 and ρβ1,β2,β3 is the velocity weight for direction 3 conditioned on

directions 1 and 2. In Equation (3.54), each successive abscissa is conditioned on the values

of the previous ones. The velocity abscissas are functions of the size abscissas, which are

evolved in space and time as shown in Equation (3.42). The application of a moment

transformation to Equation (3.54) approximates the conditional velocity moments as

〈m〉(N)
α =

N1

∑
β1=1

N2

∑
β2=1

N3

∑
β3=1

ρβ1 ρβ1,β2 ρβ1,β2,β3U
N1
x,β1|αU

N2
y,β1,β2|αU

N3
z,β1,β2,β3|α. (3.56)

The inversion method used in CQMOM is the Wheeler algorithm135 which uses the coef-

ficients of orthogonal polynomials basis in order to calculate the weights and abscissas of

the Gaussian quadrature from the computed moments in Equation (3.56). Now that the

connection between weights and abscissas has been established, it is possible to approxi-

mate the high-order moments appearing in the transport equations. Extensive details of

the inversion algorithm can be found in Marchisio and Fox 8 and Yuan and Fox.61

3.3.3 Numerical Algorithm

The solution algorithm involves numerical splitting,8,95 which essentially allows solv-

ing separately the convective part (LHS) and the source terms (RHS) of Equation (3.42).

For instance, for the velocity moment set in Equation (3.42), an outline of the discretized

equations is

[〈mi〉(N)]n+1/2 = [〈mi〉(N)]n − λ
[
[Mi+1/2]− [Mi−1/2]

]
∈ [tn, tn+1/2] (3.57)

[〈m∗i 〉
(N)]n+1 = Sm ∈ [tn, tn+1/2]

[〈mi〉(N)]n+1 = [〈m∗i 〉
(N)]n − λ

[
[M∗i+1/2]− [M∗i−1/2]

]
∈ [tn+1/2, tn+1].

A similar discretization procedure can be applied to the whole set of equations in Equa-

tion (3.42). A sample of a one-step solution of the algorithm using operator splitting looks

like:

1) Calculate ∆t based on Equation (3.45).

2) Use initial conditions to obtain scalar weights, scalar weighted abscissas, and condi-

tional velocity moments.
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3) Advance the convective part to obtain scalar weights, scalar weighted abscissas, and

conditional moments by ∆t/2.

4) Invert conditional velocity moments to obtain velocity weights and conditional ve-

locities according to CQMOM.

5) Advance drag forces and scalar rate by ∆t and obtain conditional velocity moments,

scalar weights, and scalar weighted abscissas.

6) Advance the convective part with the quantities in Step 5 by ∆t/2.

7) Repeat Steps 1 - 6 until termination.



CHAPTER 4

A NOVEL FORMULATION OF THE METHOD

OF MOMENTS: PARCELED CONDITIONAL

QUADRATURE METHOD OF MOMENTS

Most of the relevant physics concerning particle phenomena in fluid flows are influ-

enced directly or indirectly by the particle size distribution. For instance, particles of

different sizes are affected differently by drag. In addition, the value of the particle’s

Stokes number affects the occurrence of PTC and the turbulence in the fluid phase. Size

distribution also plays a fundamental role in mass transfer (reaction and mass transport)

and heat transfer (convection, radiation) whose rates are usually dependent on the particle

diameter or particle surface.125,136 The developments in this chapter are focused in the

accurate representation of the size coordinate using approximations to the NDF in the

framework of the method of moments.

In the same way that Fox and colleagues were exploring McGraw’s ideas about mo-

ment closures and quadrature methods for kinetic and population balance equations, Lau-

rent and Villedieu and colleagues were exploring the ideas of Tambour 114 on sectional

methods to discretize directly variables in phase space. Laurent and Massot 63 first pro-

posed the Eulerian multifluid model in which size space was discretized in an Eulerian

grid where conservation of a single moment in size coordinate was guaranteed. The

conservation of only one moment leaves out extra information about the correlation of

size and other quantities like velocity. Dufour and Villedieu 35 improved the discretization

order of the Eulerian-multifluid model in the size coordinate to second order and still guar-

anteed moment realizability. One of the major drawbacks of this technique is its inability to

capture PTC. Schneider at al.69,70 coupled the Eulerian-multifluid with a quadrature-based

moment method for the velocity coordinate in order to capture PTC.29 The idea developed

in this chapter is based on the same concepts of the Eulerian-multifluid model developed
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by Schneider et al. 69 with a fundamental difference in the treatment of the size coordinate

and the velocity coordinate to capture PTC.

The main idea of the technique presented in this chapter is the accurate representation

of the size coordinate of the phase-space. This coordinate contains all the phenomena

related to the polydispersity behavior of the particulate system. The concept of parcel is

used as a mathematical artifact to describe the joint properties of groups of particles in a

discrete subdivision of the size coordinate. The core of the concept is to use the joint mo-

ments in each parcel in order to approximate the NDF and obtain an accurate description

of polydisperse related phenomena: PTC, momentum transfer, mass transfer, and heat

transfer. We start with the description of the size coordinate and obtain moment transport

equations in terms of a general function that represents the behavior of the particle size

distribution. We then describe the reconstruction process based on the transported joint

moments and obtain an Eulerian moment method to accurately describe polydispersity

behavior of dilute multiphase systems.

4.1 Description of the Size Coordinate
The state of a multidimensional (joint) particle distribution can be described by the

position in physical space and the variables related to the particle properties. Following

Ramkrishna,94 the particle state space can be characterized by internal coordinates, that is,

particle mass, particle size, particle velocity, particle enthalpy among many others; and

external coordinates, that is, particle position. The NDF describe the relationship between

internal coordinates and external coordinates and the moment transformation must be

consistent with this relationship. While external coordinates are evolved using finite vol-

ume methods directly in a CFD sense, a specialized treatment might be necessary for

the internal coordinates; indeed, many of the techniques previously described are dif-

ferentiated from each other by their particular treatment of the variables of the internal

coordinates. The technique described herein is no different in that aspect.

In the proposed approach, the idea is to calculate joint moments based on a special

treatment given to the size coordinate. Some of the concepts for this treatment are built

upon similar concepts,63,69,70 in which essentially the size coordinate is discretized into

sections or parcels of particles; in each parcel joint moments for the phase space variables are
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evolved in time and physical space. For a continuous NDF defined in the size coordinate

Ωξ = [s1, sNξ+1], with a discretization s1 < s2 < · · · sNξ
< sNξ+1, the integral

I =
∫

Ωξ

f (ξ)dξ (4.1)

can be written as

I =
Nξ

∑
k=1

Ik, Ik =
∫ sk+1

sk

f (ξ)dξ. (4.2)

This statement assures that the domain Ωξ can be subdivided into a finite set of parcels

and the integration process can be carried out in each of them. From this argument, the

joint scalar-velocity moments can be now split as

M(l,M,N) =
Nξ

∑
k=1

∫ sk+1

sk

∫
RM

∫
R3

ξ lθ(M)v(N)F(ξ, θ, v)dvdθdξ (4.3)

The concept of parcel, in principle, allows capturing polydisperse phenomena by classify-

ing the joint moments by particle size and studying the specific behavior of the quantities

transported in each of them. This, in turn, improves the physics captured by the method,

compared to previous Eulerian moment-based methods.30,46,61,77

4.2 NDF Approximation and Moment Closure
As in previous moment-based methods, an approximation to the NDF is introduced to

handle the issues related to the lack of knowledge of the NDF.a For this particular tech-

nique, the approximation is formulated in a way that accounts explicitly for particle poly-

dispersity using the concept of a parcel similar to other moment-based techniques.63,69,70

F(ξ, θ, v) =
Nξ

∑
k=1

`k(ξ)gk(ξ)fk(θ, v|ξ) (4.4)

=
Nξ

∑
k=1

`k(ξ)gk(ξ)δ(θ− θk(ξ))
Nv

∑
α=1

wk,αδ(v−Uk,α(ξ)),

where

Nv

∑
α=1

wk,αδ(v−Uk,α(ξ)) ≡ (4.5)

N1

∑
α1

N2

∑
α2

N3

∑
α3

wk,α1 wk,α2 wk,α3 δ(vx −Ux;k,α1)δ(vy −Uy;k,α2)δ(vz −Uz;k,α3),

aClosure problem.
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and

`k(ξ) =

{
1 if ξ ∈ [sk, sk+1]

0 otherwise.
(4.6)

The approximation used for the velocity of the particles is the same as in Yuan and Fox,61

more details will be described in Section 4.5. Replacing Equation (4.4) into Equation (4.3),

M(l,M,N) =
Nξ

∑
k=1

∫ sk+1

sk

`k(ξ)ξ
lg(ξ)

∫
RM

θ(M)δ(θ− θk(ξ)) (4.7)

∫
R3

v(N)
Nv

∑
α=1

wk,αδ(v−Uk,α(ξ))dvdθdξ,

which after integration becomes

M(l,M,N) =
Nξ

∑
k=1

Nv

∑
α=1

wα

∫ sk+1

sk

`k(ξ)ξ
lgk(ξ)[θk(ξ)]

(M)[Uk,α(ξ)]
(N)dξ. (4.8)

Another way to rewrite Equation (4.8) is in terms of the moment set per parcel:

M
(l,M,N)
k =

Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ lgk(ξ)[θk(ξ)]
(M)[Uk,α(ξ)]

(N)dξ, (4.9)

with the property M(l,M,N) = ∑
Nξ

k=1 M
(l,M,N)
k . The dependency of θ and U on the particle

size ξ is implicit in Equation (4.8).

4.3 Moment Transport Equations
In order to deal with the closure issue, Equation (2.7) can be rewritten, using the NDF

approximation previously presented, as

∂M(l,M,N)

∂t
+∇x ·M(l,M,N+1) = (4.10)

+
Nξ

∑
k=1

Nv

∑
α=1

wk,α

∫ sk+1

sk

`k(ξ)ξ
lgk(ξ)[θk]

(M)F(ξ, θk, Uk,α)∇Uα
·
(
[Uk,α]

(N)
)

dξ

+ l
Nξ

∑
k=1

Nv

∑
α=1

wk,α

∫ sk+1

sk

`k(ξ)ξ
l−1gk(ξ)[θk]

(M)[Uk,α]
(N)G(ξ, θk, Uk,α)dξ

+
Nξ

∑
k=1

Nv

∑
α=1

wk,α

∫ sk+1

sk

`k(ξ)ξ
lgk(ξ)[Uk,α]

(N)H(ξ, θk, Uk,α)∇θk
·
(
[θk]

(M)
)

dξ.
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A more compact way to present the moment transport equations is to represent the mo-

ment set per parcel or section as

∂M
(l,M,N)
k
∂t

+∇x ·M(l,M,N+1)
k = (4.11)

+
Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ lgk(ξ)[θk]
(M)F(ξ, θk, Uk,α)∇Uα

·
(
[Uk,α]

(N)
)

dξ

+ l
Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ l−1gk(ξ)[θk]
(M)[Uk,α]

(N)G(ξ, θk, Uk,α)dξ

+
Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ lgk(ξ)[Uk,α]
(N)H(ξ, θk, Uk,α)∇θk

·
(
[θk]

(M)
)

dξ,

again, with the property M(l,M,N) = ∑
Nξ

k=1 M
(l,M,N)
k .

4.4 Moment-Based Size Reconstruction
In order to completely approximate the NDF and determine the set of moment trans-

port equations, the functional gk(ξ) must be established. gk(ξ), is a representation of

the distribution of particle sizes in the size coordinate, whose exact mathematical form

is not known; It is possible, however, to approximate it based on joint lower order size

moments. John et al. 137 introduced a technique to reconstruct 1-dimensional distribution

functions using spline polynomials and lower order moments. The concept is very similar

to spline interpolation,138 with the difference that actual values of the NDF are not used

(not known), but instead, lower order moments of the NDF are used. As in regular spline

interpolation, the reconstruction yields a set of polynomial coefficients from which it is

possible to approximate the distribution function in each discretized parcel.

4.4.1 Spline Reconstruction

Following the ideas of John et al. 137 and de Souza et al.,139 let Ω = [s1, sNξ+1] ∈ R

be a finite size interval divided in Nξ size subintervals. In each subinterval [sk, sk+1], a

polynomial of order ls

S(ls)
k =

ls

∑
j=0

Ck,j(ξ − sk)
j, (4.12)

with S(ls)
k being of class Cls−1, is used to approximate the distribution function. A priori

knowledge of the distribution shape is not necessary, only an appropriate subinterval
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where the values of the distribution are known to be positive. In order to obtain the

polynomial coefficients Ck,j for the reconstruction, a linear system of equations is generated

in terms of an arbitrary number of moments and regular continuity conditions for the

splines. In the following section we describe in detail the formulation of such system.

4.4.2 Linear System Formulation

Given that Nξ polynomials are needed for the reconstruction (one in each subinterval),

there are (ls + 1)Nξ unknown coefficients and at least Nξ equations are needed in order to

determine them. The equations needed for the formulation of the linear system are

• Nξ − 1 equations of continuity at the nodes sk+1 with k = 1 . . . k − 1 of the form

S(ls)
k (sk+1) = S(ls)

k+1(sk+1).

• (ls − 1)(Nξ − 1) equations of continuity of the nth derivative at the nodes sk+1 of the

form S(ls−n)
k (sk+1) = S(ls−n)

k+1 (sk+1).

• Assuming that the distribution function vanishes at the tails, the left boundary would

have l equations of the form

S(ls)
1 (s1) = 0 (4.13)

S(ls−1)
1 (s1) = 0

...

S(1)
1 (s1) = 0.

• Similarly, the right boundary would have ls equations of the form

S(ls)
Nξ

(sNξ+1) = 0 (4.14)

S(ls−1)
Nξ

(sNξ+1) = 0

...

S(1)
Nξ
(sNξ+1) = 0.

The total number of equations are ls(Nξ + 1), and the number of unknown coefficients

are (ls + 1)Nξ , this means that at least Nξ − ls additional equations are needed in order

to obtain a determined or overdetermined linear system of equations. These equations
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must come from the computed moments. The fundamental assumption of this technique

is that gk can be represented by polynomial splines as an approximation for the NDF in

each parcel:

gk(ξ) =
ls

∑
j=0

Ck,j(ξ − sk)
j, (4.15)

where ls determines the order of the polynomial. The marginal size moments can be

written as

M
(l,0,0)
k =

Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ lgk(ξ)[θk(ξ)]
(0)[Uk,α(ξ)]

(0)dξ (4.16)

=
Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ lgk(ξ)dξ

=
∫ sk+1

sk

ξ lgk(ξ)dξ,

with the velocity weights normalized to one. By having a representation in terms of

polynomials, the marginal size moments can be defined in each parcel as

Ml
k =

∫ sk+1

sk

ξ l
2

∑
j=0

Ck,j(ξ − ξk)
jdξ (4.17)

= Ck,0 I(l+1)
∆k + Ck,1T(l)

1,∆k + Ck,2T(l)
2,∆k,

where ∆k = ξk+1 − ξk and

I(l+z)
∆k =

ξ l+z
k+1 − ξ l+z

k

l + z
z ∈ [1, 2, 3] (4.18)

T(l)
1,∆k = I(l+2)

∆k − ξk I(l+1)
∆k

T(l)
2,∆k = I(l+3)

∆k − 2ξk I(l+2)
∆k + ξ2

k I(l+1)
∆k .

The structure of Equation (4.17) suggests that the coefficients can be found if the values of

Ml
k and T(l)

1,∆k, T(l)
2,∆k are available. It is possible to formulate a linear system in order to find

the values of Ck,j. Assuming that the size coordinate is discretized into 5 parcels, and the

NDF in each parcel is represented by a quadratic spline, the linear system [A][C] = [M]

can be represented as
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[A] =



0 0 (∆1)2 −1 0 0 0 · · · 0 0 0
0 0 2(∆1) 0 −1 0 0 · · · 0 0 0

I1
∆1 T0

1,∆1 T0
2,∆1 0 0 0 0 · · · 0 0 0

I2
∆1 T1

1,∆1 T1
2,∆1 0 0 0 0 · · · 0 0 0

...
...

... · · ·
I l+1
∆1 Tl

1,∆1 Tl
2,∆1 0 0 0 0 · · · 0 0 0

0 0 0 1 (∆2) (∆2)2 −1 0 · · · 0 0
0 0 0 0 1 2(∆2) 0 −1 · · · 0 0
0 0 0 I1

∆2 T0
1,∆2 T0

2,∆2 0 0 · · · 0 0
0 0 0 I2

∆2 T1
1,∆2 T1

2,∆2 0 0 · · · 0 0
...

...
... · · ·

0 0 0 I l+1
∆2 Tl

1,∆2 Tl
2,∆2 0 0 · · · 0 0

0 0 0 0 0 · · · . . . . . . · · · 0 0
0 0 0 0 0 0 0 · · · 1 (∆5) (∆5)2

0 0 0 0 0 0 0 · · · 0 1 2(∆5)
0 0 0 0 0 0 0 · · · I1

∆5 T(0)
1,∆5 T(0)

2,∆5

0 0 0 0 0 0 0 · · · I2
∆5 T(1)

1,∆5 T(1)
2,∆5

0 0 0 0 0 0 0 · · ·
...

...
...

0 0 0 0 0 0 0 · · · I l+1
∆5 T(l)

1,∆5 T(l)
2,∆5



,

(4.19)

[C] =
[

C1,0 C1,1 C1,2 C2,0 C2,1 C2,2 · · · · · · C5,0 C5,1 C5,2
]T , (4.20)

[M] =
[

0 0 M0
1 M1

1 · · · Ml
1 · · · · · · 0 0 M0

5 M1
5 · · · Ml

5

]
. (4.21)

The block-diagonal structure of matrix [A] in Equation (4.19) arises due to the discrete

nature of the size coordinate; each block represents the moment evolution of each parcel

and is used to reconstruct that portion of the NDF. In principle, this structure allows for

optimization at run time and parallelization as an added benefit. In their original papers

John et al. 137 and de Souza et al. 139 have proposed an iterative scheme for the reconstruc-

tion using an equally constrained system of equations. We have found that solving an

overdetermined system of equations using the moments in each section to form the linear

system uses fewer iterations under the same framework. The overdetermined system is

in general ill-conditioned, however, we have found that the minimum norm solution via

singular value decomposition (SVD) and very low tolerances produce reasonable results

for several types of reconstruction as shown in Section 5.2.1.
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4.5 Physical Space Transport
As in Section 3.3, specialized numerical techniques are necessary to reconstruct the

advection fluxes in each computational cell. The relationship between the joint moment

transport equation and the kinetic equation allow using the underlying properties of the

NDF to formulate kinetic schemes to represent the discretized fluxes in the Eulerian grid.

4.5.1 Flux Reconstruction in Physical Space

Numerical schemes based on the properties of the underlying distribution must be

positivity preserving,127,129,130 which means that the numerical scheme should produce a

nonnegative distribution when evolved. If the numerical scheme is based on the evolution

of the moments of the distribution, such moments should be realizable which basically

ensures that the computed moments lead to a nonnegative distribution. For first order

schemes, an outline of the necessary conditions for preserving positivity was given in

Section 3.3; formal proof of those statements can be found elsewhere.127–131

A moment transformation over Equation (3.44) is given by

M
(l,M,N)
i |n+1 = M

(l,M,N)
i |n − λ

{ ∫
Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)
x max(vx, 0)Fidvxdθdξ+ (4.22)∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)
x min(vx, 0)Fi+1dvxdθdξ

]
n

−
[ ∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)
x max(v, 0)Fi−1dvxdθdξ

+
∫

Ωξ

∫
Ωθ

∫
Ωv

ξ lθ(M)v(N)
x min(vx, 0)Fidvxdθdξ

]
n

}
,

where n is the time level corresponding to tn. Replacing the approximation to the NDF

taken at the computational cell i,

Fi |n =
[ Nξ

∑
k=1

gk,i(ξ)δ(θ− θk,i)
Nv

∑
α=1

wα,k,iδ(vx −Uα,k,i)
]

n
. (4.23)

Carrying out the integrations, the discretized moment equation can be written asb

bThe moment order index is dropped for clarity. Although not specified in the equation, all the RHS is
evaluated at time level n. For clarity, the transport equation is analyzed only in one physical space dimension.
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Mk,i|n+1 = Mk,i|n − λ
{[ ∫ sk+1

sk

ξ lgk,i(ξ)
Nv

∑
α

wα,k,i max(Uα,k,i, 0)U
(N)
α,k,idξ (4.24)

+
∫ sk+1

sk

ξ lgk,i+1(ξ)
Nv

∑
α

wα,k,i+1 min(Uα,k,i+1, 0)U
(N)
α,k,i+1dξ

]
n

−
[ ∫ sk+1

sk

ξ lgk,i−1(ξ)
Nv

∑
α

wα,k,i−1 max(Uα,k,i−1, 0)U
(N)
α,k,i−1dξ

+
∫ sk+1

sk

ξ lgk,i(ξ)
Nv

∑
α

wα,k,i min(Uα,k,i, 0)U
(N)
α,k,idξ

]
n

}
.

If Equation (4.24) is written as

Mk,i|n+1 = Mk,i|n − λ[〈Mk〉i+1/2 |n − 〈Mk〉i−1/2 |n], (4.25)

it naturally takes the form of a flux splitting descretization method in the finite volume

methodology in which

〈Mk〉i+1/2 |n =
[ ∫ sk+1

sk

ξ lgk,i(ξ)
Nv

∑
α

wα,k,i max(Uα,k,i, 0)U
(N)
α,k,idξ (4.26)

+
∫ sk+1

sk

ξ lgk,i+1(ξ)
Nv

∑
α

wα,k,i+1 min(Uα,k,i+1, 0)U
(N)
α,k,i+1dξ

]
n

〈Mk〉i−1/2 |n =
[ ∫ sk+1

sk

ξ lgk,i−1(ξ)
Nv

∑
α

wα,k,i−1 max(Uα,k,i−1, 0)U
(N)
α,k,i−1dξ

+
∫ sk+1

sk

ξ lgk,i(ξ)
Nv

∑
α

wα,k,i min(Uα,k,i, 0)U
(N)
α,k,idξ

]
n
.

The overall algorithm can be incorporated seamlessly into a finite volume framework

due to the similarities and could make use of operator splitting for stability purposes as

explained in Chapter 3.

4.5.2 Conditional Quadrature Method of Moments

Even though a finite volume discretization was obtained for the joint moment transport

equation, further approximations are needed in order to resolve the higher order moments

appearing in the numerical flux in Equation (4.24); these high order moments are due to

the particle velocity transport in physical space. This shortcoming is solved if weights and

abscissas are used to approximate higher order moments and, in turn, conditional velocity

moments are used to obtain weights and abscissas as in the inversion procedure explained

in Section 3.3. An approximation to conditional velocity moments can be obtained as
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〈mk〉(N) =

∫ sk+1
sk

ξ lgk(ξ)[θk(ξ)]
(M) ∑Nv

α=1 wk,α[Uk,α(ξ)]
(N)dξ∫ sk+1

sk
ξ lgk(ξ)[θk(ξ)](M)dξ

. (4.27)

Once the value of the conditional velocity moments are known (from Equation (4.27)), it

is possible to obtain an approximation to the conditional weights and velocity abscissas

needed in order to compute the joint moments. This is accomplished via the inversion

algorithm proposed for CQMOM explained in Section 3.3. In this technique, as well,

CQMOM has been used to treat higher order moments appearing in the joint moment

transport equations. Now that the connection between weights and abscissas has been

established, it is possible to approximate the high order moments appearing in the trans-

port equations. Extensive details of the inversion algorithm can be found in Marchisio and

Fox 8 and Yuan and Fox.61

4.5.3 Solution Algorithm

An example of a one-time step solution of the proposed algorithm using operator

splitting is as follows:

1) Calculate ∆t based on Equation (3.45).

2) Using initial conditions for weights, velocities, and polynomial size-coefficients, cal-

culate joint moments.

3) Advance joint moments by ∆t/2.

4) Obtain conditional velocity moments from Equation (4.27).

5) Obtain weighs and abscissas from the conditional velocity moments using an inver-

sion algorithm.

6) Obtain polynomial coefficients by solving linear system in Equation (4.19), Equa-

tion (4.20), Equation (4.21) from the marginal size moments.

7) Obtain any other scalar property by averaging with the corresponding conditional

scalar moments in each parcel.

8) Using the weights, abscissas, and moments obtained from Steps 1, 2, and 3, recon-

struct the fluxes in physical space.
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9) Using the fluxes from Step 8 and the joint moments from the previous time step,

evolve the joint moments by ∆t/2.

10) Calculate and advance drag force by ∆t.

11) Calculate and advance scalar rates for the particles by ∆t.

12) Compute joint moments as in Step 2.

13) Repeat Steps 5 - 9 with the joint moment from Step 12.



CHAPTER 5

NUMERICAL APPLICATIONS

In the methodologies described in Chapter 3 and Chapter 4, the set of transport equa-

tions in Equation (3.42) and Equation (4.10) are general enough to allow the introduction

of detailed physics and the complexities of polydisperse systems; however, in order to test

the capability of the model at the most basic level, several approximating assumptions

have been made. As new methodologies, the main objective is to capture characteristic

behaviors at the core physics rather than model all the complexities present in multiphase

systems. These relaxing assumptions include: (i) only one and two dimensional repre-

sentations in physical space; (ii) the Stokes number is either of O(1) or infinity, reducing

the drag model to very simple approximationsa; and (iii) turbulence interactions between

particles and the fluid have not been taken into account. In the conditional quadrature

method of moments (DQCMOM) one of the main characteristics we are trying to capture

is PTC, given that this model transport conditional velocity moments along with scalar

properties of the particles explicitly. On the other hand, for the parceled method of mo-

ments (PMOM), the most important characteristic to test first is the performance in the

reconstruction of the particle size distribution, followed by the ability of the method to

capture PTC, given that conditional velocity moments that describe these characteristics

can be computed from the joint moments.

5.1 Example Applications in DQCMOM
We first describe some applications for the direct quadrature of conditional moments,

DQCMOM, in one and two dimensions.

aFor instance, Schiller-Neumann drag law.
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5.1.1 Particle Trajectory Crossing

The complex interactions between the fluid and the particles cause particles to move

with a broad spectrum of Stokes numbers, with some of these particles being able to cross

between eddies and interact with other clouds of particles; this phenomena is best ex-

plained from the stochastic point of view.4,9,84,110,140,141 Most of the Eulerian methods based

on the Navier-Stokes equations fail to explain or capture it for dilute multiphase systems.8

On the other hand, previously formulated Eulerian moment-based techniques29,43,47,61 for

monodisperse systems use multinode quadratures that allow them to capture clouds of

different characteristics crossing each other and the particular polydisperse formulation

presented in this paper should not be an exception. In the first test, three packets with

a specific concentration are located in different positions in a one dimensional physical

space. The three packets have different sizes and each packet is controlled by three quadra-

ture nodes, which means that it is possible to capture crossing not only among particle of

the same size but also among particles of different sizes. The first packet is located between

0.2 ≤ x ≤ 0.25, the second between 0.3 ≤ x ≤ 0.35, and the third between 0.4 ≤ x ≤ 0.45.

Figure 5.1 and Figure 5.2 show the evolution of the weights (packet particle concentration

per size) and the zeroth joint moment (total particle concentration). Time and physical

space are nondimensional; size is also nondimensional and scaled in order to represent the

order of magnitude of the real sizes. The top plot in each subfigure explains the evolution

of the concentration of particles of each individual size and the interaction among the

three different sizes is depicted in the bottom plot, along with the evolution of the mean

particle velocity of the three packets. The packets located at x < 0.4 move to the right of

the domain, with velocities 0.4 and 0.2 and with sizes 65× 10−6 and 98× 10−6. The packet

located at x > 0.4 moves to the left with velocity−0.4 and size 131× 10−6. The particles are

moving in a vacuum advected by their own velocityb and they cross several times during

the simulation due to the periodicity of the left and right boundaries of the domain. The

number density of the packets are: 182.72, 644.30, and 170.12. The sizes and the number

densities were chosen from the moments of a Gaussian particle size distribution (PSD) in

the interval [40× 10−6, 160× 10−6]. The Wheeler algorithm was used to select the weights

bInfinity Stokes number.
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(a) t = 0 (b) t = 0.05

(c) t = 0.15 (d) t = 0.16

Figure 5.1: Trajectory crossing for particles of different sizes at initial times. (a) and (b)
represent the initial condition and the crossing between Packets 2 and 3; the bottom plot
shows the evolution of the total concentration and the mean velocity of the system. (c) and
(d) represent the first interaction of Packets 1 and 3 and their respective total concentration
evolution.

and size abscissas as initial conditions for all simulations.

The figures focus on the crossing events occurring during the simulation, up to t = 0.2.

The three packets have mutually crossed each other as can be seen by the increase in

number concentration in the bottom plots for the joint moments. At t = 0.3, particles

with size 131 × 10−6 have left the domain through the left and have entered it again

through the right to cross again with the small particles (size 65× 10−6). Between times

t = 0.3 and t = 2 the packets have left and reentered the domain several times and

multiple crossing events have taken place. The ramifications of these results in modeling



60

(a) t = 0.2 (b) t = 0.3

(c) t = 1.0 (d) t = 2.0

Figure 5.2: Trajectory crossing for particles of different sizes at later times. (a) represents a
full interaction between Packets 1 and 2. In (b), Packet 3 has left the domain through the
left and reentered through the right of the periodic domain to interact with Packet 1. In (c)
and (d) the packets have left and reentered the domain several times; mean velocity and
total concentration at these instances are shown in the bottom plots.

of polydisperse systems are important, since many of the current hydrodynamic-based

Eulerian models lack the capability of capturing crossing of particles with a large Stokes

number, especially particles with different sizes. Effects such as segregation in dilute

systems can now be better approximated using these Eulerian methodologies resulting

in a less expensive alternative to Lagrangian methods.

5.1.2 Advection With Drag

In most gas-particle systems, the dispersed phase experiences body forces exerted by

the interaction with the fluid, the most common in many unit operations is the drag force.
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Depending on the flow regime,8 particles have a wide spectrum of Stoke numbers which

becomes even more significant in polydisperse systems. It is possible to estimate the

Stokes number based on the attributes6 of the fluid and the particles and identify the

regimes in which the particles are inertial and in which the particles follow closely the

fluid. In turbulent flow, zones with high strain are common, when particles reach these

zones they might follow the fluid patterns or they might cross the strained zone and their

behavior will be determined by the Stokes regime of the particles, among other factors.

In these zones, the solution of any Eulerian system for the particle velocity might become

multivalued and hydrodynamic-based multiphase models are incapable of capturing these

effects. This issue is represented by unphysical accumulation of mass in the zones of high

strain,29 which numerically correspond to shocks in the hydrodynamic model for the case

of multivalued solutions.

For this analysis, a laminar Taylor-Green vortex has been chosen to represent the fluid

solution. Although it is a laminar flow, it shares many of the most simple characteristics of

turbulent systems, including high strain zones and vortex zones where particles and fluid

interact according to the their regime of motion, but allowing a simpler treatment from a

numerical and mathematical point of view. For the Taylor-Green flow, it has been shown

through linearization around the locations of the high strain zones that the Stokes number

for which particles would begin to crossc is approximately St ≈ 0.04.6 Hydrodynamic

models (for instance, two fluid models) that represent particle regimes below St ≈ 0.04

can represent well the particle velocity field which follows closely that of the fluid flow.

On the contrary, mass accumulation will be predicted by the two-fluid models in zones

where particles regimes are above St ≈ 0.04, most likely where crossing is happening.

Figure 5.3, Figure 5.4 and Figure 5.5 show simulations for three different particle sizes in

a Taylor-Green vortex at Stokes numbers in the range 0.1 < St < 0.3.

The previous results for the Stokes regime 0.1 < St < 0.3 have been labeled low Stokes

regime, the initial particle velocities for this regime is close to the gas velocity and the

biggest effect on the Stokes number comes from the particle sizes. A high Stokes regime

simulation has been run with Stokes numbers in the range 0.4 < St < 0.7 and the con-

cAt the corner of the vortex.
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(a) t = 0 (b) t = 0.5

(c) t = 1.0 (d) t = 1.7

Figure 5.3: Zeroth moment (particle concentration) for 65 micron particles in a Taylor-
Green vortex at low Stokes numbers. In this case, the initial velocity of the particles is the
fluid velocity, which allows the Stokes number to be mainly influenced by the particle size.
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(a) t = 0 (b) t = 0.5

(c) t = 1.0 (d) t = 1.7

Figure 5.4: Zeroth moment (particle concentration) for 98 micron particles in a Taylor-
Green vortex at low Stokes numbers. In this case, the initial velocity of the particles is the
fluid velocity, which allows the Stokes number to be mainly influenced by the particle size.
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(a) t = 0 (b) t = 0.5

(c) t = 1.0 (d) t = 1.7

Figure 5.5: Zeroth moment (particle concentration) for 131 micron particles in a Taylor-
Green vortex at low Stokes numbers. In this case, the initial velocity of the particles is the
fluid velocity, which allows the Stokes number to be mainly influenced by the particle size.
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tribution to the Stokes regimes comes from both the size and the velocity of the particles.

In both simulations the effects of particle crossing were more pronounced near the corner

of the vortex. The particles at low Stokes regime have a faster response time and follow

the fluid sooner as shown in Figure 5.3 compared with Figure 5.6 in the high Stokes regime.

Figure 5.7 and Figure 5.8 present simulations at high Stokes for medium and large particles.

The method captured the differences between the particles with low Stokes numbers

and high Stokes numbers. For instance, for the big particles in range of high Stokes

numbers at t = 1.7, some particles cross to the right at the upper right vortex due to their

inertia and their velocity while the opposite behavior occurs for the particles in the low

Stokes regime. For comparison, a Lagrangian simulation for particles around 98× 10−6

was run in the high range of Stokes numbers in order to verify the patterns presented

by the Eulerian simulation. Results are presented in Figure 5.9. Differences between

Lagrangian and Eulerian simulations are essentially due to the numerical diffusion present

in the first order discretization scheme used in the Eulerian method, second or higher order

discretization schemes would better represent the patterns of the Lagrangian simulations.

5.2 Example Applications in PMOM
As in Section 5.1, similar applications were tested for the proposed technique presented

in Chapter 4 (parceled method of moments, PMOM); these include PTC in one spatial

dimension, advection with drag in two spatial dimensions, and a direct comparison with

data from a char oxidation experiment. All these applications require the reconstruction of

the PSD in the size coordinate; it is then necessary test the accuracy of the reconstruction

even before the proposed examples.

5.2.1 Goodness of the Particle Size Reconstruction

We have tested the accuracy of the reconstruction using a unimodal distribution. For

this test, 1000 normally distributed particles are evolving in time according to the growth

law

dDp

dt
= 0.5

√
Dp. (5.1)

Although this growth model might not represent any particular real system, it provides

valuable information about the accuracy of the reconstruction. The rate in Equation (5.1)
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(a) t = 0 (b) t = 0.5

(c) t = 1.0 (d) t = 1.7

Figure 5.6: Zeroth moment (particle concentration) for 65 micron particles in a Taylor-
Green vortex at high Stokes numbers. The initial velocity of the particles is higher than the
local velocity of the fluid; the Stokes number is controlled by both size and velocity of the
particle.
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(a) t = 0 (b) t = 0.5

(c) t = 1.0 (d) t = 1.7

Figure 5.7: Zeroth moment (particle concentration) for 98 micron particles in a Taylor-
Green vortex at high Stokes numbers. The initial velocity of the particles is higher than the
local velocity of the fluid; the Stokes number is controlled by both size and velocity of the
particle.
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(a) t = 0 (b) t = 0.5

(c) t = 1.0 (d) t = 1.7

Figure 5.8: Zeroth moment (particle concentration) for 131 micron particles in a Taylor-
Green vortex at high Stokes numbers. The initial velocity of the particles is higher than the
local velocity of the fluid; the Stokes number is controlled by both size and velocity of the
particle.
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(a) t = 0 (b) t = 0.5

(c) t = 1.0 (d) t = 1.7

Figure 5.9: Particle concentration for 98 micron Lagrangian particles in a Taylor-Green
vortex at high Stokes numbers. This is a direct comparison with Figure 5.7 and the
differences are due to the numerical in the Eulerian moment-based method.
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advects the particles in size space. In physical space, this would be represented by particles

suspended in a fluid, growing in diameter. Initial raw moments were obtained from

the distributed particles and were used to formulate the reconstruction as described in

Section 4.4. As time evolves, the sample moments of the data are used to reconstruct

the distribution of particles with PMOM at each time step, the real distribution based on

maximum likelihood estimates is also obtain at each time step for comparison. Figure 5.10

presents the comparison between the particle distribution and the reconstructed distribu-

tion at t = 0 ms and t = 20 ms. For this case, only one iteration of the linear solver was

needed and 5 parcels were used at each time step.

It is more common than not for particle distributions to be bimodal; the same test has

been run to represent 2000, initially binormal distributed particles, assuming the same

growth law. Results are presented in Figure 5.11. This results were obtained using six
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Figure 5.10: Comparison between particle distribution and reconstructed distribution at
the beginning and at the end of the simulation. The dashed lines represent the particle
distribution obtained via maximum likelihood estimation based on the distributed data.
The continuous lines represent the polynomial approximations of the particle distribution
based on the raw moments of the data.
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Figure 5.11: Comparison between particle distribution and reconstructed distribution at
the beginning and at the end of the simulation. The dashed lines represent the particle
distribution obtained via maximum likelihood estimation based on the bimodal data.
The continuous lines represent the polynomial approximations of the particle distribution
based on the raw moments of the bimodal data.

parcels and only one iteration of the linear solver.

In order to asses the accuracy of the reconstruction, the relative error between the

moments of the original distribution and the moments of the reconstructed distribution

was measured. The error is defined as

error =

∫
R

ξ lFdξ −
∫

R
ξ lFrdξ∫

R
ξ lFdξ

, (5.2)

where Fr is the reconstructed distribution and F is the Lagrangian particle distribution.

Figure 5.12 shows the error for the unimodal and bimodal distribution at t = 0 ms and

t = 20 ms; the error was measured for combinations of number of moments and number

of parcels. The general trends in Figure 5.12 shows that the error incurred in the recon-

struction of the unimodal distribution is smaller than the error of the reconstruction of the

bimodal distribution. In theory, fewer moments are required to reconstruct a unimodal

distribution than a bimodal distribution.142,143 Also, the trend indicates that accuracy is
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Figure 5.12: Relative error for combinations of 3, 4, and 5 moments with 5, 6, and 7 parcels.
For instance, each of three bars over the label moment corresponds to 5, 6, and 7 parcels
used in the reconstruction of both unimodal and bimodal distributions. The vertical axis
shows the relative error of each combination.
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increased by using more than 5 parcels with 5 moments or more. The technique allows

increasing the number of moments and parcels arbitrarily to increase the accuracy of the re-

construction, but at an increased cost on the computational loop presented in Section 4.5.3.

5.2.2 Particle Trajectory Crossing

The complex interactions between the fluid and the particles produce particles that

move with a broad spectrum of Stokes numbers, with some of these particles being able

to cross between eddies and interact with other clouds of particles; this phenomena is best

explained from the stochastic point of view.4,9,84,110,140,141 Unfortunately, most of the Eule-

rian methods based on the Navier-Stokes equations fail to explain or capture it for dilute

multiphase systems.8 On the other hand, previously formulated Eulerian moment-based

techniques29,43,47,61 use multinode quadratures that allow them to capture clouds of dif-

ferent characteristics crossing each other. The methodology presented in this dissertation

is essentially a moment-based method and it is important to test its ability to also capture

particle trajectory crossing. The proposed test is similar to those proposed in Desjardins

and Fox 47 and Desjardins et al. 29 in which two waves or “packets” represented by two

quadrature velocity abscissas travelling at opposing velocities interact with each other in

a spatial grid. The results are shown in Figure 5.13 and Figure 5.14.

Initially, each cell in the Eulerian grid contains an NDF that represents approximately

1000 normally distributed particles, similar to that reconstructed in Figure 5.10. Each NDF

is divided into 6 parcels with particle size ranges as shown in Table 5.1.

The method successfully tracks the evolution of these distributions in each cell at each

time step. As in the previous section, time and space are nondimensional; size is also

nondimensional but properly scaled to represent the order of magnitude of the sizes.

The top panels in Figure 5.13 and Figure 5.14 show the evolution of the distribution at

a position x = 0.5, very close to the point of the crossing of the packets for the first time.

The velocity weights are wα = 0.5 for each packet and they have opposite velocities of

|U| = 0.2. The particles are advected in physical space at their own velocityd and no other

rate is affecting the behavior of the particles; ultimately, the NDF is not being advected

in size space, but its value (related to particle concentration) is changing according to the

dSt is infinite.
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(a) t = 0

(b) t = 0.25

Figure 5.13: Trajectory crossing for distributed particles in a 1-dimensional Eulerian grid
with the NDF reconstruction at x = 0.5. Each pair of packets represents a parcel projected
onto the computational cells. In (a) there are no numerical moments at the beginning of the
simulation; in (b) PMOM reconstructs the distribution as soon as numerical moments are
advected in the computational cells. This can be seen in the numerical value of the NDF.
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(a) t = 0.45

(b) t = 0.7

Figure 5.14: Trajectory crossing for distributed particles in a 1-dimensional Eulerian grid
with the NDF reconstruction at x = 0.5. In (a) the value of the NDF is maximum,
coinciding with the full interaction of the packets at the point of crossing, once the packets
pass through each other the value of the NDF diminishes again, as shown in (b).
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Table 5.1: Particle size ranges for each parcel

Parcel Particle size range
Parcel 1 [40× 10−6, 60× 10−6]
Parcel 2 [60× 10−6, 80× 10−6]
Parcel 3 [80× 10−6, 100× 10−6]
Parcel 4 [100× 10−6, 120× 10−6]
Parcel 5 [120× 10−6, 140× 10−6]
Parcel 6 [140× 10−6, 160× 10−6]

interaction of the packets. The bottom panels show the evolution of the zeroth moment

(mean total concentration) and mean velocity for each parcel. At time t = 0.25, the method

detects numerical particles at the sampled position and reconstruct a distribution with

very low values for the NDF. At t = 0.45 where the two packets have almost completely

superimposed, the NDF reaches its maximum value and after t = 0.7 the NDF decreases

until there are no more numerical particles in the sampled cell. As expected, the crossing

behavior is similar to that presented in early works with monodisperse particles.29,47,61,111

Although this is a very simple example, it is very important, because it represents a method

that can potentially reconstruct a statistical distribution without the need of statistical

particles (Lagrangian method) at a lower computational cost and in an Eulerian method.

5.2.3 Advection With Drag

In this example we have also chosen a laminar Taylor-Green vortex for the fluid so-

lution. The reason behind this choice was explained in Section 5.1. In turbulent flow,

zones with high strain are common and when particles reach these zones they might

follow the fluid patterns or they might cross the strained zone, in this case the particle

behavior will be determined by their Stokes regime, among other factors. In these zones,

the solution of any Eulerian system for the particle velocity might become multivalued and

hydrodynamic-based multiphase models are incapable of capturing the effects produced

by the crossing. This issue is represented by unphysical accumulation of mass in the zones

of high strain,29 which numerically, corresponds to shocks in the hydrodynamic model for

the case of multivalued solutions. For the Taylor-Green flow, it has been shown through

linearization around the locations of the high strain zones that the Stokes number for which
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particles would begin to crosse is approximately St ≈ 0.04.6 Hydrodynamic models (for

instance, two fluid models) that represent particle regimes below St ≈ 0.04 can represent

well the particle velocity field which follows closely that of the fluid flow. On the contrary,

mass accumulation will be predicted by the two-fluid models in zones where particle

regimes are above St ≈ 0.04, most likely where crossing events are happening. The interval

of Stokes numbers simulated in this example covers the range 0.1 < St < 0.4, which is

affected by both size and velocity of the particles. The interval includes particle sizes that

might follow the fluid and might cross the high strained zones as shown in Figure 5.15

and Figure 5.16.

As in the 1-dimensional example, the method is reconstructing the distribution in each

cell at each time step and the evolution of the distribution is tracked at position x = 0.4, y =

0.4. The top panels in the figures show how the particle size distribution shifts when

Eulerian particles are advected in the computational grid. As before, each cell starts with

a normally distributed NDF, as the simulation progresses, small particles respond faster to

the fluid time scales due to their low Stokes regime and leave the computational cell faster.

This effect makes the reconstructed distribution shift its mean towards bigger particles,

as can be seen in Figure 5.15 and Figure 5.16 as time increases. Once the particles have

traveled all around the domain, small particles arrive first to the computational cell and

the distribution start shifting back towards its original mean.

5.2.4 Char Oxidation

So far we have discussed rates that affect the particle distribution in velocity space

(i.e., drag) due to our interest in capturing PTC, which is essentially driven by body and

superficial forces over the particles. Other scalar rates also affect the particle distribution in

different coordinates of the phase-space: particle mass, particle temperature, and particle

size as was explained in Chapter 2. In order to describe some of these rates in a real

application, a detailed characterization of the heat and mass transfer process occurring

during char oxidation is simulated. An entrained flow reactor was used to burn the

particles and measurements of temperature and char mass fraction were taken during

the evolution of the combustion process.144 Particle temperature, particle mass, particle

eAt the corner of the vortex.
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(a) t = 0

(b) t = 0.5

Figure 5.15: Advection of parcels 1, 3, 4, and 6 in a Taylor-Green vortex. Particles started
with a slightly greater velocity than the fluid, small particles in Parcel 1 will respond faster
to the fluid forces compared to particles in Parcel 6.
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(a) t = 1.0

(b) t = 1.2

Figure 5.16: Advection of parcels 1, 3, 4, and 6 in a Taylor-Green vortex. Note the shift
in the distributions in the top plots; large particles from each parcel are left behind which
shifts the mean of the distribution when evolved in time.
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velocity, and particle size were the variables tracked during the combustion process. The

moment equations for this particular process can be written as

∂M
(l,M,T,N)
k
∂t

+
∂M

(l,M,T,N+1)
k

∂x
= (5.3)

+ M
Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ lgk(ξ)
(
[Uk,α(ξ)]

N [mk(ξ)]
M−1[θk(ξ)]

TG(ξ, mk(ξ), θk(ξ))
)
dξ

+ T
Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ lgk(ξ)
(
[Uk,α(ξ)]

N [mk(ξ)]
M[θk(ξ)]

T−1H(ξ, mk(ξ), θk(ξ))
)
dξ

+ N
Nv

∑
α=1

wk,α

∫ sk+1

sk

ξ lgk(ξ)[mk(ξ)]
M[θk(ξ)]

T[Uk,α(ξ)]
N−1 1

mk
Fα(ξ, θk(ξ), Uα(ξ))dξ,

where the indexing correspond to: l size, M mass, T temperature, and N velocity. F,

G, and H are the rates of change of particle velocity (ξ), particle mass (mp), and particle

temperature (θ), respectively. Particle acceleration (advection in velocity coordinate) due

to drag forces can be written as

F =
3mkρg

4ρpξ
Cd|Uk,r|Uk,r, (5.4)

where

Uk,r = Ug −Uk,α. (5.5)

The drag coefficient is given by Schiller-Naumann correlation

Cd =
24

Rep

(
1 + 0.15Re0.687

p

)
, (5.6)

in which

Rep =
ρgξ|Uk,r|

µ f
, (5.7)

µ f being the dynamic viscosity of the gas phase and Uk,α is the velocity of particle α in the

parcel k.

The rate of change of particle temperature includes heat transfer due to radiation ex-

change, heat transfer by convection due to mass transfer from the particle to the fluid
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phase, and heat generation due to chemical reactions occurring inside and at the surface

of the particle. The mathematical expression can be written as144

H(ξ, mp, θ) = − 6εσh

ξCpρp
(θ4 − T4

w)−
12γh

ξ2Cpρp

[ κ/2
exp (κ/2)− 1

]
(θ − Tg) + q∆h, (5.8)

where the quantity,

κ =
−qξ

γ

Nspe

∑
i=1

υiCg,i (5.9)

corresponds to the ratio of convective velocity of the net mass leaving the particle surface

to the diffusive velocity of heat leaving the surface (Peclet number), where vi are the stoi-

chiometric coefficients defined in terms of the oxidizer-fuel ratio given by an Arrhenious-

like expression,144,145 and q is the burning rate calculated based on the kinetic expression

for the heterogeneous reaction occurring at the particle surface.144 The rate of mass change

is given in terms of the burning rate as

G(ξ, mp, θ) = πξ2qMc, (5.10)

where Mc is the molecular weight of carbon. The heat transfer parameters were taken as

in the original paper from Murphy and Shaddix.144

Equation (5.3) was used with the described rates to represent a plug flow reactor with

specified gas temperature profiles and a constant initial velocity at the inlet for all the

particles.144 The initial particle size distribution is normal, with a mean size of ξ = 115

microns and a standard deviation of σ = 30 microns. Initial particle mass and tempera-

tures are M0 = 2.15× 10−9 kg and T0 = 1900 K for all particles. Five parcels with their

respective transport equations were used to discretize the size coordinate and three joint

size moments were used to reconstruct the particle size distribution at each time step. Fig-

ure 5.17 shows the temporal evolution of the particle temperature and char mass fraction

for each parcel. The comparison with the experimental results show qualitative agreement

with the data and refinement of the physics used might further improve the results of the

model.f The purpose of the test was to show how this polydispersity technique captured

the essential features of the results without the need of the Lagrangian, single particle

f For instance, the abrupt drop in the temperature profile happens when the particle runs out of organic
matter and everything is left is mineral matter.
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(d) Evolution of mean mass fraction for all particles

Figure 5.17: Mass and temperature results from the simulation of a char oxidation laminar
reactor.
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treatment presented in the original reference,144 highlighting the importance of capturing

and treating polydispersity in multiphase gas-solid flows. Although the tests and the

physical system represented are simple in nature, the technique is readily formulated to

handle more complex flows involving strong coupling with the fluid phase, topics that

will become material for future work.



CHAPTER 6

CONCLUSIONS AND FUTURE WORK

The research reported in this dissertation has covered 2 formalism to simulate polydis-

perse multiphase systems, the mathematical models were developed under the hypothesis

of the Eulerian moment-based methods previously proposed in the literature and suffi-

ciently verified.29,43,47,61,69,70 The first formalism has been coined direct quadrature of condi-

tional moments DQCMOM. Working examples in one and two physical space dimensions

were proposed in order to show its capabilities at core and fundamental physics. The

second formalism was coined parceled method of moments, PMOM, and its methodology was

demonstrated with different examples in polydisperse system. Finally, in Appendix A

a brief discussion on closures based on ME will be given. This chapter opens up the

discussion for alternative and possibly more powerful Eulerian moment-based methods.

6.1 Eulerian-Based Moment Method Techniques
Some general conclusions can be drawn from the two formalisms developed in Chap-

ter 3 and Chapter 4, revolving around the novelty on the formulation of the mathematical

model and its performance in simplified systems.

6.1.1 Direct Quadrature of Conditional Moments, DQCMOM

An Eulerian moment-based model was formulated on the basis of DQMOM43 and

CQMOM61 in order to expand their capabilities to polydisperse multiphase systems in

a natural way, specifying explicitly the transport of conditional velocity moments and the

transport of scalar properties. The novelty in this approach resides in the mathematical

formulation that allows coupling the transport of the scalars to the transport of velocity

moments; this coupling comply with the effects of crossing (PTC) that can be present in

dilute multiphase flows.

The model was essentially formulated for dilute and very dilute multiphase systems
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in which particle effects are negligible, allowing us to obtain a weakly coupled set of

transport equations. However, this is by no means restricted to these kind of flows; a quick

review on Equation (3.35) allows us to partially conclude that it is possible to lump the

particulate effects of moderately dense systems into the equation for the weights enabling

the weights and the other scalars to change in situations of moderate collision effects:

breakage, aggregation, coalescence, and so forth. A study in moderately dense systems

was reported by Fox and Vedula.90

The structure of the mathematical model requires us to use numerical schemes that are

based on the structure of the NDF; regular numerical schemes within the finite volume

framework would probably fail at preserving the realizability of the moment space.8 Sec-

tion 3.3 and Section 4.5 were devoted to explaining how these kinetic schemes work. In

this dissertation, kinetic schemes are used for both the transport of conditional velocity

moments as in Yuan and Fox 61 and the transport of scalar properties. The formulation

of these schemes for scalar equations are based on the early works of Estivalezes and

Villedieu 131 and Perthame,128,129 they were formulated and valid for first order discretiza-

tions, extensions to higher second order was only performed in the 1-dimensional cases.

Verification of the methodology was achieved via 1- and 2-dimensional cases; the main

focus was on capturing PTC on polydisperse systems allowing the crossing between differ-

ent sizes at different Stokes regimes affected simultaneously by size and velocity. A simple,

deterministic drag law (Schiller-Neumann) was used in order to simulate the effect of the

fluid on the particles; this does not hinder the capability of the model to capture PTC from

the mathematical point of view, but tests in turbulent flows with more complex drag laws

are required to asses this statement.

6.1.2 Parceled Method of Moments, PMOM

A second Eulerian moment-based method was developed built on the concept of section

proposed by Tambour,114 Laurent at al.,115 and Schneider et al.69,70 The novelty of the

approach in this dissertation resides on the treatment to approximate the marginal size-

NDF, which allows reconstructing the particle size distribution from a set of low order

moments. This approach modifies kernel-based reconstruction algorithms137,139 in order

to efficiently reconstruct the size distribution.
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An augmented inversion algorithm was proposed that essentially invert moment in

two different coordinates of phase space: size and velocity. In size coordinate, marginal

size moments are used to obtain the particle size distribution in velocity coordinate, the

conditional velocity moments are used in CQMOM in order to obtain the velocity weights

and velocity abscissas at each parcel of the obtained size-NDF.

In Section 4.5 it was shown that it is possible to use the structure of the NDF in order to

formulate numerical schemes to transport the equations in the finite volume framework.

The kinetic schemes formulated take into account the discretization in velocity and size

coordinates yielding realizable moments for first order-type schemes. Extension to second

order is possible but requires the formulation of second order fluxes that preserve the

realizability of the moment space.35 Yet, some questions that require further exploration

still remain open to discussion, namely uniqueness of the formulation and higher order

extension of the numerical schemes.

6.1.2.1 Uniqueness of the Formulation

This kind of spline-based reconstruction falls into the category of nonparametric den-

sity estimation and more specifically into polynomial-based kernel density estimation tech-

niques. Essentially, these methodologies require distributed data in order to estimate the

shape of the distribution. Unfortunately, not only values of the NDF are unknown, but

only a finite set of moments is available.

In general it is only possible to have complete knowledge of a distribution if all of

its moments are known.a There are several variations of this problem, among them: i)

moments of distribution functions defined in the real line or the Hamburger moment problem,

ii) moments of distribution functions defined on the positive real line or the Stieltjes moment

problem, and iii) moments of distribution functions defined in a closed interval of the

real line or the Hausdorff moment problem. While the first two are in general ill-condition

problems, the third, if solvable, has a unique solution. The framework of the Hausdorff

problem is of interest for this work, because it is also defined in finite, closed intervals.

Athanassoulis and Gavriliadis 142 gives solution to the Hausdorff problem in terms of

kernel density representations, which in principle can be extended to polynomial kernels.

aThis is known as the Moment Problem.
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de Souza et al. 139 described the uniqueness of the reconstruction for finite intervals when

all the moments are known. Even though only a handful of moments are known, the

presented reconstruction gives a good approximation for common particle size-NDF, like

the ones for experimental particle size distributions (PSD). Indeed, the more complex the

distributions, the more moments are needed for an accurate reconstruction.137,139

Consider a parcel in size space in a closed interval [sk, sk + 1] = [a, b]. Kinetic moments

reconstructed using CQMOM or any quadrature-based moment inversion,74 are guaran-

teed to preserve, at least, first order realizability conditions, namely

M
(0,0,0)
k > 0 (6.1)

M
(0,0,0)
k M

(0,0,2)
k ≥

(
M

(0,0,1)
k

)2

Moreover, increasing the number of quadrature nodes allows the discrete approximation

to match an arbitrary number of moments of a continuous distribution.61 Along with the

conservation of the moment realizability by the inversion procedure, physical transport

for each parcel must preserve the moment space. Desjardins et al. 29 showed that first

order kinetic schemes used for the flux reconstruction guarantee the conservation of the

moment space. Vié et al. 76 extended the principle for higher order discretization schemes.

From the studies of Vi et al.,76 de Souza et al.,139 and Athanassoulis and Gavriliadis 142

it is possible to speculate about the overall conservation of the moment space, using the

parceled method of moments (PMOM).

6.1.2.2 High Order Discretization Schemes

The numerical results presented so far are only first order accurate. Although they

follow the expected behavior at a qualitative level, high order discretization schemes are

necessary in order to produce results capable of predicting behaviors at a quantitative

level. The development of conservative discretization methods that are capable of pro-

ducing realizable, joint conditional and marginal moments are necessary especially when

polydispersity is introduced explicitly as in this method. Several works in the litera-

ture35,63,76,111 have shown this realizability issue for monodisperse systems and their ex-

tension to higher order. Dufour and Villedieu 35 proposed a second order extension to the

Eulerian-multifluid method that compares in similarities to the model developed in this

research; in principle, it is entirely possible to accomplish this extension.
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6.1.3 Future Perspectives

The models developed in this dissertation will become a stepping stone for more re-

solved and accurate Eulerian moment-based methods. There are several areas that need to

be completely defined before these models might be effectively used in real CFD applica-

tions; among them:

a) Introduction of turbulence especially for the particulate phase. Although the treat-

ment of turbulence in Eulerian moment-based methods is relatively new, excellent

reviews exist on turbulence closures for the source terms of the moment transport

equations,5,8 which can be used as a starting point to develop more accurate Eulerian

LES-based models for the dispersed phase.

b) High order discretization schemes need to be developed and implemented in the meth-

ods in order to prevent spurious predictions due to excessive numerical diffusion. As

shown in Desjardins et al.,29 only first order discretization schemes are guaranteed

to preserve the convexity of the moment space. François and François 146 have de-

veloped second order schemes in the context of the pressureless Euler equations but

more research is needed in regards to moment transport equations. Vikas et al. 132

have developed “pseudo” high order methods, in which the weights are discretized

using high order schemes, but the velocity is treated using first order schemes. Some

of these methods have been implemented in this dissertation, but only for the 1-

dimensional cases.

c) Introduction of complex physics is a requirement in order to predict realistic scenarios.

For instance, most of the examples treated in this dissertation described mass transfer

between the particulate phases and the gas, or none at all. In realistic scenarios, mass

and heat transfer can also happen between the particulate phases and the model

should be able to represent this kind of processes.



APPENDIX A

MAXIMUM ENTROPY AND MOMENT-BASED

METHOD

Exploring the ideas about Eulerian moment-based methods has taken many tours and

detours, one of those detours will form the contents of this appendix; as such, these

ideas are not completely developed but I believe their further exploration is worthy and

the possible benefits of these advanced methods might allow the introduction of more

complexity into Eulerian moment-based methods.

In the various applications discussed throughout this dissertation, a common problem

has been faced: based on a particular set of moments, roughly approximate the distribution

were they came from; this is a particular instance of an inverse problem.a Inverse problems

are present in many scientific and engineering fields: communication, tomography, com-

puter vision, natural language processing, and machine learning, in which causal factors

have to be determined from the observations. The abundance of these problems allows

research on techniques to relate effects and causes. One of such techniques is maximum

entropy (ME).

In one of his seminal papers, Jaynes 147 explained why and how the principles from

statistical mechanics can be recovered from the principles of information theory, specif-

ically, how the statistical approach of ME principle can, in fact, predict thermodynamic

states. Since then, many other fields have adopted the principles of ME in order to give

solution to their specific problems. In this particular research, we used theory of orthog-

onal polynomials and kernel density estimation in order to relate moments to approxi-

mated distribution functions.b The purpose of this appendix is to explore the properties

of ME principles in order to determine its feasibility in inversion procedures and its use in

aThe moment problem as discussed in Chapter 6.

bIn the form of inversion algorithms.
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moment-based methods. The continuous entropy of a pdf is given by

H = −
∫

R
f (z) ln( f (z))dz. (A.1)

This concept of entropy is intrinsically related to the moment problem, since it helps in

providing an appropriate solution to the statement: Given a finite set of moments, is it possible

to find a distribution that satisfies them? It turn out that the function f (z) that maximizes the

entropy H is the least unbiased function that can represent the set of given moments. A

formal statement to this problem is

Max
f

(
H( f ) = −

∫
R

f (z) ln( f (z))dz
)

s. t.
∫

R
f (z)dz = µ0∫

R
z f (z)dzi = µ1∫

R
z2 f (z)dz = µ2

...∫
R

zm f (z)dz = µm.

(A.2)

The classical solution to this problem is given in terms of Lagrangian multipliers148 and is

represented by

f (z) = exp[−χ0 −
m

∑
k=1

χkzk]. (A.3)

In the following we explore a possible formulation of moment transport equations based

on ME solutions in Equation (A.3) (Section A.1); we also explore methodologies that could

use Equation (A.3) as closure approximation (Section A.2).

A.1 Hyperbolicity of Entropy-Based Transport Equations
Consider the monodisperse kinetic equation

∂F

∂t
+ v · ∇xF = S, (A.4)

where F = F(v; x, t). Let V(N) = [1, v, vv, · · · ]. The moment transformation can be written

as 〈
V(N)F

〉
= m(N) =

∫∫∫
R3

V(N)Fd3v. (A.5)
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Applying Equation (A.5) to Equation (A.4), moment transport equations are obtained:

∂

∂t

〈
V(N)F

〉
+∇x ·

〈
vV(N)F

〉
=
〈

V(N)S
〉

. (A.6)

Assume now that F is a function that maximizes the entropy for a given finite set of

moments

F = exp[P(N)] = exp[λTV(N)], (A.7)

where P(N) is a polynomial in the velocity variable and λT = [λ0, λ1, λ2, · · · ]T are the

coefficients of the polynomial. One of the most desirable properties of ME is that it is

strictly positive, which is a necessary condition for the realizability of the moment space.

Levermore 149 analyzed the mathematical structure of Equation (A.6) by dissecting each

term separately:

∂

∂t

〈
V(N)F

〉
=

d
dλ

〈
V(N)F

〉 ∂λ

∂t
(A.8)

∇x ·
〈

vV(N)F
〉
=

d
dλ

〈
vV(N)F

〉
· ∇xλ.

In each expression the first term represents the flux and density potentials respectively.

d
dλ

〈
V(N)F

〉
=
∫∫∫

R3
V(N) d

dλ
exp[λTV(N)]d3v (A.9)

=
∫∫∫

R3
V(N)[V(N)]T exp[λTV(N)]d3v

d
dλ

〈
vV(N)F

〉
=
∫∫∫

R3
vV(N) d

dλ
exp[λTV(N)]d3v

=
∫∫∫

R3
vV(N)[V(N)]T exp[λTV(N)]d3v

From Equation (A.8), Equation (A.6) can be written as

d
dλ

〈
V(N)F

〉 ∂λ

∂t
+

d
dλ

〈
vV(N)F

〉
· ∇x(λ) = 〈S〉 . (A.10)

These are now transport equations for the coefficients of the ME function.

For the following analysis only one spatial dimension is considered, but its extension to

higher dimensions is straight forward. First, for notation purposes, let V(N) = [1, v, v2, · · · ]
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where v = vx. Second, the term V(N)[V(N)]T can be expanded into a matrix of velocity

fields as

V(N)[V(N)]T =


1 v v2 · · ·
v v2 v3 · · ·
v2 v3 v4 · · ·
...

...
...

. . .

 . (A.11)

The first integral in Equation (A.9) can be resolved as

d
dλ

〈
V(N)F

〉
=
∫

R


1 v v2 · · ·
v v2 v3 · · ·
v2 v3 v4 · · ·
...

...
...

. . .

 exp[λTV(N)]dv (A.12)

=


m(0) m(1) m(2) · · ·
m(1) m(2) m(3) · · ·
m(2) m(3) m(4) · · ·

...
...

...
. . .

 .

and the extension to the second integral is straightforward. The transport equation for the

coefficient can now be written as
m(0) m(1) m(2) · · ·
m(1) m(2) m(3) · · ·
m(2) m(3) m(4) · · ·

...
...

...
. . .

 ∂

∂t


λ0
λ1
λ2
...

+


m(1) m(2) m(3) · · ·
m(2) m(3) m(4) · · ·
m(3) m(4) m(5) · · ·

...
...

...
. . .

∇x


λ0
λ1
λ2
...

 (A.13)

=


〈S〉
〈vS〉〈
v2S

〉
...

 .

Note the structure of the matrices premultiplying the terms in Equation (A.13); they are

matrices of moments with the property:

{m(N)
i,j } = {m

(N)
i+1,j−1} = m(N)

i+j−2, (A.14)

where

d
dλ

〈
V(N)F

〉
= {m(N)} =


m(0) m(1) m(2) · · ·
m(1) m(2) m(3) · · ·
m(2) m(3) m(4) · · ·

...
...

...
. . .

 . (A.15)

They share the same structure and properties of the Hankel matrices, common in Markov

and moment problems. It would be ideal to factor out the moment matrices premultiplying
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the terms in the transport equations for the coefficients; currently two approaches might

achieve this: the first one corresponds to using the Jensen inequality,150 which basically

allows finding a function over convex spaces, such that

φ(E[X]) ≤ E[φ(X)], (A.16)

and the second one corresponds to expressing high order moments as a linear combination

of low order moments.

A.1.1 Jensen Inequality

Let

X = vi−1 exp[λTV(N)], (A.17)

and

φ(X) = vX. (A.18)

Then,

mi

mi−1 =

∫
R

vi exp[λTV(N)]dv∫
R

vi−1 exp[λTV(N)]dv
(A.19)

=
E[φ(X)]

E[X]

φ ≤ E[φ(X)]

E[X]
.

Now φ is a linear function in phase space, which is not strictly a convex function, rendering

the inequality to an equality that only depends on physical space and time.

Up(x, t) =
mi

mi−1 (A.20)

The matrices in Equation (A.13) can be now factored out as
m(0) m(1) m(2) · · ·
m(1) m(2) m(3) · · ·
m(2) m(3) m(4) · · ·

...
...

...
. . .


 ∂

∂t


λ0
λ1
λ2
...

 +


U0 U1 U2 · · ·
U1 U2 U3 · · ·
U2 U3 U4 · · ·
...

...
...

. . .

 · ∇x


λ0
λ1
λ2
...


 (A.21)

=


〈S〉
〈vS〉〈
v2S

〉
...

 .
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A.1.2 Linear Combination of Low Order Moments

Using the properties of Hankel matrices a factorization can be achieved as


m(0) m(1) m(2) · · ·
m(1) m(2) m(3) · · ·
m(2) m(3) m(4) · · ·

...
...

...
. . .




0 0 · · · β0
1 0 · · · β1
0 1 · · · β2
...

...
...

...
0 · · · 1 βN




m(1) m(2) m(3) · · ·
m(2) m(3) m(4) · · ·
m(3) m(4) m(5) · · ·

...
...

...
. . .

 . (A.22)

The coefficients βi are obtained as

β0m
0 + β1m

1 + β2m
2 + · · ·+ βNm

N = mN+1. (A.23)

Additional factorization can be appliedc in order to simplify the system and find the

coefficients. The system of transport equations can be written as


m(0) m(1) m(2) · · ·
m(1) m(2) m(3) · · ·
m(2) m(3) m(4) · · ·

...
...

...
. . .


 ∂

∂t


λ0
λ1
λ2
...

 +


0 0 · · · β0
1 0 · · · β1
0 1 · · · β2
...

...
...

...
0 · · · 1 βN

 · ∇x


λ0
λ1
λ2
...


 (A.24)

=


〈S〉
〈vS〉〈
v2S

〉
...

 .

To put this analysis into perspective, consider an Eulerian computational mesh in physical

space. Assume that some of the cells are initially distributed in velocity coordinate accord-

ing to a normal distribution. For a normal distribution, a minimum of three moments are

required to reconstruct the distribution using ME. The system of equations reads as m(0) m(1) m(2)

m(1) m(2) m(3)

m(2) m(3) m(4)

 ∂

∂t

 λ0
λ1
λ2

 +

 m(1) m(2) m(3)

m(2) m(3) m(4)

m(3) m(4) m(5)

 · ∇x

 λ0
λ1
λ2

 (A.25)

=

 0
0
0

 ,

for which collisionless flow has been assumed. It is clear that six moments are needed

in order to formulate and close the system of equations. In general, if N are the number

cVandermonde factorization to be precise if the moments can be expressed as polynomial functions
(weights and abscissas).
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of moments needed to reconstruct the distribution, N + 3 are the number of moments

needed to close the system of equations. The exact form of the system of equations after

factorization (Jensen or linear combination) requires further analysis and justification; for

now, assume that the convection coefficients are available from the Jensen factorization,

reducing Equation (A.25) to

∂

∂t

 λ0
λ1
λ2

+

 U0 U1 U2
U1 U2 U3
U2 U3 U4

 · ∇x

 λ0
λ1
λ2

 =

 0
0
0

 . (A.26)

The matrix of coefficients Ui is symmetric and positive-definite, with real eigenvalues and

can be diagonalized as

U = RΛR−1, (A.27)

where R is the matrix whose columns are the eigenvectors of U, and Λ is the diagonal

matrix of eigenvalues of U. The system in Equation (A.26) can be now rewritten as

∂

∂t

 w̃0
w̃1
w̃2

+

 Λ0 0 0
0 Λ1 0
0 0 Λ2

 · ∇x

 w̃0
w̃1
w̃2

 =

 0
0
0

 , (A.28)

where w̃ = R−1λ. The transformation in Equation (A.28) allows writing the system as a

set of decoupled PDEs of the form

∂w̃0

∂t
+ Λ0∇xw̃0 = 0 (A.29)

∂w̃1

∂t
+ Λ1∇xw̃1 = 0 (A.30)

∂w̃2

∂t
+ Λ2∇xw̃2 = 0. (A.31)

The system in Equation (A.26) is strictly hyperbolic, thanks to the structure of U. The

reduced system in Equation (A.28) corresponds to a set of linear equations easily imple-

mented within the finite volume framework, without the need of specialized numerical

schemes.d In principle, Equation (A.29) is a transformation for the original moment equa-

tion, that preserves the essential mathematical structure in velocity coordinate when ME

is used as an approximation for the NDF.

A question that is important to ask at this point is Can this reduced system capture PTC?

Assume a 1-dimensional computational mesh in physical space in the nondimensional

dCompared to the moment transport equations that use kinetic schemes to reconstruct the advective fluxes.



96

interval [−1, 1]. The distribution of velocities is located initially in −0.40 ≤ x ≤ −0.35 and

0.35 ≤ x ≤ 0.4. In these intervals, the moments of the distribution can be calculated and

a ME function can be reconstructed; after this process, the coefficients of ME are available

and the system Equation (A.29) can be obtained.e Figure A.1 shows the evolution of

transformed system. In principle, it is possible to substitute the transport of moment

(Equation (A.5)) by the transport of reduced coefficients (Equation (A.26)), from which

it is possible to capture PTC at the level of the characteristics of the system (eigenvalues)

without the need of specialized discretization schemes. More research needs to be devoted

to the matrix factorization and to testing the limits of the model.

A.2 Closures Based on Maximum entropy
Another way to tackle the closure problem is dealing directly with the approximation

of the NDF. For instance, consider Equation (A.6) and its unclosed convection term. All

the research presented so far (original and reviewed) uses some kind of functional approx-

imation to the joint NDF in order to treat the high order term; in all the cases, a general

form for these functions corresponds to

F(z) =
N

∑
α=1

wαδ(z, zα, χ), (A.32)

in which z are generic variables that represent velocity, size, and other scalars. Concrete

representations of δ(z, zα, χ) can be found in DQCMOM (Chapter 3), where it was charac-

terized as

δ(z, zα, χ) = δ(z− zα), (A.33)

a Dirac-delta function in the different variables of phase space, following mostly the re-

search of Fox and coworkers.29,30,43,46,47,61 It was also found in PMOM (Chapter 4), where

it was loosely presented as

δ(z, zα, χ) = `α(z)gα(z, χ)fα(z). (A.34)

It can also be found in Chalons et al.,71 Yuan et al.,77 and Marchisio and Fox 8 where it was

represented by the canonical distributions: Normal, Beta, and Gamma. For instance, for

eTime and physical space are nondimensional quantities.
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Figure A.1: Evolution of the decoupled system of transport equations. (a) Initial position
of the fields. (b) The packets move in opposite direction towards each other. (c) Point of
crossing. (d) The characteristics have successfully crossed each other

the Beta distribution with z in only one dimension of the phase space the representation is

δ(z, zα, χ) =
zzα/(χ−1)(1− z)1−zα/(χ−1)

B(zα/χ, (1− zα)/χ)
, (A.35)

where B is the beta function.151

Following the same concepts, we propose a closure approximation of the form of Equa-

tion (A.32) where

δ(z, zα, χ) = exp[−χ0 − χ1z− χ2z2] (A.36)

is a ME solution of Equation (A.2) with 3 moment constraints. Assume that an approxi-

mation to the NDF in one dimension of the phase space, can be written as
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F(ξ) =
Nξ

∑
α=1

wαδα(ξ, λ) (A.37)

=
Nξ

∑
α=1

wα exp[−λ
(α)
0 − λ

(α)
1 ξ − λ

(α)
2 ξ2].

Specifying the problem requires us to formulate a system of equations to find wα, λ
(α)
i . In

order to find λ
(α)
i a nonlinear system of equations is formulated as

∫
R

exp[−λ
(α)
0 − λ

(α)
1 ξ − λ

(α)
2 ξ2]dξ = µ0 (A.38)∫

R
ξ j exp[−λ

(α)
0 − λ

(α)
1 ξ − λ

(α)
2 ξ2]dξ = µj∫

R
ξk exp[−λ

(α)
0 − λ

(α)
1 ξ − λ

(α)
2 ξ2]dξ = µk.

The system Equation (A.38) can be solved with very efficient algorithms,152 similar to

those used to improve the solutions in ME optimization. The exponents j and k are ar-

bitrary, so we focus on using lower order moments in order to approximate higher order

moments and ultimately the NDF. Now, taking the moments in Equation (A.35) we obtain

∫
R

ξ iFdξ =
∫

R
ξ i

Nξ

∑
α=1

wαδα(ξ, λ)dξ (A.39)

µi =
Nξ

∑
α=1

wα

∫
R

ξ iδα(ξ, λ)dξ.

Once the value of each δα(ξ, λ) = exp[−λ
(α)
0 − λ

(α)
1 ξ− λ

(α)
2 ξ2] is obtained from the solution

of the nonlinear system Equation (A.39) is used to formulate a linear system to find the

values of wα. The availability of wα, λ
(α)
i will allow finding F(ξ) and approximate higher

order moments to close the transport equations. This procedure is useful whenever a

handful of moments are available through a moment transport equation and higher order

moments need to be approximated in order to close the transport equations.

In order to test the validity of this technique, a test has been conducted in which a

Gaussian and Beta distributions are reconstructed using four of its moments. For the

Gaussian distribution, a set of a thousand random normally distributed numbers were

computed and the first four sample moments were calculated from these data. Similarly,

a thousand numbers were computed from a sample distributed with a beta distribution,
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and the sample moments were calculated. Table A.1 shows the calculated moments from

the raw data. Using those moments, the distributions will be approximated as

F(ξ) = w1δ1(ξ, λ) + w2δ2(ξ, λ) + w3δ3(ξ, λ), (A.40)

where

δα(ξ, λ) = exp[−λ
(α)
0 − λ

(α)
1 ξ − λ

(α)
2 ξ2]. (A.41)

In order to find the coefficients λ(α), 3 nonlinear systems of the form of Equation (A.38)

need to be solved, in which the triplets of moments (0, j, k) are given by

(µ0, µj, µk) = {(µ0, µ1, µ2), (µ0, µ1, µ3), (µ0, µ2, µ3)}. (A.42)

With the computed coefficients, it is possible to completely characterize the functions

δα(ξ, λ) and propose the linear system ∫
R

δ1(ξ, λ)dξ
∫

R
δ2(ξ, λ)dξ

∫
R

δ3(ξ, λ)dξ∫
R

ξδ1(ξ, λ)dξ
∫

R
ξδ2(ξ, λ)dξ

∫
R

ξδ3(ξ, λ)dξ∫
R

ξ2δ1(ξ, λ)dξ
∫

R
ξ2δ2(ξ, λ)dξ

∫
R

ξ2δ3(ξ, λ)dξ

 w1
w2
w3

 =

 µ1
µ2
µ3

 . (A.43)

The results are presented in Figure A.2.

Table A.1: First 4 moments of a Gaussian and Beta distribution

Gaussian Beta
µ0 1 1
µ1 0.2478 0.2888
µ2 0.0658 0.1081
µ3 0.0185 0.0480
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Figure A.2: Reconstruction of the data using the ME-based closure. (a) Reconstruction of
the distribution using moments from a beta distributed samples. (b) Reconstruction of a
distribution using moments from normally distributed samples.



APPENDIX B

NDF RECONSTRUCTION USING SPLINE

POLYNOMIALS

function [Ms,P,Dpn,Ebinn] = PolyReconst(Ebin,Dp,M,N1,nI,nE,k,ks,tol,BC)

% first reconstruction

[zt,toln] = SolveCoefAuto(Ebin,M,N1,nI,k,tol,BC);

% Reconstructed polynomials

P = zeros(nI-1,nE);

for i = 1:nI-1

P(i,:) = zt(1,i) + zt(2,i)*(Dp(i,:)-Ebin(i)) +

zt(3,i)*(Dp(i,:)-Ebin(i)).^2;

end

figure(1)

plot(Dp(1,:),P(1,:),Dp(2,:),P(2,:),Dp(3,:),P(3,:),Dp(4,:),P(4,:),...

Dp(5,:),P(5,:),Dp(6,:),P(6,:));

Dp1 = Dp(1,1);

Dpend = Dp(end,end);

% analytical moments

mr = [0.10,0.15,0.25,0.25,0.15,0.10]; % mass redistribution vector

Mb = AnalMom(Ebin,zt,ks,nI);

b = any(Mb(1,:) < 0);

if (b == 1)

while (b == 1)

pmax = zeros(1,nI-1);

for h = 1:nI-1

pmax(h) = max(P(h,:));

end

[~,Ip] = sort(pmax);

[~,Im] = sort(Mb(1,:));

Is = Ip - Im;

% [~,Is] = ismember(Ip,Im);

[~,col] = find(~Is);

Et1 = Ebin(col(1)); Et2 = Ebin(col(end));

Ebin = linspace(Et1,Et2,nI);

for h = 1:nI-1
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Dp(h,:) = linspace(Ebin(h),Ebin(h+1),nE);

end

Mt = sum(M,2);

Mr = zeros(length(ks),nI-1);

for h = 1:nI-1

for h2 = 1:length(ks)

Mr(h2,h) = Mt(h2).*mr(h);

end

end

[zt,toln] = SolveCoefAuto(Ebin,Mr,N1,nI,k,tol,BC);

Mb = AnalMom(Ebin,zt,ks,nI);

for i = 1:nI-1

P(i,:) = zt(1,i) + zt(2,i)*(Dp(i,:)-Ebin(i)) +

zt(3,i)*(Dp(i,:)-Ebin(i)).^2;

end

b = any(Mb(1,:) < 0);

end

Ms = Mb;

Dpn = Dp;

Ebinn = Ebin;

else

Ms = Mb;

Dpn = Dp;

Ebinn = Ebin;

end

figure(2)

plot(Dpn(1,:),P(1,:),Dpn(2,:),P(2,:),Dpn(3,:),P(3,:),Dpn(4,:),P(4,:),...

Dpn(5,:),P(5,:),Dpn(6,:),P(6,:));

xlim([Dp1,Dpend]);

return

%-----------------------------------------------------------------------

function Ma = AnalMom(Ebin,zt,ks,nI)

Ma = zeros(length(ks),nI-1);

for i = 1:nI-1

for j = 1:length(ks)

It1 = Ebin.^(ks(j)+1);

It2 = Ebin.^(ks(j)+2);

It3 = Ebin.^(ks(j)+3);

I1 = diff(It1)/(ks(j)+1);

I2 = diff(It2)/(ks(j)+2);

I3 = diff(It3)/(ks(j)+3);

Ma(j,i) = zt(1,i)*I1(i) + zt(2,i)*(I2(i)-Ebin(i)*I1(i)) +...

zt(3,i)*(I3(i) - 2*Ebin(i)*I2(i) + Ebin(i)^2*I1(i));

end

end
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return

%-----------------------------------------------------------------------
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