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ABSTRACT 

Public health surveillance systems are crucial for the timely detection and 

response to public health threats.  Since the terrorist attacks of September 11, 2001, and 

the release of anthrax in the following month, there has been a heightened interest in 

public health surveillance. The years immediately following these attacks were met with 

increased awareness and funding from the federal government which has significantly 

strengthened the United States surveillance capabilities; however, despite these 

improvements, there are substantial challenges faced by today’s public health 

surveillance systems. Problems with the current surveillance systems include: a) lack of 

leveraging unstructured public health data for surveillance purposes; and b) lack of 

information integration and the ability to leverage resources, applications or other 

surveillance efforts due to systems being built on a centralized model. This research 

addresses these problems by focusing on the development and evaluation of new 

informatics methods to improve the public health surveillance.  

To address the problems above, we first identified a current public surveillance 

workflow which is affected by the problems described and has the opportunity for 

enhancement through current informatics techniques. The 122 Mortality Surveillance for 

Pneumonia and Influenza was chosen as the primary use case for this dissertation work. 

The second step involved demonstrating the feasibility of using unstructured public 

health data, in this case death certificates. For this we created and evaluated a pipeline 
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composed of a detection rule and natural language processor, for the coding of death 

certificates and the identification of pneumonia and influenza cases. The second problem 

was addressed by presenting the rationale of creating a federated model by leveraging 

grid technology concepts and tools for the sharing and epidemiological analyses of public 

health data. As a case study of this approach, a secured virtual organization was created 

where users are able to access two grid data services, using death certificates from the 

Utah Department of Health, and two analytical grid services, MetaMap and R. A 

scientific workflow was created using the published services to replicate the mortality 

surveillance workflow. To validate these approaches, and provide proofs-of-concepts, a 

series of real-world scenarios were conducted. 
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CHAPTER 1 

INTRODUCTION 

Problem Statement 

Public health has been a public health initiative for many centuries [1]. Timely 

and accurate detection have been stressed because it can dramatically reduce the 

morbidity and mortality of a population [2]. Moreover, data integration and/or system 

interoperability is crucial to the early detection of an outbreak or exposure [3].  The rapid 

spread and economic impact of SARS in 2003 [4] and the global response to the 2009 

pandemic influenza (H1N1) outbreak [5] are prime examples of the need for enhancing 

global public health surveillance systems.  Throughout the literature, it is documented 

that traditional public health surveillance systems in the United States and elsewhere are 

not effective to fully address these emerging threats and challenges posed by the lack of 

interoperability and/or system integration in public health [6, 7]. Moreover, current public 

health systems do not take advantage of recent advances in the field of informatics and 

computer science, which are commonly used in scientific research, e-commerce, finance, 

etc.  This situation of the disease surveillance systems is unacceptable, especially in 

today’s world where news media and the public expect immediate information on new 

public health threats. Improving the current system can provide better situational 

awareness and aid in the execution of an appropriate countermeasure response. Therefore, 
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new nontraditional methods using modern computer science and informatics approaches 

are critical to address these problems. 

Problem Definition 

Interest in public health surveillance has been on the rise since the early 2000s 

terrorist. A result of these attacks was the increased federal government funding, which 

has significantly strengthened the United States surveillance capabilities; however, 

despite these improvements, there are substantial opportunities and challenges in 

sustaining and enhancing our public health surveillance capabilities. For example, today’s 

public health surveillance systems—though extensive and sophisticated in many cases—

are unable to fully meet the demands for a comprehensive, near real-time information that 

is essential for quick, guided responses. A major reason for that may be many of the 

current technologies used in monitoring diseases are significantly limited in their ability 

to detect emerging health threats and share data across various channels efficiently 

among agencies. Strengthening these capabilities are key priorities to the National 

Biosurveillance Strategy for Human Health (NBSHH) [8]; however, public health 

officials are facing challenges to enhance surveillance capabilities  based on the 

recommendations of The Strategy [9].  Consequently, the Centers for Disease and Control 

and Prevention (CDC), in collaboration with its national and international partners, has 

been involved with ongoing research to find new methods and technologies to augment 

existing public health surveillance capabilities that will help bridge the data exchange gap 

that currently exists.  A 2010 report by the President’s Council of Advisors on Science 

and Technology (PCAST) [10] noted that Health Information Technology lags behind 

other industries in areas such as data analysis and the integration of data and systems to 
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aid in decision making [10]. New resources and tools are developing in fields such as 

informatics, computer science and geography which can be leveraged to help in the 

development of an enhanced public health surveillance system. However, before 

deploying these technologies in public health departments, it is imperative to demonstrate 

their usefulness. Gesteland et al. [11], in their groundbreaking EpiCanvas paper, showed 

that such demonstrations can be done very effectively by developing academic 

prototypes. 

The following three sections describe current technical issues which need to be 

addressed to enhance public health surveillance. 

Problem 1: Unstructured Data 

The US public health system is a large, distributed entity that captures a wealth of 

information. However, much of the data useful for public health surveillance are usually 

available in unstructured, free text format which can easily be read and understood by 

humans, but is difficult for computers to decipher [12]. Moreover, the analyses of these 

unstructured data have inherent problems and should use structured data to successfully 

identify target population. Structured, coded data such as International Classification of 

Diseases, 10th Revision (ICD-10) codes are extensively used in by public health 

surveillance systems because of their ability to easily parse, process, and manipulate data 

[12]. In addition, it is postulated that the ability to transform these data into a more 

structured format is ideal for surveillance systems because it provides greater sensitivity 

over specificity allowing greater detection of events of interest [12]. 

Potential data sources for public health surveillance can be easily found 

unstructured, free-form text throughout public health organizations [12] such as vital 
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records systems or epidemiology investigator’s case notes. These sources add value to a 

public health surveillance investigative team because they provide information that are 

not typically available in structured data sources [12, 13]. Therefore, the ability to 

structure this information for surveillance purposes will allow for greater sensitivity 

provided by structured data and increase specificity in detecting an outbreak.  

Most public surveillance systems that use unstructured, free text data are usually 

from information from emergency departments, and/or clinical reports such as discharge 

summaries, radiology reports, the patients’ electronic medical record, and more [13].  

These textual sources provide potentially valuable data to aid with the detection and 

characterization of diseases and/or emerging public health threats. Nevertheless, despite 

their success, the use of unstructured data is not prevalent among public health systems 

[8] primarily because of the limitation in the nontraditional data sources many of these 

systems collect [14].  

One source of data which has proven effective and is widely used in public health 

is death certificates. The causes of death from death certificates are used weekly to 

determine the number of deaths that are associated with pneumonia and influenza[12]. 

This information is reported by the CDC (http://www.cdc.gov/flu/weekly/) to assess the 

severity of the pneumonia and influenza season in the United States. Persons have 

alluded to the idea of mining information from death certificates for conditions of interest 

[12]; however, current research does not provide information on processing and coding 

death notes to help create a more suitable, structured, coded death data for public health 

surveillance systems to decipher [15]. Therefore, rigorous research is needed to develop 



  

 

5 

the capability, and evaluate the feasibility of utilizing unstructured public health data to 

contribute to the earlier detection of conditions and threats.  

Problem 2: Integration of Information 

Most public health departments are “organized vertically” into data silos and as a 

result, public health information exists in many public health systems: immunization 

registries, birth and death information systems, individual case reports, data files and 

surveillance systems [16, 17]. Many of these were developed to meet the information 

needs and goals of individual programs [16, 17]. Although their implementations have 

been successful in allowing diverse programs to collect the necessary information the 

lack of integration has fostered a “patchwork of data systems” that has resulted in 

duplication of efforts, unutilized public health information, and difficulty in efficiently 

and effectively performing the three primary functions of public health: assurance, policy 

development and assessment.  

Transforming public health’s disease surveillance system to develop a more 

robust, integrated system (to share information among agencies) has become increasingly 

important [3].  Multiple  laws and initiatives such as The National Biosurveillance 

Integration Center (NBIC) code [18], the Federal Health Architecture initiative [19],  

HPSD-21 (Public Health and Medical Preparedness) [20], Homeland Security 

Presidential Directive (HSPD)-10 (Biodefense for the 21
st
 Century) [21], Public Law 

109-417 (Pandemic All-Hazards and Preparedness Act) [22], Public Law 110-53 

(Implementing Recommendations of the 9/11 Commission Act of 2007) [23], and most 

recently, the National Biosurveillance Strategy for Human Health [8], have all called for 
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the protection of the health of Americans by facilitating information sharing across all 

sectors and jurisdictions in regard to health-related threats and events.  

In response to these legislative initiatives and recommendations from various 

committees, the federal government has invested millions of dollars in the development 

and implementation of numerous separate and independent disease surveillance and 

biosurveillance systems. Despite the millions invested, there is still lack of integration 

and interoperability among these systems. This was pointed out by The National 

Biosurveillance Advisory Subcommittee (NBAS) which was created to review federal 

funded biosurveillance efforts [24]. In their 2009 review, the NBAS recorded a total of 

300 disparate biosurveillance efforts and concluded that many of these systems were 

program/disease specific, duplicative and lacks integration and/or interoperability. 

Although many initiatives came about after 9/11 to increase the sharing of public health 

information since the inception of this dissertation very little progress has been made.  

Academic proof-of-concept prototypes are an alternative approach to engage the public 

health community with modern approaches such as web services and grid technology 

which are widely used in the research academic setting. 

Problem 3: Sharing of Resources and Applications 

As noted earlier, the federal government has invested in developing and 

implementing equipment and technologies to support early detection of diseases. 

However, during that period there was, and still is, no  comprehensive national strategy to 

provide guidance on how to integrate analysis mechanisms, resources and technologies 

developed by different federal agencies [25].  
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Currently, public health functions in the United States are conducted at 59 state 

and territorial health departments, over 3,000 local health departments and other entities 

such as clinical laboratories and federal agencies [26]. Despite the many participants 

involved, there is little to no communication and collaboration across the multiple public 

health agencies and government sectors. Officials at Human Health Services (HHS) and 

other federal, state, and local agencies recognizes the need to increase the use of 

information technology in public health systems to collect, analyze, and share public 

resources [26]. However, it is noted that the HHS has not developed or implemented an 

overall strategy to integrate disparate public health systems, thus not achieving the 

unified, nationwide, electronic public health network that was a stated in the Pandemic 

and All-Hazards Preparedness Act [22].  Moreover, the Government Accountability 

Office (GAO) has noted, public health agencies are limited in their ability to 

electronically collect, analyze, and, share public health information [26]. Therefore, it is 

evident that providing an infrastructure which will enhance and foster collaboration 

among federal, state, and local government agencies can reduce the duplication of efforts 

and provide resources to help share not only data but also analytical capacity. 

Study Justification 

Fiscal, cultural, social and political issues in public health hamper the 

enhancement and/or development of surveillance system infrastructures to address 

emerging threats and challenges in a timely manner. Such a system will allow public 

health officials dynamic access to tools and disparate, heterogeneous information to meet 

their ever-changing needs. However, over the past decade, the literature has shown that it 

is difficult to create this type of public health surveillance system [27]. Nevertheless, 



  

 

8 

there are opportunities to leverage current methods and technologies to overcome current 

challenges faced in enhancing and transforming our public health surveillance systems 

capabilities. Therefore, the dissertation aims to demonstrate how different technology can 

be leveraged to overcome three common challenges faced by current public health 

surveillance systems. In addition, questions posed by the NBAS report about leveraging 

resources from other fields to build such a system can be answered. Table 1.1 presents a 

summary of the key challenges that are investigated in this dissertation and what methods 

can be leveraged from the informatics domain to address these challenges are 

approached. A background of each technology/method is found in Chapter 3. 

 

Table 1.1: Description of key problems and corresponding action being taken 

Key Problem Method being leveraged Approach Taken 

Public health unstructured 

data 

Natural Language 

Processing (NLP) 

Use a natural processor 

to generically code death 

certificates and apply 

data mining methods to 

identify cases of interest 

(pneumonia and 

influenza case). 

Information sharing Grid technology Explore and develop a 

decentralized 

architecture for sharing 

death certificate records. 

Application and resource 

sharing to increase 

collaboration and 

decrease duplications. 

Grid technology and R Use grid technology to 

allow users access to 

analytical services that 

are applicable to the 

public health domain. 

These applications allow 

access to NLP tools in a 

non-technical 

environment and data 

analysis using an open 

source statistical 

software package.  
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Main Objectives 

This project aims at addressing key challenges that limit the enhancement and 

transformation of public health surveillance systems by providing a glimpse of what can 

be accomplished at national scale when using advanced computational methods to 

provide a nationwide public health network for public health surveillance. This research 

study aims to answer the following questions: 

Primary question. How can we leverage existing technologies to develop 

prototypes as proof-of-concepts so that these technologies can be used to enhance current 

surveillance systems?  

Secondary question. What existing technology can be used to: 

1. Create a pipeline to process unstructured public health data and 

automatically identify conditions/diseases of interest. 

2. Create a robust, interoperable information-sharing between public health 

agencies. 

Study Aims 

Aim I 

Demonstrate the capacity to use death certificates as an example of using 

unstructured public health data for surveillance using available off-the-shelf technologies.  

Hypothesis.  A death certificates pipeline (DCP), composed of a detection rule 

and a natural language processor, can be created for the 1) standardization/coding of 

death certificates, and 2) automatic identification of pneumonia and influenza cases. It is 

hypothesized that the DCP accuracy will be comparable to existing methods. 
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Research question 1.1.  Can natural language processing tools be used to 

standardize and code death certificates to identify pneumonia and influenza deaths? 

Research question 1.2.  How does the output compares to current standard 

methods? 

Aim II 

Evaluate the use of grid technology to share, analyze and process public health 

data. 

Hypothesis.  A new public health surveillance architecture can be developed to 

allow the sharing of public health data and provide access to distribute computing tools 

not commonly used in public health to aid in the processing of public health data.  

Research question 2.1.  Can grid technology be used to effectively share 

electronic death records? 

Research question 2.2.  Can grid technology approaches be leveraged to aid in 

processing public health data, specifically death certificates, in a less technical 

environment? 

Aim III 

To develop and deploy commonly used public health surveillance algorithms in a 

grid environment. 

Hypothesis.  Exposing an analytical tool based on the statistical open source tool 

R can be developed to demonstrate the usefulness of grid technology to share resources 

that were developed by different public health entities.  
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Related Work 

This section discusses the different approaches which have been used to help 

overcome the key challenges being addressed in this dissertation.  

Unstructured Data 

The importance of unstructured or textual data for monitoring and identifying 

various conditions and diseases—especially globally in the private sector—is growing. 

For example, sources like the Public Health Agency of Canada’s Global Public Health 

Intelligence Network (GPHIN) [28] constantly mines available free text global news 

media sources and health and sciences websites for disease outbreaks.  Similarly, Project 

Argus [29] and ProMed-mail (the Program for Monitoring Emerging Diseases) [30] 

automatically monitor local and national media reports to rapidly disseminate information 

on outbreaks. HealthMap [31] and Global Health Monitor [32] also use internet and 

media information such news reports to automatically provide users potential disease 

cases about human and animal health. 

The United States federal government has also built systems that incorporate 

unstructured data into their analyses many of which have used chief complaints; for 

example, the Biosense system uses natural language processing techniques to extract data 

from unstructured chief complaints [33]. Another system, the Biosurveillance Common 

Operating Network (formerly the National Biosurveillance Integration System (NBIS)) 

integrates information from over 120 data streams and handles a large quantity of 

structured and unstructured data including open source news feed.   

While the approaches discussed are novel, and idealistic, many of the attempts to 

use unstructured data in public health surveillance systems have focused on few data 
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sources, mostly, medical records—chief complaints and nontraditional data sources—

news feed. The desired functionality of unstructured data in public health information 

systems needs to be from various data sources such as data from public health agencies. 

As the NBSHH noted, more evaluation is needed to demonstrate the usefulness 

(particularly the precision supported by the data)  of using various unstructured public 

health data for disease surveillance purposes [8].  

Information and Resource Sharing 

The lack of information integration presents major vulnerabilities in the public 

health system’s ability to rapidly detect public health emergencies.  In 2003, the CDC led 

the initiative to create a system called BioSense with its aim to mitigate this existing 

vulnerability [34].  BioSense collects and transmits patient related data such as chief 

complaints and diagnosis data to a centralized data warehouse.  Users can then access 

data that are being shared to perform various statistical analyses. Despite the attempt to 

increase information sharing, this centralized model of information sharing has proven to 

be difficult to scale and costly to maintain [35]. These barriers have been continuously 

reported in the literature; however, it does not offer a strategy to address those barriers to 

create an information-sharing environment. The enhancement to the current functionality 

in existing biosurveillance applications (e.g., BioSense) with distributed computing, grid 

architectures, and/or an open federated model for data access and exchange is one 

possible approach that could be used to potentially decrease many of the current 

limitations. 

The Centers for Disease and Control and Prevention (CDC) and their national and 

international partners have been exploring new methods to increase information sharing 
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in public health.  They made poison data available at a national scale by creating a secure 

data web service; this service used by an in house tool, Quicksilver, to visualize 

aggregated clinical effect data both geospatially and via a time series chart [35]. Future 

work and recommendations for the project discussed that the next steps would involve 

extending the existing web services into grid enabled services. However, to date further 

work on this project has not been published.  

One of the key challenges the literature does not address is the sharing of public 

health resources. To date, there has not been any research on sharing public health 

applications for the larger public health community.  

Division of Chapters 

This introductory chapter, Chapter 1, provided an overview of the core research 

problem that is being addressed by this dissertation and provides an overview of previous 

approaches that have been undertaken for this task. In addition, the goals of the study and 

the hypothesis for each of the study’s three aims to help improve upon previous 

approaches were also presented. To help guide readers through the rest of this dissertation 

the list below provides an overview of each of the remaining chapters: 

 Chapter 2, The Literature Review section describes the public health surveillance 

needs that motivate this study, prior research that has been conducted in this area, 

and how this study aims to improve on prior work. This section puts the research 

project in context and shows the value added by this dissertation.  

 Chapter 3, the Technology Background section, describes the technologies used in 

this research project.  
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 Chapter 4, Methods section, describes the data and resources used for this 

dissertation and outline the study’s experimental design; additionally, this section 

describes the informatics procedures that were used to develop the prototypes and 

details at a technical level and their advantages over other approaches.  

 Chapter 5, Results section, contains the findings of this study in substantial detail. 

 Chapter 6, Discussion section, provides additional interpretation of the results, 

explains limitations of this study and suggests opportunities for future work. 

 Chapter 7, the Conclusion, concludes the study and postulates on the potential 

implications of this study for the biomedical informatics research community. 



 

 

 

CHAPTER 2 

PUBLIC HEALTH SURVEILLANCE SYSTEMS AND  

INFORMATICS’ IMPACT ON PUBLIC  

HEALTH SURVEILLANCE 

Introduction 

 With public health disease surveillance dating back to the 1348 bubonic plague 

epidemic [1], there is abundant literature on biosurveillance and public health 

surveillance. Therefore, for the purpose of this literature review, we will focus on the 

following: 

1. Brief history of Public Health Surveillance and Informatics Influence 

2. Literature discussing the integration and coordination of current surveillance 

systems 

3. Literature pertaining to existing surveillance and biosurveillance systems 

Brief History 

While epidemiology can trace its origins to Hippocrates' study of the relationships 

between environmental factors and disease, the “Black Death,” which was a phrase 

coined due to the 1348 bubonic plague epidemic, is recognized as one the first public 

health actions—quarantine—attributed to public health surveillance. The Venetian 
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Republic appointed three “guardians of public health” to prevent ships with infected 

passengers from docking at the port [1]. Quarantine measures were used again in 1377 in 

Marseilles to control the spread of infectious diseases by detaining travelers from plague 

infected areas [36]. Since then the concept of public health surveillance has evolved over 

the centuries.  

The 15th-century Renaissance brought about the scientific revolution and in 1532, 

the town council in London, England birthed the idea of systematic, ongoing collection of 

mortality data, later known as Bills of Mortality, to record the number of persons dying 

from the plague outbreak  [37]. Although these Bills of Mortality data were collected 

intermittently for over 100 years, it was not until the 1600s that they were used for 

surveillance purposes when the number of causes of death and burials were reported by 

the clerks of London to the Hall of the Parish Clerk’s Company. The statistics from the 

data were published in a weekly Bill of Mortality [38]. 

In the late 1600s John Graunt comprehensively analyzed and interpreted these 

weekly bills and in 1662 he published his book Natural and Political Observations Made 

upon the Bills of Mortality [39]. His revolutionary work allowed him to be cited as the 

first to “conceptualize and quantify the patterns of disease and to understand that 

numerical data on the population could be used to study the cause of disease” [1]. 

In the United States, the first documented legislation for public health surveillance 

came in 1741 when the colony of Rhode Island passed an act which required the 

reporting of contagious diseases by tavern keepers. Two years later, a broader law was 

passed which included the mandatory reporting of cholera, yellow fever, and smallpox 

[40]. This started the idea of infectious disease reporting being mandated by legislation or 
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state laws. 

A few years after the legislation passed in Rhode Island, public health 

surveillance began being part of policy development. In 1766, Johann Peter Frank 

encouraged a more extensive form of public health surveillance in his native country 

Germany, particularly in the areas of schoolchildren health, maternal and child health, 

injury prevention and public water and sewage disposal [40]. He created a health policy 

that impacted the people of Germany and countries which had close cultural contact with 

the country [1]. Many countries, such as France in 1788, soon recognized that the health 

of the population was the state’s responsibility [1].     

During the 19th century public health surveillance came into its own due to 

pioneering work done by Sir Edwin Chadwick, William Farr, John Snow, and Lemuel 

Shattuck. As the Secretary of the Poor Law Commission in England, Sir Edwin 

Chadwick used surveillance data to show that there was a correlation between poverty 

and disease, using surveillance data [41]. Similar findings were reported by Lemuel 

Shattuck in his “Report of the Massachusetts Sanitary Commission” (1850), where he 

used survey data from sanitary conditions in Massachusetts to show the link between 

communicable diseases and living conditions and maternal and infant mortality [41].  In 

his report, Shattuck recommended that a permanent statewide public health infrastructure 

should be created and suggested the establishment of health offices at state and local 

levels to assist in the gathering of statistical information on public health conditions. 

Shattuck also recommended a statewide decennial census, standardizing causes of death 

nomenclature, and the collection of health data by gender, age, profession, socioeconomic 

level and locality [41]. Although his comprehensive plan was not initially adopted, some 
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of his proposed solutions were implemented and became routine public health activities 

during the 20th century and remain the necessary pillars for implementing any modern 

public health surveillance system. 

In 1838, William Farr was appointed as the first Compiler of Abstract (medical 

statistician) and during his time at the General Register Office, which was established to 

improve the accuracy and completeness of mortality data that were collected in England 

and Wales, he created a surveillance system which led to his being recognized as the 

“founder of the modern concept of surveillance” [42]. He was the first Compiler of 

Abstract to collect and analyse vital statistics data (such as birth and death information) to 

describe the magnitude and impact of a disease in various populations; this evaluation 

was reported regularly to English authorities and the general public [42].  

While William Farr is known as the “founder of the modern concept of 

surveillance,” another British contemporary, John Snow, is known as the father of modern 

epidemiology for his work in 1854 about the causes of the 19th-century cholera 

epidemics. Snow plotted the cholera deaths and was able to trace the deadly outbreak in 

London to a contaminated water pump on Broad Street [38].  Snow described his findings 

as:  

On proceeding to the spot, I found that nearly all the deaths had taken place 

within a short distance of the [Broad Street] pump. There were only ten deaths in 

houses situated decidedly nearer to another street-pump. In five of these cases the 

families of the deceased persons informed me that they always sent to the pump in 

Broad Street, as they preferred the water to that of the pumps which were nearer. 

In three other cases, the deceased were children who went to school near the 

pump in Broad Street…. With regard to the deaths occurring in the locality 

belonging to the pump, there were 61 instances in which I was informed that the 

deceased persons used to drink the pump water from Broad Street, either 

constantly or occasionally…. The result of the inquiry, then, is, that there has been 

no particular outbreak or prevalence of cholera in this part of London except 

among the persons who were in the habit of drinking the water of the above-
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mentioned pump well. I had an interview with the Board of Guardians of St 

James’s parish, on the evening of Thursday, 7th September, and represented the 

above circumstances to them. In consequence of what I said, the handle of the 

pump was removed on the following day [43].  

The pump handle was removed by Snow on September 8, 1854 and this resulted 

in the rapid decrease of cholera cases. Snow’s work illustrated how to use public health 

surveillance activities for targeting and monitoring public health interventions. 

By the 20th century public health surveillance systems expanded and became 

more diverse and sophisticated. During this time, The United States (US) played an 

integral part in the development of new models and concepts for public health 

surveillance. This was due to the fact that the country in 1942 created the Centers for 

Disease Control and Prevention (CDC) which was responsible for the nation’s public 

health surveillance efforts. By 1955, a little over a decade since its establishment, the 

CDC intensified its active surveillance of acute poliomyelitis cases to provide evidence 

that the epidemic could be traced to one vaccine manufacturer [38].  

The late 1900s saw many victories for public health surveillance efforts; it played 

a vital role during the campaigns for smallpox (1967-1988), poliomyelitis and guinea 

worm eradications and for the control of emerging and reemerging infectious diseases 

[38]. Also, in the 1980s the advent of microcomputers revolutionized the way many 

surveillance organizations, such as CDC, collected, analysed, and shared public health 

surveillance data.  

Mortality Surveillance 

Much of the investigation uses mortality surveillance as the primary use case. 

This section presents a brief background of mortality surveillance and the rationale for it 
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being chosen as the primary case study.  

As seen in the previous section, the ongoing monitoring of mortality is not a novel 

idea. For many years it has played a crucial role in detecting and estimating the 

magnitude of a disease during epidemics or the severity of an influenza season [1]. 

Today, mortality surveillance continues to be a critical activity for public health agencies 

throughout the world [44-46]. 

The US uses death certificates as the primary data source to exemplify epidemics 

and measure the severity of influenza seasons [47]. Although there are three systems that 

monitor influenza-related mortality, one system in particular will be the focus of this 

study, the 122 Cities Mortality Reporting System [46]. This system calculates and 

publishes the total number of death certificates filed in 122 US cities, as well as providing 

the number of deaths due to pneumonia and influenza [46]. The current workflow for 

identifying these deaths includes three key stages: access to death information, 

identifying pneumonia and influenza deaths from unstructured death records and the use 

of SAS or manual review of reports to analyze trends; the workflow process is depicted 

in Figure 2.1. 

 

 

Figure 2.1: Current mortality surveillance workflow 
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Public Health Informatics Influence on Public  

Health Surveillance Systems 

The CDC’s acquirement of its first mainframe computer has led to the increased 

use of information technology for public health surveillance purposes. Currently, over 

500 million dollars per year is invested by the CDC in information systems for a wide 

range of public health functions [48]. As a result, the CDC is seen as one of the world’s 

leading health information technology (HIT) adopters and a pioneer in the field of public 

health informatics  [48].  Perhaps what contributed to such increase use of information 

technology is the emergence of public health informatics (PHI). Public health informatics 

is cited to be modeled after prior “informatics” fields such as medical informatics (the 

intersection of computer science, information technology and healthcare) and 

bioinformatics (intersection of computer science, mathematics, biology and statistics). 

Similarly, PHI is an interdisciplinary field which merges a variety of basic and applied 

sciences field such as information science, computer science, statistics and public health 

to improve public health practices, research, learning and the outcome of the population 

[49]. Using informatics strategies and standards, PHI tools are developed and deployed 

across public health organizations to provide public health practitioners access to 

information and tools in timely and secure manner to help guide public health action. 

Therefore, this section discusses key initiatives led by the CDC to advance surveillance 

capabilities through the use of information technology.  

The emergence of PHI added value and sophistication to modern day public 

health surveillance systems by improving the timeliness of detecting health threats and 

providing a more complete and efficient means of health communications; this can be 
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seen through many initiatives by the CDC in the early 1990s to today (See Figure 2.2 for 

a timeline of key milestones). For instance, early PHI initiatives at CDC were focused on 

the collection, analysis and dissemination of data.  An example of a product of these 

initiatives is the Epi Info tool which is a statistical program that allows rapid 

questionnaire development, data entry, and analysis during outbreak investigations [50, 

51]. By the early to mid-1990s with the growing popularity of the internet, the CDC’s 

public health informatics initiatives were primarily focused on linking users and 

developing an integrated public health environment. As a result, CDC PHI initiatives 

were focused on developing interoperable, standards-based, enterprise architectures.   

In 1990, the CDC released two pioneering PHI tools which have revolutionized 

the way public health practitioners share and access data.  The first was the National 

Electronic Telecommunications System for Surveillance (NETSS) which evolved from a 

previous pilot  project, the Enhanced Surveillance Project [52]. NETSS was one of the 

first PHI tools used to by state health departments to electronically report cases of 

notifiable diseases to CDC over a dial-up modem network. Leveraging new technologies, 

this PHI tool, NETSS (which supports the National Notifiable Diseases Surveillance 

System), greatly improved the accuracy of the data and timeliness of public health 

surveillance. During that year CDC also released the Wide-ranging OnLine Data for 

Epidemiologic Research (WONDER) [53]. This innovative tool allowed CDC 

epidemiologists to analyze an array of secondary public health data by having access to 

data on a CDC mainframe.  
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 Just two years after the first release of WONDER in 1992 CDC released 

WONDER/PC to the broader public health community. This version had enhanced 

functionalities such as private bulletin boards, an email engine, interactive graphics, and 

the ability to download confidential data [53]. The WONDER/PC tool revolutionized the 

way public health data were acquired and analyzed. 

Through findings and lessons learnt from early initiatives, and by assessing the 

then current systems, the CDC and its partners recognized the costliness of surveillance 

systems particularly for health conditions and categorical diseases. During this time the 

Internet was gaining popularity; as a result, the CDC assessed the capability of the 

Internet to provide more efficient approaches to public health surveillance data 

acquisition, collection and analyses. This resulted in the 1993 initiative to build and 

develop an integrated surveillance architecture [54]. The implications of these initiatives 

changed the public health surveillance system architecture because it moved away from 

stand-alone, centralized solutions for specific problems to networked, integrated solutions 

that were interoperable with focus on standards-based data exchange [55, 56]. Six CDC 

PHI initiatives reflect this vision and demonstrate breadth of informatics opportunities for 

transforming public health surveillance process cycle (data collection/acquisition, data 

analysis and interpretation, and information products/dissemination) to provide a real-

time data flow to support public health activities such as decision support and 

collaboration: PulseNet USA (14); the National Electronic Disease Surveillance System 

(NEDSS) [57]; the Epidemic Information Exchange (Epi-X); the Health Alert Network 

(HAN) [58, 59]; BioSense [34]; and the Public Health Information Network (PHIN)  

[60]. Table 2.1 provides a broad description of these systems. 
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Table 2.1: Key CDC PHI initiatives and functional areas 

 

 

 

System Year Description Informatics 

Opportunity 

PulseNet USA 1993 The molecular 

surveillance network for 

early detection of 

foodborne disease 

outbreaks 

Information 

Distribution and 

Interactive 

Communication 

NEDDS 1999 Standards-based 

exchange approach for 

the data exchange of 

notifiable diseases from 

health departments to 

CDC. 

Information 

Distribution 

Epi-X 2000 CDC secure internet 

portal for practitioners 

to communicate and 

share information. 

Interactive 

Communication 

Health Alert 

Network 

2011 CDC’s primary method 

to share urgent 

information with the 

public health network, 

such as clinicians, 

public health 

practitioners and public 

health laboratories. 

Interactive 

Communication 

Biosense 2003 

Relaunched in 

2011 

Improve the nation's 

capabilities to share 

information among 

local, state and federal 

public health agencies 

for real-time 

biosurveillance and 

situational awareness. 

Data Collection, 

Analysis and 

Warehousing 

Public Health 

Information 

Network 

(PHIN) 

2004 A national initiative 

aimed at improving 

interoperability among 

public health 

information systems 

Business 

Operations 
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It is important to note that although the CDC has many successes improving 

public health practice through public health informatics innovations, a recent survey 

conducted by the organization (434 respondents from the Surveillance Science Advisory 

Group (SurvSAG)) pointed out that only 22% of respondents are confident in CDC’s 

surveillance systems to perform well in today’s world of information technology. In 

addition, only one in five believed that CDC’s surveillance systems are flexible and can 

readily adopt new information science methods in a rapidly changing environment. 

Despite dissatisfaction with current CDC surveillance systems many of the respondents 

(60%) do believe the agency can improve surveillance systems by providing and 

supporting a standard informatics surveillance system framework across agencies [61]. 

Moreover,  respondents were dissatisfied with CDC’s lack of timely access to internal 

surveillance data through centralized data basses (20%) and public uses datasets from 

surveillance activities (25%) [61].  

From the low agreement rate, one can speculate that it is because many of the 

systems do not take advantage of technologies being commonly used in different fields. 

Therefore, future systems will need to include innovative solutions to advance public 

health surveillance systems. 

Existing Public Health Surveillance Systems 

While the previous section discussed systems which were developed through the 

CDC’s public health informatics initiatives, there are three major systems in the United 

States, two of which were not developed by the CDC, which should be discussed in 

further detail. It is important to mention that while other countries have increasingly been 

developing biosurveillance systems with substantial capabilities and effectiveness, we 
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will only be focusing on US systems because this dissertation addresses problems faced 

by the current US infrastructure, and also it would allow a salient overview. 

 Real-time Outbreak and Disease Surveillance (RODS): The RODS system, which 

was developed by the University  of Pittsburgh in 1999, is a biosurveillance 

system that collects real-time surveillance data for early outbreak detection [62]. 

RODS is connected to hundreds of hospitals’ emergency departments, both 

nationwide and internationally, primarily for syndromic surveillance purposes. 

RODS is one of the first biosurveillance systems to use innovative data streams 

for surveillance purposes; the system collects chief complaints, admission 

records, and over-the-counter drug sales data in real-time. Although in recent 

years, research on the algorithms used by RODS has tapered off, the project’s 

open source nature increases the possibility of continuing support and 

development [63]. 

 Electronic Surveillance System for the Early Notification of Community-based 

Epidemics (ESSENCE): In 1999, the Department of Defense (DoD), in 

collaboration with Johns Hopkins University Applied Physics Laboratory, 

developed ESSENCE and installed the system at over 300 military treatment 

facilities worldwide for the daily monitoring of infectious disease outbreaks. The 

system provides a visualization and analysis of hospital visits, over-the-counter 

drug sales and physician office visits data to identify potential outbreaks [64].  

Although ESSENCE is primarily used by the DoD, ESSENCE is currently being 

used by some health departments in the US. 

 BioSense: BioSense was developed and operated by the Centers for Disease 
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Control and Prevention with the intention of creating the first nationwide public 

health syndromic surveillance system. Initially, BioSense collected and monitored 

diagnoses and procedure data from the DoD and Department of Veterans Affairs, 

as well as LabCorp lab test results [7, 34]. Using the collected data, like 

ESSENCE, it provided some statistical analysis and visualization capabilities for 

outbreak detection and situational awareness. BioSense’s primary objective was to 

“expedite event recognition and response coordination among federal, state, and 

local public health and healthcare organizations” [65]. Although BioSense had 

some functionalities to support national collaboration and comparison across 

jurisdictions, in 2006, the CDC recognized that BioSense was not successful and 

began an analysis of the system in hopes of identifying key areas for 

improvement. Through this analysis, it was identified that many public health 

practitioners used the system for data exploration rather than for the purpose of 

detecting outbreaks, due to the system’s inflexibility and other limitations [66].  

Currently, BioSense is being redesigned through the collaboration of private 

organizations to develop distributed, cloud-based version of the system [67].  

Other Systems and Systems Proposals  

While the three systems described above (BioSense, RODS, and ESSENCE) are 

the largest and most significant, many other organizations and city and state public health 

departments have developed their own systems. To discuss the exhaustive list of available 

disease surveillance systems would be tedious and overwhelming; therefore, please refer 

to the 2010 GAO Report, Biosurveillance: Efforts to Develop a National Biosurveillance 

Capability Need a National Strategy and a Designated Leader [25] for one of the most 
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extensive review of federal level biosurveillance and public health surveillance systems, 

and for a comprehensive list of national and international disease surveillance systems, 

The Stimson Center report, New Information and Intelligence Needs in the 21
st
  Century 

Threat Environment [68]. However, one system deserves to be discussed because it uses 

second-generation Internet systems based more on search engines and social networks. 

Such techniques are nonexistent in many current public health surveillance systems. 

The recent popularity of the Internet has allowed for a new era of surveillance 

systems. Some are based on localized search engines, such as Yahoo, Bing, or Google, or 

tracking Social Media content such as that on Facebook or Twitter. These systems 

capitalize on the wide-spread use of the Internet by the general population. Billions of 

search terms are being collected and analyzed on a daily basis. Google, Inc. was one of 

the first entities to develop such a system, namely Google Flu Trends. They were able to 

isolate the top 45 search terms for influenza-like-illness (ILI). These terms were found to 

be the most highly predictive (among fifty million terms entered over the lifetime of the 

search engine) of the ILI counts as reported by the CDC [69]. 

As noted in the previous paragraph, Google Flu Trends analyzes large numbers of 

user search queries to track ILI in the population. This method is based on the notion that 

“there is a correlation between the frequency of certain queries and the percentage of 

physician visits in which a patient presents with influenza-like symptoms” [69]. The 

Google Flu Trends algorithm used for ILI prediction is a regression-based model [69], 

and through a validation experiment using CDC reports, Google Flu Trends predictions 

were found to be closely related to the CDC’s  ILI cases with a correlation coefficient 

between 0.95 and 0.97. It was also found that Google Flu Trends consistently predicted 
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the ILI percentages 7 to 14 days ahead of the CDC’s Morbidity and Mortality Weekly 

Report (MMWR). The validation process of the Google’s system also found that when 

Google Flu Trends data are compared with official influenza surveillance data from other 

countries, the estimates for search queries about “flu” were very similar to estimates that 

used traditional flu activity indicators.  Google Flu Trends evaluation for different 

diseases, such as West Nile Virus, Avian Influenza, and Respiratory syncytial virus, all 

showed good correlation between search volume and official data; however, the 

correlations were weaker than for influenza-like illness. 

Although Google Flu Trends provides valuable information in a quick manner, 

there are areas where this type of surveillance is limited. Google Flu Trends depends 

heavily on Internet search terms; as a result, it would be difficult to apply this model to 

less “popular” diseases as there might not be sufficient search terms to train the model to 

produce a well-correlated graph. On the other hand, Flu Trends and other similar systems 

based on social networks and trends are susceptible to “noise” from media coverage; as a 

result, diseases that have high media coverage for a particular time will result in the 

increase of “counts” for that disease, not reflecting the actual number of cases. Moreover, 

Google Flu Trends requires a large population of Web search users, which means that Flu 

Trends would not be suited in underdeveloped countries or for regions sparsely populated 

or when the use of the Internet is highly stratified by either sociological or demographic 

factors. Therefore, the findings would not be generalizable.  

Other limitations of the Google Flu Trends system became evident during the 

2009 H1N1 pandemic. While the system tracks “in season” epidemics very well, 

particularly for influenza epidemics, it has limitations when tracking diseases that are not 
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“in season” and lacks in its ability to handle search behavior. It is cited in the literature 

that Internet search behavior changed during H1N1, particularly in the categories 

“influenza complications” and “term for influenza.” Changes in health-seeking behavior, 

coupled with the fact H1N1 began in the summer rather than winter, have played a part in 

the increased influenza-like illness spike in the Google Flu Trends system, causing the 

correlation between Google Flu Trends and the CDC to decrease substantially. In a recent 

interview,  Lynnette Brammer, a flu epidemiologist with the CDC, spoke about the role of 

technology in disease tracking and commented that Google Flu trend is a useful tool and 

complementary to the CDC’s influenza surveillance system, but it would not replace the 

CDC’s system in the near future. However, she did mention that real-time information is 

one advantage the system has over many current systems. 

Limitations of Current Systems 

While the systems above have many success stories, particularly during high-

profile events, their ability to provide reliable and timely early warning is yet to be 

established. Moreover, although these surveillance systems provide information flows 

that did not exist before [70], from the literature, it is evident that these systems lack 

capabilities that users would like to have in current systems such as data-sharing 

capabilities or access to applications or algorithms that can improve their current 

processes. The Biosense redesign is being developed to mitigate some of these challenges 

and recent efforts in 2013 are being investigated to move legacy biosurveillance 

application models such as ESSENCE [71] from centralized and historically siloed 

environments to federated and distributed models; however, Patel et al. noted that further 

evaluation of such resources are needed [71]. Furthermore, the 2013 National 
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Biosurveillance Science and Technology Roadmap noted that while progress is being 

made, continuing progress will require focusing investments and coordinating efforts 

across the Federal Government to enable  Science and Technology, with participation 

from academia, industry, and international partners [72].  



 

 

 

CHAPTER 3 

TECHNOLOGY BACKGROUND 

This chapter provides an in-depth background of the technologies used for this 

research project.  

Natural Language Processing 

Overview 

Critical health information that can be used for surveillance purposes can be 

found in free-form text; however, the analyses of these data have inherent problems and 

should utilize structured data to successfully identify target population.  The goal of 

natural language processing (NLP) is to classify, extract, and code information from free 

text data. Natural language processing has long been used to process text such as patient 

records and to discharge summaries. Over the past few decades, many research groups 

have been developing natural language process systems to aid in clinical decision support 

and research, quality assurance, and the automation of encoding free text data [73, 74]. 

Natural Language Processing (NLP) in the Biomedical Field 

One important application area that has been ongoing for the past two decades as 

it relates to NLP is its application to the biomedical medical field [73, 75]. The Linguistic 
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String Project-Medical Language Processor (LSP-MLP) [76], which was developed out 

of the Linguistic String Project [77-79] at New York University, is one of the first large-

scale medical NLP systems [75] and has been adopted for applications in French and 

German [80, 81]. LSP-MLP is aimed at enabling physicians to extract and summarize 

data, such as drug dosage and symptoms, to identify possible side effects of medications 

[82] .  

Another system that is popular in the biomedical domain is the Medical Language 

Extraction and Encoding (MedLEE) system. This NLP system was developed, evaluated, 

and deployed by the Columbia Presbyterian Medical Center and is aimed at extracting 

textual information from clinical documents, such as cardiology reports, discharge 

summaries, pathology, and visit notes and more, then transforms the information into a 

structured and conceptual representation [83]. MedLEE allows clinical reports to be 

stored in a database that can be queried by physicians using controlled vocabularies. 

Although a large number of the reports processed using MedLEE is chest X-ray reports, it 

has been evaluated for a variety of tasks, including detecting patients with suspected 

tuberculosis [84]; identifying breast cancer [85], stroke [67], community-acquired 

Pneumonia [86], and healthcare-associated pneumonia in neonates [87]; assessing quality 

of care for cardiovascular [88]; automating coding of ICD-9 CM [89] and SNOMED 

[90]; and deriving comorbidities from text [91].   

Since MedLEE, many institutions have developed numerous NLP systems for 

different biomedical tasks. Researchers from The University of Utah developed 

SymTextm [92, 93]  which has been used for applications such as coding chief 

complaints into ICD-9 code [93], identification of pneumonia from chest X-ray reports 
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[94], and interpreting of chest radiograph reports for identifying the mention of a central 

venous catheter (CVC) [95].  KnowledgeMap [96] is another NLP system that was 

developed at Vanderbilt University. KnowledgeMap has been used for the extractions of 

medical concept from both clinical and educational documents [97]. Other research 

groups have created and evaluated NLP systems for processing biomedical information; 

for an in-depth review of these systems, please refer to the literature review conducted by 

Doan et al. [98]. 

Another popular NLP system in the biomedical domain is MetaMap [99], which 

was developed by researchers at the National Library of Medicine (NLM). MetaMap 

identifies biomedical concepts from free-form textual input and maps them to concepts 

from the Unified Medical Language System (UMLS) Metathesaurus [99-101]. For each 

inputted text, MetaMap breaks the words into phrases, classifies it into a semantic type, 

and then returns the concept unique identifier (CUI). Each matched phrase is ranked 

according to their calculated mapping strength [99]. MetaMap is widely by researchers in 

the biomedical community and has become the de facto standard.  

Despite the wide use of natural language process tools in the clinical domain, 

there are few applications in the public health realm [102, 103]. However, natural 

language processing methods and techniques have been used in modern, hospital-based 

surveillance systems. 

The Role of NLP in Public Health Surveillance Systems 

Early detection of disease outbreaks has been a public health function and goal for 

many centuries [1] because it can lead to implementation of control measures and 

dramatically reduce morbidity and mortality rates for a population [2]. Early detection 
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requires aberration detection algorithms to detect potential outbreaks and to facilitate 

rapid response.  Many aberration detection algorithms require structured data to identify 

anomalous patterns for a particular time or location. The Handbook of Biosurveillance 

[104] defines structured data as “data in a format (e.g., relational database tables) that can 

be interpreted by a computer” [104]. Public health surveillance systems commonly use 

structure data, such as ICD-9 codes, to evaluate the performance of new surveillance 

systems; these are best known as gold standard data [104] . Such data include ICD-9 

coded hospital discharge diagnoses and outpatient billing diagnoses. Another example of 

structured data used in today’s surveillance system is over the counter pharmacy sales 

(OTC) data, which counts the Global Trade Item Number or GTIN for each store [105]. 

These are just some of the structured data used for public health surveillance. 

The US public health system is a large, distributed entity that captures a wealth of 

information. However, much of the data useful for public health surveillance are usually 

available in unstructured, free text format that can easily be read and understood by 

humans, but is difficult for computers to decipher [12]. Moreover, the analyses of these 

unstructured data have inherent problems and should use structured data to successfully 

identify target population. In addition, it is postulated that the ability to transform these 

data into a more structured format is ideal for surveillance systems because it provides 

greater sensitivity over specificity, allowing greater detection of events of interest [12]. 

Natural Language Processing and Death Certificates 

In relation to this dissertation, little is known about using natural language 

processing methods and tools to automatically structure and code death certificates for 

disease surveillance purposes. Recently, Medical Match Master (MMM) [106] was 
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developed to match unstructured cause of death literals to concepts (CUIS) and semantic 

types within the Unified Medical Language System (UMLS). The system was able to 

identify an exact concept identifier (CUI) from the UMLS for over 50% of cause of death 

literals, thus showing that the UMLS Meathesaurus contains adequate biomedical and 

public health-related concepts for processing death certificates. Therefore, for this 

research study, the natural language processing tool, MetaMap, was used to standardize 

and code the death certificates in the proposed death certificates pipeline (DCP). The 

Methods chapter (Chapter 4) provides a detailed description of how MetaMap can be 

used to process public health data.  

Grid Technology 

As we know it today, grid technology is touted to be the evolution and 

amalgamation of many development efforts in the computer science field that have been 

going on for many years. This section provides a brief historical background of grid 

computing and some existing tools and technologies for it. This is followed by a detailed 

discussion on grid technology in the biomedical domain.  

Formal Definition of “Grid” 

Over the years, there have been many definitions for “grids.” Foster et al. first 

defined the concept of a grid as “controlled and coordinated resource sharing and 

problem solving in dynamic, multi-institutional virtual organizations, VOs” [107].  In a 

grid environment, federated data and applications are pooled into virtual system allowing 

data owners to share data and applications while maintaining control [108]. This feature, 

which is commonly referred to as the “grid vision,” is important for systems in the 
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biomedical informatics domain, particularly public health informatics, because it 

provides officials/users the ability to have access to external distributed data.  

Grid Computing in Biomedical Informatics 

The notion of creating virtual organizations is appealing to many scientists, 

particularly academic and research organizations who are interested in taking advantage 

of unused resources. As a result, the field of biomedical informatics has widely utilized 

modern distributed  systems using grid technologies [109] for research purposes.  Grid-

based computer technology is a distributed form of computing that provides clients with 

secure mechanisms to integrate disparate data and applications in a dependable, 

consistent, and inexpensive manner [109].   In a grid environment, federated data and 

applications are pooled into a virtual system allowing data owners to share data and 

applications while maintaining control [108]. This feature is important for systems in 

public health because it provides officials/users the ability to have access to external 

distributed data. Grid computing is widely applied in a field of biomedical informatics, 

particularly in translational clinical research. For example, the cancer Biomedical 

Informatics Grid (caBIG), which was a nationwide initiative led by the U.S. National 

Cancer Institute (NCI), is one of the first publicly available infrastructure to provide a 

federated approach to increase interoperability among research information systems 

[108]. The caBIG uses a grid infrastructure to connect disparate data and tools 

institutions, such as cancer centers, in the United States and worldwide [110].  

Grid technologies applied to biomedical informatics can be classified into three 

categories from the biomedical informatics domain: clinical research (translational)/ 

bioinformatics, healthcare informatics, and public health informatics. Although the grid is 
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applied to other biomedical informatics subdomains, the above classification highlights 

the subdomains in which grid computing is common and can provide insights into the 

advantages and disadvantages of using grid technologies for real-life applications. 

Healthcare Informatics  

As previously stated, grid technology allows the sharing of resources such as 

computer power, access to data, and/or analytic tools over the Internet. The 

groundbreaking white paper from the HealthGrid [111] initiative, which highlighted the 

requirements using grid technologies in biomedical healthcare, resulted in many 

clinicians and researchers promoting the advantages of deploying grid data and 

applications. Here we will provide a few descriptions of grid projects in the healthcare 

field with a focus on three common categories: healthcare imaging, computation analysis, 

and screening and detection of patients. 

The GLOBUS-MEDICUS (Medical Imaging and Computing for Unified 

Information Sharing) project is an initiative created by a collaborative effort between 

University of South California and the Information Sciences Institute. The goal of this 

initiative is to share global clinical images through a seamless integration of Digital 

Imaging and Communication in Medicine (DICOM) standard protocol and devices, 

which are used widely in healthcare and medical research enterprises, into grid services 

[112].  In the grid, medical images became transparently available anywhere within a VO, 

comparable to a Regional Health Information Organization (RHIO) of hospitals or 

practices, and between VOs.  The Globus MEDICUS grid was successfully deployed 

across 40 medical centers and it demonstrated the value of the grid model when applied 

to overcoming barriers to sharing clinical information [112]. VirtualPACS is another 
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project aimed at providing clinicians access to distributed image databases; however, it 

goes a step further by providing users access to PACS  and DICOM functionalities (such 

as query, retrieve, and submit) as if the images were stored in a centralized PACS system 

[113]. 

In Europe, researchers were developing the MediGrid, which was the 

development of a “grid middleware platform” with Globus Toolkit 4 as a basis to provide 

an easily accessible clinical environment for researchers to easily test and deploy new 

methods for image reconstruction [114].  The work resulted in a set of platforms of 

independent software tools which are able to read medical images, control the execution 

of computing intensive tomographic algorithms, and explore the reconstructed 

tomographic volumes. As a result, clinicians are able to manage, process, and visualize 

tomographic and ultrasound data from any geographic location. 

Besides sharing and visualizing image data, researchers have also used grid 

technology for on-demand image analysis. Bagarinao et al. proposed the use of grid 

technology for the analysis of brain imaging data, such as functional MRI (fMRI) data 

that are computer resource intensive. To facilitate the analysis of fMRI datasets in a grid 

environment, a software package called BAXGrid was developed. This software provided 

researchers and medical practitioners the ability to perform onsite analysis of the 

generated data within seconds after data acquisition [115]. Another project, CardioGRID, 

is a system proposed by Khalil et al. [116] to provide cardiologists access to an on-

demand detection algorithm for the identification of cardiovascular abnormalities. In 

addition, this system had the functionality to calculate heart rate, classify heart beats, and 

use both time and frequency domain of the heart rate variability to diagnose many 
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cardiovascular diseases. The authors believed that the system would be useful in a wide 

range of patients from serious cardiac patients and aging populations to persons who 

would like periodic wellness monitoring. 

Grid technology in healthcare informatics has been increasing in decision support 

and for cancer therapy and monitoring. For example, GridCAD was developed using the 

NCI Cancer Biomedical Informatics Grid architecture that allows the querying of both 

central and federated images for two purposes: 1) visualization and 2) use of grid enabled 

computer-assisted detection (CAD) algorithms for the detection of lung cancer [117]. 

Another example of using CAD algorithms in a grid environment is seen in a similar 

project, MammoGrid, which ran from 2002 to 2005, and was an initiative aimed at 

creating a European-wide database of mammograms in an effort to promote collaboration 

between European Union healthcare professionals. With MammoGrid, physicians not 

only have access to European wide mammograms but are able to run advanced 

algorithms on these images, including computer-aided detection analyses [118]. Another 

project whose aim was to use grid technology to help cancer patients is RadiotherpayGrid 

(RT-Grid). RT-Grid uses grid technology to reduce computation time of Monte Carlo 

simulations when used to calculate radiotherapy dosage.  The reduction in computation 

time allows physicians to more quickly provide treatment to cancer patients and can help 

in complex cases where treatment plans are not as forthcoming [119].  

Translational/Bioinformatics 

Bioinformaticians use many relatively independent small computation tasks with 

thousands of relatively small independent tasks (high throughput computing) or use a 

suite of resources (from data to applications) to complete a specific tasks. For these 
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reasons many grid applications in the bioinformatics domain aim at one of the following 

—grid enabling high-throughput applications or integrating biomedical applications, data, 

or services; the latter is highly relevant to this dissertation.  

It is said that one of the best examples of using grid technology for high-

throughput computing in bioinformatics is the Worldwide In Silico Docking On Malaria 

(WISDOM-I) [120] project. This was the first large-scale deployment of molecular 

docking application where it allowed scientists, who were in search for a drug that will 

combat malaria, to drastically increase the average number of drug compounds analyzed 

per hour.  The project achieved 42 million dockings using 1700 computers distributed in 

15 countries over a 2-month period; such computation would take approximately 80 years 

on one CPU. The authors later developed DIANE (Distributed Analysis Environment), an 

enhanced, lightweight version of WISDOM [121]. WISDOM DIANE was used to search 

potential drugs for possible variants of the avian flu virus (H5N1). 

Sequence analyses are very typical processing applications in bioinformatics. One 

tool that is widely used by biologists for such analyses, Basic Local Alignment Search 

Tool (BLAST), is used for homology searches. Due to its popularity, there have been 

many implementations of a grid-based version of BLAST [122-128]. The grid-based 

version of BLAST focuses on 1) processing BLAST queries almost N times faster than if 

working with only one computer; 2) providing faster response time than the BLAST 

publicly available service; and 3) assembling of the results from distributed jobs. 

The increased use of bioinformatics tools and data by biologists on a daily basis 

brought about the need to integrate the growing number of biological data and analytical 

services that are widely available on the web; bioinformatics workflow tools make such a 
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task possible. The popularity of scientific workflow systems in the bioinformatics domain 

has resulted in many being developed within a short period of time. Examples include 

Taverna [129], Triana [130, 131],  Tavaxy [132], Galaxy[133],  DiscoveryNet [134],  

Pegasus [135], OMII-BPEL[136], YAWL; yet another workflow language [137],  Kepler 

[138],  Conveyor [139],  Pegasys [140], Discovery Net [19,20], and OMII-BPEL [21]. An 

in-depth review of these tools can be found in [141] and [142] but perhaps one of the best 

known workflow applications in bioinformatics and highly recommended by the caGrid 

development team is Taverna [129]. Taverna facilitates quick building, running, and 

editing of workflows in a user-friendly interface, and has the functionality for users to 

integrate published web services [129]. Taverna was an integral part of the myGrid e-

Science initiative because it provided developers informatics-related functionalities that 

are lacking in its competitors such as metadata repositories and ontology–driven search 

tools. 

Public Health Informatics 

Grid computing applied to the public health domain has very few applications; 

however, in the past decade, grid for public health purposes has been on the rise. Several 

prototypes for grid-based surveillance systems have been developed in Europe (e.g., grid 

technology for avian flu and cancer surveillance [143, 144]), Asia (access grids to aid 

SARS patients) [145], and South America (IntegraEPI) [146]. In the US, informaticist at 

the National Center for Public Health Informatics (NCPHI) at the CDC has promoted the 

idea of a public health grid that can be used to create a public health virtual organization 

to connect many public health entities such local and state public health departments, 

federal agencies, hospital and commercial lab systems, consumers, providers, and more. 
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NCPHI efforts led to publications demonstrating the potential value of grid technology to 

exchange information during the 2009 H1N1  pandemic  [147].  

The problems addressed using grid technology in the past are similar to those 

found in public health. Grid technology would allow a robust technology infrastructure 

for the exchange of data and resources across public health departments [148].  

Overview of Proposed Solution 

Using the technology described above, this research project aims at restructuring 

the current Mortality surveillance workflow. The three key stages in this workflow 

correlates to three key challenges faced by public health surveillance systems; for this 

reason, mortality surveillance workflow is used to demonstrate the feasibility of 

leveraging informatics techniques to advance and enhance surveillance processes; Figure 

3.1 depicts the mortality surveillance workflow and identifies the proposed process. 
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CHAPTER 4 

METHODS 

Introduction 

This chapter focuses on the experimental portion of the research where the core 

challenges identified in this study are investigated.  The research was conducted in two 

stages.  Phase one of the study involved the use of natural language processing methods 

to determine if this technique can be used to standardize and code the free text found on 

death certificates and used the standardized output for the automatic identification of 

pneumonia and influenza (P-I) deaths. Although this phase of the study is a small 

segment of the overall research project, it has the potential to demonstrate how 

unstructured public health data can be effectively used for surveillance purposes. Phase 

two of the study consisted of a series of feasibility studies to demonstrate the ability to 

share, process, and analyze public health data in a grid environment. 

In this chapter, the background information about research approaches and 

methods used throughout the research is presented. Following this, a description of the 

instruments, sampling procedures, data collection processes and statistical analyses used 

to implement the different phases of the study is discussed.  Lastly, an 

evaluation/assessment of the methods used for the different phases of the research project 

is also provided. 
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Research Philosophy and Approaches 

Different research paradigms and methodologies are based on varying worldview 

and/or philosophical foundations [149]. Therefore, it is imperative that a researcher have 

a clear understanding of the research paradigm issues that guide and inform his/her 

research approach because each research paradigm, in turn, is implemented by associated 

methodological approaches and strategies [149]. In biomedical informatics research, 

Friedman et al. [150] noted that the most common philosophical approaches used are 

objectivist (positivism) and the subjectivist (interpretive) approach. 

The objectivist philosophical position is the oldest and the most widely used of 

the two research approaches [150, 151]. Although there are many versions of objectivism, 

the overarching idea of this philosophical notion is that an objective reality exists external 

to human beings. Specifically to biomedical informatics, a key perspective of the 

objectivist paradigm is the objective assessment of clearly defined variables, usually 

measured quantitatively. The objectivist approach provides the theoretical basis for 

quantitative research. The first phase of this research project focuses on statistical 

measurements, thus we will follow the objectivist approach [150]. A quantitative 

approach employing many elements of measurement studies provided analysis and 

verification of the death certificate pipeline and rendered accurate measurement of the 

instruments under investigation.  

The second phase of this project, which contributes to the majority of the project, 

however, is with the subjectivist approach. Subjectivism, by contrast, is based on the 

logic of interpretation in hopes of finding new interpretations and/or underlying meanings 

[152]. Although this paradigm of research emanated from social sciences, recently, the 
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subjectivist viewpoint has received attention in the field of biomedical informatics 

because developers and implementers realize the impact of social, people, and 

organizational issues of creating or implementing health-related systems [153]. There are 

several  models of the subjectivist paradigm, one of which is grounded theory [154].  

Phase two, the primary component of this project, follows a grounded theory approach. In 

this methodological approach, the researcher concentrates on gaining ideas or insights 

through secondary or exploratory research, such as pilot/feasibility studies [155].  

Feasibility Studies 

Feasibility studies aim to investigate and evaluate the use of the proposed 

methods and techniques to determine how well they perform and if they present a viable 

solution for the problem being investigated [156].  The decision to use this study method 

approach for the second phase of the research project was driven by several factors, 

which are listed below: 

 Feasibility studies allow researchers an opportunity to test a  technique to a 

problem that has limited or no information, and to determine if the method is an 

applicable solution to the problem [156].   

 The results from a feasibility study provide insight of the technique to those who 

are considering the implementation of similar projects. Such insight is invaluable 

for the researcher who may have identified and/or addressed any possible 

problems or difficulties that  may arise  [156]. 

Feasibility studies are exploratory by nature, which can be a major disadvantage. 

The results from this type of study only suggest options to consider, and cannot be used 

as conclusive evidence that the implementation of similar projects would be easily 
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reproducible or advisable [157]. However, this limitation was not a critical factor for this 

research project because the purpose of the feasibility studies undertaken were aimed at 

providing guidance and/or suggestions for similar future projects.   

Research Methods 

We used a mix methods approach to address the research questions for this 

dissertation. This approach is supported by Brewer et al. [158] who state that it may be 

advantageous to use multiple methodological approaches to address the research 

problem. The following sections expand upon the implementation of each phase.   

Methods for Phase One 

Introduction 

The aim of the first part of the project was to demonstrate the feasibility of 

creating a death certificates pipeline, which includes a natural language processor and 

detection rules, for the coding of death certificates and identification of potential 

diseases; for the purpose of this study, the identification of pneumonia and influenza 

cases was selected. Also, we aimed to demonstrate that the pipeline’s accuracy is 

comparable to existing methods. For this phase of the study, a measurement study 

approach was identified as the most fitting way in which to accomplish this goal. 

Measurement Study 

Measurement studies are used to help researchers determine the accuracy an 

attribute of interest can be measured “in a population of objects.” It is acknowledged in 

the biomedical informatics domain that such studies are outstanding for comparing a new 
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instrument developed to a “gold/reference standard” [150].  A gold/reference standard is 

considered the “truth” about the condition of a task. All domain might not have an 

absolute “truth”; therefore, some studies use the best approximation of the “truth” that is 

available to the investigator [150].  

Data Collection 

We obtained over fourteen thousand electronic death records from the Utah 

Department of Health (UDOH) for the period January 1, 2008 to December 31, 2008. The 

records included a field describing the disease or condition directly leading to death and 

any antecedent causes, comorbid conditions, and other significant contributing 

conditions.  

All death records used in this study have been processed by the National Center 

for Health Statistics (NCHS) using the Mortality Medical Data System (MMDS). 

Through a suite of programs, the MMDS software automates the coding of cause of death 

literals into International Classification of Diseases Tenth Revision (ICD-10) and selects 

the underlying and up to 20 multiple cause of death codes based on the World Health 

Organization coding rules [159]. The software generates two different sets multiple cause 

of death codes for tabulation: entity-axis and record-axis codes. The entity axis codes 

contain ICD-10 codes representing all conditions listed on the death certificate and 

preserves the order in it appeared. The other, record axis codes, contains a set of ICD-10 

codes that best describe the overall medical certification portion of the death certificate. 

NCHS only provides the record axis codes to the health departments; therefore, this type 

of code was used for this study. It is important to note that of the 2.3 million yearly 

deaths, 80–85 percent are automatically coded through MMDS [160]. As a result, some 
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of the codes used in this study were also manually coded into ICD-10 by a nosologist, a 

medical classification specialist. For more information on the coding process, refer to 

Appendix A.  

For our study, we randomly selected 45% of the 14,440 records (6,450). The 

death records in this study were previously coded by the Mortality Medical Data System 

(MMDS) software or manually coded by a nosologist at the National Center for Health 

Statistics into ICD-10 codes. However, this information was only used as a posteriori to 

measure the quality of the automatic coding. 

Pneumonia and Influenza (P-I) Deaths Case Definition 

We decided to apply the CDC’s operational case definition for pneumonia and 

influenza deaths; this definition was defined by a CDC epidemiologist staff through 

personal communication. As a result, for our study, the operational definition for a 

pneumonia or influenza death is: an influenza death is defined as all types of influenza 

with the exception of deaths from PARAINFLUENZAE VIRUS infection and 

HAEMOPHILUS INFLUENZAE infection. A pneumonia death is defined as deaths from 

all types of pneumonia with the inclusion of pneumonia due to parainfluenzae virus and 

pneumonia due to H. influenza. Pneumonia exclusion includes pneumonitis (related ICD-

10 codes: J67-J70 and J84.1), aspiration pneumonia (related ICD-10 codes: J69.-, O29, 

O74.0, O89.0, and P24.-), and pneumonia due to pneumococcal meningitis (related ICD-

10 codes: G00.1 and J13).  

Using the operationalized definition from the CDC, pneumonia- and influenza-

related deaths were defined as one the codes listed in Figure 4.1. The related codes were 

selected by an extensive, manual review of the ICD-10 2007 instruction  manual [161].  
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Figure 4.1:  Pneumonia and influenza ICD-10 codes used in this study 
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Study Procedures 

The Death Certificates Pipeline, DCP, was created to code death certificates and 

to identify pneumonia- and influenza-related cases. The pipeline consisted of two major 

components. The first component was a natural language processor tool to code the death 

certificates; for this, we used the National Library of Medicine MetaMap [99] tool. The 

second component was the definitional rules engine; the rules were applied to MetaMap’s 

output to identify our cases of interest. The DCP steps, which are depicted in Figure 4.2, 

includes: preprocessing of the data, a natural language process tool to code and 

standardize the data, extraction of coded data, and the detection of pneumonia and 

influenza cases. A detailed explanation of each step is provided in the next section.  

 

 

Figure 4.2: Death Certificates Pipeline (DCP) workflow diagram 
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Step 1: Preprocessing 

A common error found on death certificates is spelling errors; therefore, all death 

certificates used in this phase of the study were processed through a spell checker to 

identify misspellings. For MetaMap, which uses the Unified Medical Language System 

(UMLS) [162], the National Library of Medicine recommends the use of the spell 

checker tool called GSPELL [163, 164]. However,  we chose to use ASPELL [165] to 

satisfy our spell checking needs. This decision was primarily based on the findings of an 

evaluation by Cromwell et al. [164], which showed ASPELL performing better than 

GSPELL in three areas: (1) correct word was ranked as number one; (2) correct word was 

ranked in the top ten; and (3) correct word was found by the spell checker [164].  

The next preprocess step used the scripting language PERL (http://www.perl.org) 

to prepare the death data for MetaMap. During this step, non-ASCII characters were 

removed from the death literal; this was a required for MetaMap to process the data.  

Step 2: Natural Language Processing 

As noted earlier, MetaMap was the natural language processing tool selected to 

code and standardize the 6450 death certificates. Figure 4.3 shows an example of sample 

death literals and its associated XML output from MetaMap. Text bolded in the output 

represents MetaMap code, known as CUI, and its corresponding death literal. 

Step 3: Extraction of Coded Data 

MetaMap’s XML output of the death literals was processed through a PERL 

script. The script extracted the processed death literal text and its corresponding CUI(s). 

The information was then outputted to a comma-separated values (CSV) document. 

http://www.perl.org/
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Figure 4.3: Original text and its corresponding MetaMap output 
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Step 4: Identification of P-I Deaths 

The identification of pneumonia- and influenza-related cases from the 

standardized death data involved two steps: 1) mapping selected pneumonia- and 

influenza-related ICD-10 codes to the appropriate MetaMap CUI codes and 2) using the 

MetaMap CUIs to create a rules-based algorithm to identify cases of interest. To select 

the appropriate CUIs, we created a “CUI code list” that represents all the CUI codes of 

interest. Several steps were taken to create this list. First, a subset of the UMLS 2010 AB 

database was generated using the Metamorphosys [101] tool provided by the National 

Library of Medicine, NLM. The UMLS Metathesaurus database includes many 

terminology/vocabulary sources, as a result, we adopted the procedure used by Riedl et 

al. [106] to select the most appropriate terminology/vocabulary sources relevant to our 

aims. This method selected every level 0 sources plus SNOMED-CT, a level 9 source. 

Death certificates are coded into ICD-10 codes; therefore, for our configuration, we 

decided to also include sources such as the National Center for Biotechnology 

Information (NCBI) taxonomy, which included ICD-10 codes. Two tables within the 

UMLS schema were primarily used to create the “CUI code list.” The first table, 

MRCONSO, contains a unique row for each lexical variant of a given concept. The 

second table, MRREL, contains information about the relationship among concepts. The 

configuration produced 6,862,110 rows in MCRNOSO and 23, 467,822 rows in MRREL.  

To map the selected pneumonia and influenza ICD-10 codes (Figure 4.1) to 

MetaMap CUIs, three queries were performed on the subset produced above. The results 

from the queries were combined and all duplicates were removed. A final query was then 

run to ensure that only the ICD-10 codes in Figure 4.1 were included in the final “CUI 



  

 

57 

code list.” This produced 241 distinct concept identifiers (CUIs) related to pneumonia or 

influenza. These codes were used to develop the rules to identify pneumonia and 

influenza cases (Figure 4.4). 

The coded and standardized data produced by MetaMap were accessed by rules 

created in SAS; these rules were used to identify the pneumonia and influenza cases in 

the 6450 death records. The rules algorithm uses If-Then and Boolean operators (And, 

Or, Not) to create a rules chain (Figure 4.4). To identify pneumonia and influenza cases, 

the algorithm looks at each cause of death field within a death record (e.g., Immediate 

Cause of Death, Underlying Cause of Death, Additional Cause of Death, etc.) to flag 

relevant records. 

 

 

Figure 4.4: Rules applied to MetaMap’s output to extract pneumonia and influenza cases 
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Comparison of Methodologies 

MMDS is frequently considered by practitioners as the “gold standard” for the 

processing and coding of death certificates in the US and many other countries. 

Therefore, the codes produced by this system were used as the “reference standard” to 

determine the performance of two methods: a) our automated detection system, DCP and 

b) the current technique used at UDOH, keyword searching.  

To identify pneumonia and influenza cases using the keyword search method, we 

followed the current process used by the Utah Department of Health where all the cause 

of death fields were scanned for the text strings “PNEUMONIA” OR “INFLUENZA,” 

while excluding records that contained the words “ASPIRATION PNEUMONIA,” 

“PNEUMONITIS,” “PNEUMOCOCCAL MENINGITIS,” “HAEMOPHILUS 

INFLUENZAE” OR  “PARAINFLUENZAE VIRUS.” 

To measure the performance of both methods against the reference standard, we 

needed to specify what constituted a match. Each death record is associated with a unique 

number; therefore, we considered a match if the unique identifier was identified by the 

comparator (the DCP and/or keyword searching) and also found by the reference 

standard. 

Statistical Analysis 

Three common standard measures were used to evaluate the performance of the 

two methods, DCP and keyword searching: recall, precision, and F-measure. The formula 

used to calculate these values are as follows: 

 Precision = TP/(TP + FP) (1) 

 Recall = TP/(True Positives + False Negatives) (2) 
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 F-measure = 2 *(P R/ P + R) (3) 

For the purpose of this study, to calculate the values above, we had to classify 

flagged deaths as true positive, false positive, or false negatives. The definitions for each 

are: 

 True Positive: a death that the comparator and the reference standard both 

classified as a P-I related death 

 False Positive: a death that was classified as a P-I related death by the comparator, 

but not by the reference standard. 

 False Negative: a death that was not classified as a P-I related death by the 

comparator, but was classified as a P-I death by the reference standard. 

Cohen’s Kappa was also used to assess agreement with the reference standard.  

Fisher’s exact test was used to detect the significance of the differences between recall 

and precision between the two comparators. Finally, McNemar’s test was used to 

determine if there was a statistical difference between the two methods.  All calculations 

were performed in R [166]. 

To calculate the McNemar’s test value, a confusion matrix was created where A is 

the number of times both methods have correct predictions; B is the number of times 

method 1 has a correct prediction and method 2 has a wrong prediction; C is the number 

of times method 2 has a correct prediction and method 1 has a wrong prediction; D is the 

number of times both methods have incorrect predictions.  

For more information regarding the methods for this phase of the study, refer to 

the published article by Davis et al. [167] or Appendix A. 
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Methods for Phase Two 

Introduction 

The core aim of phase two was to use grid technology to explore and develop a 

decentralized architecture for sharing death certificate records, and to allow data analysis 

using an open source statistical software package in a grid environment. As such a study 

has not been done before, several methods were examined to allow us to choose the most 

appropriate method for this phase of the study. We decided to use the feasibility studies 

approach because they are appropriate when initial  ideas  need to be further developed 

[157]. 

Defining Elements for the Feasibility Study 

Information gathered from the literature and from the researcher and mentor’s 

background knowledge motivated the decision to include the element below for the 

development of the feasibility study: 

 Data for Mortality Surveillance 

 Applications for Mortality Surveillance Purposes 

 Grid Environment 

 Type of Grid Service 

Step 1: Select Data for Mortality Surveillance 

We used the 62,181 death records from the Utah Department of Health for this 

phase of the study. 
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Step 2: Select Applications for Mortality Surveillance 

We considered the following criteria when selecting applications for this 

feasibility study:  

 Level of acceptance and/or use by the research community  

 Level of acceptance/ interest and/or use by the public health community  

 Low cost for acquiring the application 

 Level of maturity of the methods utilized in the analytical tool 

 Ability to enhance current mortality surveillance methods 

 Ability to bring novelty to a step or steps in the mortality surveillance workflow  

After evaluating several commonly used tools in the biomedical informatics and 

public health domain, the following two applications were selected: MetaMap and R.  

MetaMap was selected because it met the selection criteria and has already been 

successfully used during phase one of the research.  

 R also met the selection criteria. It is an open source programming language for 

performing statistical analyses and creating basic to advanced visualizations [168]. It is 

widely used among statisticians and biologist for analyzing large datasets. The public 

health domain is faced with ongoing funding cuts and budgetary restrictions thus 

hindering their ability to purchase commercial products and applications. As a result, 

there is an increased interest in the public health domain for open source software for the 

collection, analysis, and visualization of public health-related data. As a result, the public 

health community has been pushing the use of R in state and local health departments and 

has been offering the public health workforce, particularly public health practitioners, 

hands-on training in R. Moreover, evaluation of the tool’s offering to public health 
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surveillance showed that in the Spring of 2013, there were approximately 20 packages 

that epidemiologists could use for various analyses of epidemiological data. For example, 

cluster detection tools are available through the use of the DCluster [169] or SpatialEpi 

[170] packages, and outbreak visualization can be accomplished using epitools [171]. 

The “surveillance” package, which implements a variety of commonly used algorithms 

for the detection of aberrations in routinely collected surveillance data, was most relevant 

for this research. 

The R surveillance package is intended to provide users an open source software 

for outbreak detection and the visualization, modeling, and monitoring of routinely 

collected surveillance data [172].  The “surveillance” package functionality is divided 

into two categories: prospective change-point (aberration) detection algorithms and 

retrospective modeling algorithms [172]. Traditional public health aberration algorithms 

such as the function “cdc,” which implements the approach described in Stroup et al. 

[173] and the function “farrington” implementing the statistical algorithm developed by 

Farrington et al. [174] can be found in the prospective algorithms functionality.  Also, 

functions such as “cusum” [175], “rogerson” [176], and “glrnb” [177] provide a more 

statistical process control oriented approach.  

The retrospective functionality allows the modeling of time series using either of 

the two functions: “algo.hhh,”  which implements the Held et al. [178] and Paul et al. 

[179] branching process approach, and “algo.hmm,” which implements the hidden 

Markov model approach described in Le Strat and Carrat [180].  Also, “algo.twin”’ uses 

the Held et al. [181] two-component endemic and epidemic approach. A list of the 

algorithms available in the surveillance” package can be found in Appendix B.  
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Step 3:  Select Grid Environment  

There are many grid environments available for both research and operational 

purposes; therefore, the grid environment selected has to be appropriate. For this 

particular study, caBIG [182] was chosen as the grid environment of choice for the 

following three reasons: 

1. Its recognition for providing the appropriate environment for creating and 

deploying biomedical informatics and/or public health data and/or applications as 

grid services. 

2. The availability of caBIG’s extensive suite of tools to facilitate the creation and/or 

deployment of grid services. 

3. The use of caBIG infrastructure to facilitate the querying of disparate data 

sources.  

Step 4: Selecting Type of Grid Service  

caBIG grid service are divided into two categories: data resources, which are used 

to expose data as data services; analytical resources, which are used to expose analysis 

applications as analytical services. As noted earlier, the purpose of phase two of the study 

is to demonstrate the feasibility of using grid technology to create a decentralized 

architecture for surveillance purposes, specifically mortality surveillance; therefore, for 

this project, both types of grid services were developed. The development of both 

services will allow the development of real-world scenarios for proof-of-concept 

validations.  
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Creating caGrid Data and Analytical Services 

Creating caGrid Data Services 

The caBIG team has developed a suite of tools for creating caGrid [183] data 

services based on the Unified Modeling Language (UML) methodology [184]. In this 

methodology, detailed description of data elements is used to describe abstract concepts 

through a series of steps. The Enterprise Architect [185] software was used to create the 

necessary UML models based on the recommendations in the caBIG developer 

documentation.  

Implementation of caGrid data services requires the creations of two UML 

models: the Logical Model and the Data Model. The Logical model can be described as a 

representation of expert knowledge of the domain under study; for example, a logical 

model based on mortality surveillance can represent concepts such as “Name” and 

“Cause of Death” as classes that consist of attributes and relationships. On the other hand, 

the data model represents the database schema of the logical model where the logical 

model concepts/classes are represented by table and attributes.   

After creating the data model, the elements were mapped to their corresponding 

elements found in the logical models; this annotation process allows developers to 

achieve caBIG silver-level compatibility. For this project, the annotation was done 

manually, which is the traditional approach. However, we do understand that this process 

can be error prone; therefore, the caAdapter tool [186] was used to visualize and validate 

the structure and mapping specifications, as well as to aid in finding any inconsistencies 

in the UML Model. This tool provides users the ability to automate and validate the 

mapping process, and also provides a component-based architecture to support message 
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development and report using standard data formats. Once validated, the tool allows the 

annotations of the created UML model to be stored in the XML Metadata Interchange 

(XMI) representation.  

Syntactic and semantic interoperability between resources is achieved by the 

caBIG team by using a model driven architecture approach. Therefore, after creating the 

UML models, we used the National Cancer Institute (NCI) caCore (Cancer Common 

Ontologic Representation Environment) SDK, which was built on the principles of Model 

Driven Architecture (MDA), n-tier architecture and common API for data access, to 

generate a “caCore like system” [187].  This system was used to create a caGrid data 

service that supports the use of existing caCore SDK-generated systems as a backend 

data source  [187].  

The next step for this caGrid data service creation involved the use of caGrid 

Introduce toolkit to generate and deploy the data services using the caCORE-generated 

system as the bases for the data service. The data services can be using the caGrid query 

languages: CQL is used to retrieve data from caGrid data services, and “DCQL,” a 

distributed query language that is used for federated query processing.  

Creating caGrid Analytical Services 

To create the analytical services (R and MetaMap) for this study, we used an 

extension of the caGrid Introduce toolkit [188], grid Remote Application Virtualization 

Interface (gRAVI) [189]. The gRAVI toolkit allows developers to seamlessly wrap and 

deploy applications as a Globus compliant grid service. Before using gRAVI to create the 

analytical service, we first had to determine the parameter set that is required to execute 

both R and MetMap from the command line. Once this was established, gRAVI was used 
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to “wrap” the R and MetaMap command line interface into a grid service. The service 

was then deployed and invoked using the respective grid service client for R and 

MetaMap, which was automatically created by Introduce and gRAVI.  

For a detailed description of the methods used to create the analytical services for 

MetaMap and R, refer to the conference articles “Implementing public health analytical 

services: Grid enabling of MetaMap” [190] and  “A Grid Based Approach to Share Public 

Health Surveillance Applications: The R Example” [191], or Appendices C and D, 

respectively. 

Workflows 

Like many scientific domains, public health analysis is increasingly data and 

process driven. It is noted that such analysis is well modeled by scientific workflows that 

orchestrate multistep procedures in a unified manner. Consider the example of the current 

steps to identify pneumonia and influenza deaths; a workflow can be created to 

automatically standardize, code, and identify these related deaths. Moreover, the 

workflow can be expanded to include operations to find different diseases or 

combinations of events and then be reported through notifications or published to other 

users via a website. Workflows can be used to integrate web or grid services. Despite a 

variety of workflow engines available, the caGrid team has proposed the use of Taverna 

[129], an open source workflow workbench that allows the creation, modification, and 

execution of workflows through a workbench graphical user interface (GUI), as its 

workflow engine for the following reasons: 

1. Seamless integration with web service technology  

2. Supports various web services 
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3. Includes text manipulation services 

4. Plugin architecture that allows the integration of third-party extensions, such as 

the caGrid Workflow Toolkit that allows users to easily create workflows using 

caGrid services  

5. Broad user acceptance within the biomedical informatics community 

6. Relatively easy for developers to build and execute of scientific workflows 

7. Extensibility  

Mortality Surveillance Workflow 

Traditionally, the mortality surveillance workflow includes manual processes, 

which may only be focused on a limited set of diseases and jurisdictions.  For example, as 

noted in Chapter 1, the CDC’s 122 City Pneumonia and Influenza mortality surveillance 

system publishes the number of pneumonia and influenza deaths for certain cities each 

week. The current process at the Utah Department of Health is shown in Figure 4.5.  

While the general processes may be similar in different states, specific methods 

for each process may vary by state. For example, epidemiologists in each state use a 

variety of methods for case finding, and they may use many scripts run locally by an 

individual to analyze the findings. These practices make it difficult for standardizing the 

identification of pneumonia and influenza deaths across different states, or easily 

accessing counts from other states or over time. 

For this study, the mortality surveillance workflow is constructed from the caGrid 

services described in the previous section. Each service is registered; as a result, they are 

discoverable from Taverna. 
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Figure 4.5: Current mortality surveillance workflow 

Evaluation of Phase Two 

When conducting a feasibility study, it is imperative to perform an evaluation. 

Therefore, for the evaluation of this phase of the study, we have identified “validation 

through proof-of-concepts” to guide our assessment. Through a series of use case 

scenarios, four proofs-of-concept studies were carried out. The methods for these uses are 

tied to the ‘Results’ of creating the grid services; therefore, a detailed discussion of the 

methods for these use cases is be provided in the ‘Results’ chapter (Chapter 5).   

1. Use Case 1: Access and Integrating Public Health Data  

2. Use Case 2: Access to Natural Language Processing Tools  

3. Use Case 3: Deploy Commonly Used Public Health Surveillance Algorithms in a 

Grid Environment  

4. Use Case 4: Access to Public Health Data and Informatics Services  

Ethics approval was not required for this study; identifiable information was 

excluded from the study data. 

Summary 

This chapter described the research methodologies used to address the research 

questions identified for this dissertation. A measurement study was conducted to provide 
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insight on how death certificates can be automatically standardized and coded. Building 

on that phase of the study, feasibility studies were conducted to demonstrate the transfer 

of death data and applicable applications to a grid environment.  



 

 

 

CHAPTER 5 

RESULTS 

Introduction  

The research methodologies described in Chapter 4 were categorized into two 

distinct phases, each with its own purpose and procedures. The results and finding 

obtained by the two research phases are presented in this chapter.   

Results for Phase One 

Processing Time of the Data 

The 6450 death records for the first phase of the study were processed using a 

server with 16 GB RAM and two Opteron Dual-Core 2.8 GHz processors at the Center of 

High Performance Computing (CHPC) at the University of Utah. The CPU processing 

time to identify pneumonia and influenza cases for both keyword searching and the DCP 

were 0.21 seconds and 881.83 seconds, respectively.  The natural language processing 

component of the pipeline attributed to 99.4 percent of the DCP processing time (NLP-

877 seconds).  However, although the processing time for the DCP was about 41 times 

longer than keyword searching, it still is well within the “in real-time” realm. For 

instance, in the United States, there are approximately 46,523 deaths; therefore, it would 
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take the DCP 6,364.3 seconds CPU to standardized, code, and flag all the weekly death 

records.  

Statistical Analysis 

Keyword Searching 

Of the 6,450 records, the keyword searching method flagged 473 records as 

pneumonia- or influenza-related.  From these 473 records, 21 were classified as false 

positives and 20 as false negatives. Based on these numbers, precision and recall were 

both calculated at 96%. F-measure was also calculated at 96%.  The level of agreement 

between keyword searching and the reference standard was considered excellent based on 

the Fleiss’ [192] guidelines for characterizing kappas (Cohen’s kappa 0.95).  

Of the 21 false positives, for 6 of these records, “pneumonia” was present in the 

cause of death text; however, ICD-10 codes related to pneumonia were absent from their 

corresponding coded data. Two additional records were flagged because “pneumonia” 

was included in the substring. The death literals for these two records were 

“Streptococcal Pneumoniae Septicemia” and “bacteremia due to Streptococcus 

pneumonia.” Data entry errors were attributed to the remaining 13 errors; specifically, all 

errors were due to “aspiration pneumonia” being classified as a pneumonia-related death. 

This was due to one of the following: 1) “aspiration” and “pneumonia” being two 

separate cause of death fields or 2) “pneumonia” not being directly followed by 

“aspiration” in the death text (example “pneumonia due to secondary aspiration”).  

For false negatives, this method recorded a total of 20 false negatives. The false 

negatives generally fell into one of the following two categories: 1) pneumonia being 

misspelt on the death certificates (n = 8), usually as “pnuemonia” or “pnumonia” and 2) 
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“pneumonia” or “influenza” text being absent from the death phrase, but their 

corresponding processed code included pneumonia- or influenza-related ICD-10 code(s) 

(eg J89) (n = 12). F-measure was also calculated at 96%. A high level of agreement was 

seen among keyword searching and the reference standard (Cohen’s kappa 0.95). 

Death Certificates Pipeline (DCP) 

The Death Certificates Pipeline (DCP) yielded a precision at 98% and recall at 

99.8%; false positives and false negatives were 9 and 1, respectively. Like the keyword 

searching method, 6 of the 9 false positives were due to “pneumonia” being present in 

one of cause of death fields but not coded into ICD-10. The remaining 3 errors were due 

to the entry of aspiration pneumonia on the death certificate. The DCP had only 1 false 

negative for the death literal “recurrent aspiration with pneumonia.” F-measure was 

calculated at 99%. The level of agreement between the pipeline and the reference 

standard was categorized as excellent because the Cohen’s kappa was 0.998. 

Statistical analysis of the results showed that two of three standard measures 

(recall and precision) were all statistically better in the DCP method than keyword 

searching (Fisher’s exact test: recall (p = 1.742e-05) and precision (p = 0.026). In 

addition, McNemar’s test (p-value = 2.152e-05) shows that there is significant difference 

between the two methods. The performance for each method is given in Table 5.1.  

 

Table 5.1: Comparison of the two methods 

Method Recall Precision Cohen’s 

Kappa 

Keyword Searching 0.96 0.96 0.96 

DCP 0.998 0.98 0.998 
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Analysis of DCP Failures 

Upon analysis of the DCP output, it was observed that most failures were due to 

discrepancies between the cause of death literal and its respective ICD-10 code. For the 

reported 9 false positives, 6 were due to “pneumonia” being present in one of cause of 

death fields but not coded into ICD-10.  It can be hypothesized that these 6 false positives 

were not due to MetaMap or the rules algorithm, but perhaps due to the coding process 

and the data that provided by UDOH.  

As described earlier in the previous chapter, MMDS produces two types of ICD-

10 codes: entity axis and record axis codes. From the literature [193], it is suggested that 

the entity axis codes be used for this type of analysis because they provide the ICD-10 

codes for all conditions or events reported on the death certificate [193]; but as mentioned 

earlier, only the record axis codes were made available for this study.  The MMDS 

applies a rules-based algorithm on the entity axis codes to generate the record axis codes; 

this produces a better quality of data because conditions are recoded to better match the 

context of the conditions reported on the death certificate [194]. For example, if 

“pneumonia with chronic obstructive pulmonary disease” is reported on the death 

certificate, two conditions will be shown in the entity axis coded data, one reflecting 

“pneumonia,” and the other reflecting “chronic obstructive pulmonary disease.” 

However, the record axis coded data will be replaced with a single condition: “Chronic 

obstructive pulmonary disease with acute lower respiratory infection” (J44.0). It is 

important to note that, although we have speculated the reason why the coded data is not 

included in pneumonia-related codes, we were unable to verify that these codes (codes 

related to pneumonia) were present in the set of entity axis codes for the six cases. 
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The final 3 false positives resulted in a second category of errors, the reporting of 

“aspiration pneumonia” on the death certificate. DCP successfully identified cases where 

the string “aspiration pneumonia” (C0032290) was reported in the same text field. 

However, if the strings were reported in separate cause of death fields, the NLP 

component of the DCP processed the string as two separate texts, thus yielding two 

codes: one for “aspiration” and the other “pneumonia.” As a result, the record was as a 

“pneumonia” death; improving the rules of the detection algorithm to be more 

sophisticated to not flag records like these can overcome this problem. 

Results for Phase Two 

The results obtained from the feasibility study are summarized and presented in 

the form of validation through proof-of-concepts by utilizing use case scenarios. These 

scenarios specify how users carry out their tasks in a specified context and provide 

examples of usage as an input to design. 

Validation Through Proof-of-Concept Studies 

Use Case 1: Access and Integrating Public Health Data 

In order to illustrate the working principle of the data grid service, we created a 

scenario that demonstrates the access of public health data that are under a different 

administrative domain. To simulate a real-world scenario, the grid data services were 

deployed under different hosting machines: a Linux virtual machine at Center of High 

Performance Computing and a Windows 7, core i7 machine. To execute this use case, we 

used 62,181 Utah death records for the years 2003–2007, which were provided by Utah 

Department of Health. These records were divided by deaths that occurred in counties in 
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the “lower” and “upper” half of the state of Utah, which were then used to populate the 

two data services. Such distinction resulted in 52,214 death data for the “Nothern Utes” 

data service, and 9967 for the “Southern Utes” data service. Figure 5.1 shows the division 

of the state of Utah to provide a visual of the division process. The data services UML 

models, Figures 5.2 and 5.3, respectively, where both validated in caAdapter, Figure 5.4. 

Once the data service was implemented, the user was able to communicate with it 

using the web interface shown in Figures 5.5 and 5.6. The data service client API was 

invoked and used to provide an example of querying the data service using the caGrid 

query language as seen in Figure 5.7.  

 

 

Figure 5.1: “Upper Utah” UML model 
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Figure 5.2: “Nothern Utes” UML model 
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Figure 5.3: “Southern  Utes” UML model 
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Figure 5.4: Screenshot of validation through caAdapter 
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Figure 5.6: Querying data service through web-interface 
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Figure 5.7: Querying data service using DCQL 
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The purpose of this use case is to demonstrate that the data service can be queried 

and the results can be analyzed in an analytical tool of choice, in this case, R. Therefore, 

the queried results were imported into R and the R package “GoogleVis” was used to the 

plot the total counts by counties (Figure 5.8). 

The Google Chart Tools offer interactive charts that can be embedded into web 

pages; this is depicted in Figure 5.9, where the user hovered over Washington County to 

view the total number of deaths for this specific county.  

 

 

Figure 5.8:  Plotting total count by county using R 
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Figure 5.9: Example of “GoogleVis” interactive plot 

Use Case 2: Access to Natural Language Processing Tools 

The MetaMap grid version was invoked and deployed to the caGrid training grid. 

This analytical grid service can be primarily used in three interaction modes: 

programmatically, web interface, and/or scientific workflows. A brief description of each 

interactive mode follows: 

1. Programmatically: Through the MetaMap grid application interface (API), 

developers have greater flexibility by using programming languages or scripts to 

perform public health-related analysis.  

2. Web Interface: The web interface is discussed in the succeeding section. 

3. Workflows: Like many scientific domains, public health analyses are becoming 
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increasingly data and process driven; this type of analysis is well modeled by 

scientific workflows, scientific workflows were explained in Chapter 4.   

Consider the example of mortality surveillance that is constantly mentioned 

throughout this dissertation; a workflow can be created to automatically 

standardize and code death certificates and include operations to identify diseases 

of interest.  

Natural language processing tools, like MetaMap, are very technical my nature. 

They usually require users to have technical, programmatic, and/or command line 

knowledge to the run these types of software.  As a result, for the purpose of this study, 

our validation was done through the web interface that was automatically generated by 

gRavi; the web interface can be accessed at http://kieluc.chpc.utah.edu:8080/NLPAnServ. 

The gRavi web client has three distinct sections: 1) data staging: used to upload files 

required to the working directory on the execution machine; 2) remote files: used to view 

all files in the working directory on the execution machine, and 3) arguments section: 

used to add MetaMap command-line arguments. This web interface was used to execute 

the scenario described below. 

Use case scenario. An epidemiologist wants to process unstructured, free text 

death certificates to assess the severity of a pneumonia outbreak. On the client’s local 

machine, he/she has available software/algorithms that will be used to identify the disease 

of interest. However, due to limitations, such as lack of computational resources to 

quickly process the death certificates, the client is unable to properly analyze the 

unstructured data. This client can use the secure web service to upload the death 

certificates to execute the text processing remotely, and transfer the results back to the 

http://kieluc.chpc.utah.edu:8080/NLPAnServ
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client.  

To execute the scenario above, the client web interface was used because we 

thought it would be the best option for demonstrating the service’s usefulness to public 

health officials because, of the three options mentioned above, the web client provides a 

greater ease of use for the target user over programmatic interactions. Figure 5.10 shows 

the web client servlet; the three distinct sections mentioned above are highlighted on the 

right.  

  

 

Figure 5.10: Snapshot of processing a file with MetaMap grid web client. Adapted from: 

Davis, Kailah, Ronald C. Price, and Julio C. Facelli. "Implementing public health 

analytical services: Grid enabling of MetaMap."  In Computer-Based Medical  

Systems (CBMS), 2013 IEEE 26th International Symposium on, pp.  

113–118. IEEE, 2013. © 2013 IEEE. Reprinted with permission. 
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For the user scenario, phase one study data was used to evaluate the performance 

of the grid enabled MetaMap. Using the grid web client, we uploaded a text file of the 

death phrases for processing. The application then ran the text file on the execution 

server; this machine had all the necessary MetaMap services running to process the file 

and execute the specific scenario.  Result of the analysis was returned to the user in the 

form of electronic files; in this case the fluextxt.out file. A snippet of the output can be 

seen in Figure 5.11. 

 

 

Figure 5.11: Snippet of returned file. Adapted from: Davis, Kailah, Ronald C. Price, and 

Julio C. Facelli. "Implementing public health analytical services: Grid enabling of 

MetaMap." In Computer-Based Medical Systems (CBMS), 2013 IEEE 26th  

International Symposium on, pp. 113–118. IEEE, 2013. © 2013 IEEE. 

Reprinted with permission. 
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Using the grid version of MetaMap gave exactly the same results as those 

executed in the stand-alone version. Moreover, the difference between execution times on 

the local installation (~0.169 seconds per death literals) and the grid version of MetaMap 

(0.132 seconds per death literal) were negligible. For this project, we did not perform a 

rigorous analysis of the time and effort needed to implement MetaMap in a grid 

environment. 

The results of from this section were originally published in the paper by Davis et 

al. [190] © 2013 IEEE.  

Use Case 3: Deploy Commonly Used Public Health Surveillance  

Algorithms in a Grid Environment 

The overall aim is to develop an analytical service that allows users to submit R 

functions for execution in a grid environment.  Creating a grid version of R allows users 

such as epidemiologists, and others unfamiliar with the statistical language, to perform 

powerful statistical analyses easily. Also, it demonstrates the functionality of utilizing a 

grid to provide access to tools that may be used at one department but not another. This 

example, along with the second aims, demonstrates the feasibility of utilizing a grid to 

provide collaborative model/architecture to help increase collaboration within public 

health environs.  

Use case scenario. An epidemiologist wants to perform aberration detection in an 

R environment. On his local machine (client), he uses the R interface to create a script 

with his choice of surveillance algorithm, which he wishes to use on a public health data 

set. Although the client could analyze the data on his local machine, there might be 

instances where the data are too large and execution in a grid environment might have 
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bigger computation power than the client’s machines, thus making it more efficient to 

execute the algorithm remotely and transfer the results to the client.  

The implementation of the grid-based version of R (rGRID) followed the methods 

for creating the MetaMap grid and produced the three distinct user interaction modes: a 

user interface, workflows, and programmatically. Therefore, in-depth details about these 

steps will not be provided. However, it is important to note that users of the R grid 

environment will have access to the distributed statistical in a transparent fashion, as if 

the software was local. The complexity of the grid is thus hidden from the user. In 

practice, grid access can be performed by passing the R code or script to the grid as an 

input along with the data to be processed, if necessary; during this process, a working 

directory is created on the remote machine where the R script and data are transferred to 

(to a GridFTP server later used for file staging). The job is then submitted to the grid 

system and after the execution is finished, the resulting output files (staged out by the 

grid system) are transferred to the client; the results are written with an “out” at the end 

of each file. It is important to note that while the remote execution is active, and the user 

waits for the results, the create output (out) file is locked. The different execution steps 

are shown in Figure 5.12. 

 

 

Figure 5.12: Execution of grid-based version of R 
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Scenario 

To demonstrate the working principles of the R in a grid environment, in an 

article by Hohle et al., a simple example of aberration detection in mortality data and for 

which all data are available online [195]. This also provides a validation of the gird-based 

version of R in a realistic usage scenario.  

In the “mortality scenario,” Danish 1994–2008 mortality data containing the 

weekly number of all-cause mortality are used to demonstrate the plot functions and 

different aberration algorithms in the “surveillance” package. The Danish mortality data 

were produced from the European monitoring of excess mortality for public health action 

(EuroMOMO) project; more information about the EuroMOMO project can be found in  

the selected article (Hohle et al. [195]).  The work will be validated by showing that the 

results from Hohle et al. can be reproduced using the grid-based version of R (rGRID).  

To execute this use case, we used Globus to send an R script to the execution 

machine. In the script, we loaded the “surveillance” package, performed a subset of the 

analyses found in the literature (Hohle et al.), CUSUM and Farrington algorithms, and 

created a “pdf” file with all the necessary graphs; this file was then transferred back to the 

user. The execution command can be seen in Figure 5.13. After executing the command, 

the rGRID generated graphs for the Farrington and CUSUM algorithms, Figures 5.14 and 

5.15, that were identical to those in the literature, Hohle et al. [195], thus validating the 

implementation, particularly for implementing the “surveillance” package that 

implements analysis steps for identifying outbreaks in mortality data. Moreover, this 

proof-of-concept showed that other useful R commands such as export graphs to a “pdf” 

file can be successfully executed in rGRID. 
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Figure 5.13: Command used to run the R Script on the grid-based version of R 
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Figure 5.14: Farrington graph produced by rGRID 

 

 

 

Figure 5.15: CUSUM graph produced by rGRID 
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Use Case 4: Replicate Current Mortality Surveillance Workflow 

As noted in the previous chapter, a Taverna workflow was constructed to model 

the CDC’s 122 Cities Mortality Reporting System pipeline and was tested using death 

data provided by the Utah Department of Health. For this workflow, the input is an XML 

document a user got from the “NLPAnServ” grid service; the input is then passed to the 

“XPath_Service,” which parses the XML and identify codes from the “Candidate -> 

Mapping Tree”; this step can be seen in Figure 5.16.  

Once the relevant codes are identified, the data are sent to a nested workflow; in 

this nested workflow, the list of codes is read into as a vector and fed into the “Rshell.” 

The “Rshell” contains the necessary R code to identify the total number for codes of 

interest. The count is then output to a MySQL database (Figure 5.17), as well as a text file 

on the user’s computer (Figure 5.18).  

 

 

Figure 5.16: Example parsing of XML to find “MetaMapping” CUI 
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Figure 5.17: Taverna workflow output to MySQL Database 

 

Figure 5.18: Taverna workflow output to text file 
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When outputting to the database, a SQL update query is updated with the “total 

count,” “State,” “City,” “Week Number,” and “Year.” These data are then published 

online, where users can quickly have access to neighboring State counts by querying the 

database base through a web browser based on year and/or week number; a simple 

mocked up site demonstrating this possibility can be seen in Figure 5.19. 

 

 
 

Figure 5.19: Mocked website 
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Discussion of Outcomes 

An in-depth discussion of the results are presented in Chapter 6, however, to 

highlight significant findings, the following points are highlighted: 

1. The quantitative analysis using more sophisticated natural language processing 

techniques to standardize and code death certificates provided the first stepping 

stones on the value of applying this technology to other public health data. 

However, some main problems when MetaMap performed below average need to 

be highlighted: 

 There are multiple concepts (noun phrases) in a single string  

 The phrase has a compound statement (“metastasis to brain and bone” or 

“gunshot wounds of the head and right arm”) 

 The phrases begin with certain words (i.e., complications, etc...) 

2. The results of the feasibility study clearly showed that grid technology can be 

used to help create a decentralized surveillance architecture. Although there are 

many grid middleware systems, for this project, we focused on caGrid. While the 

tools provided allowed us to develop the grid services, it is important to note that 

the ease of developing grid services using caGrid heavily depends on one’s 

operating system. The grid services were developed on both Windows 7 operating 

system and Ubuntu, and we found that that it was easier to develop on Ubuntu, 

particularly analytical services. Under a Windows environment, the developer has 

to change the generated Java codes for when uploading, accessing, and 

transferring files. This is because the generated Java code is for an UNIX 

environment; therefore, the developer has to change all codes related to file 
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handling to include “\\” or “/.” 

Summary 

This chapter provided the results obtained from the two phases of this research 

study. The first phase of the research involved quantitative analysis of comparing the 

current method of identifying pneumonia and influenza deaths to the proposed pipeline, 

composed of a detection rule and natural language processor, for the real-time encoding 

of death certificates using the identification of pneumonia and influenza cases. Recall, 

precision, positive predictive value, and F-measure were calculated and the results were 

presented showing that the DCP performed statistically better than the keyword-based 

system. In the second phase of this research project, we focused on demonstrating the use 

of grid technology to aid in surveillance practices. The results of this feasibility study 

were validated through a series of use case scenarios. The outcomes from all of these are 

used to demonstrate how current technology can be used to address gaps and areas of 

weakness in the surveillance architecture, more specifically mortality surveillance, and to 

make recommendations to decrease these deficiencies, all of which are dealt with in the 

next chapter.  

 



 

 

 

CHAPTER 6 

DISCUSSION 

The final stage of this investigation involves offering general observations for 

each phase of the study, as well as their limitations. The study’s relevance to biomedical 

informatics is also discussed.  

General Observations Phase 1 

To the best of my knowledge, this research project is the first to publish and 

disseminate findings on using a natural language processing tool and the UMLS to code 

and standardized death certificates to identify pneumonia- and influenza-related cases. 

The Death Certificates Pipeline (DC) developed here was statistically better than 

keyword searching and was computationally efficient. Moreover, through this study, we 

were able to show that the current method used by the Utah Department of Health 

underestimated pneumonia and influenza deaths in Utah. The simple keyword search 

method not only decreased recall and precision but also reduced the level of agreement. 

When reporting counts for surveillance purposes, one should be as accurate as possible; 

however, there is a tradeoff between recall and precision. A respectable recall value helps 

capture “true” pneumonia- or influenza-related deaths, while a respectable precision 

value is needed to avoid overestimating the number of weekly pneumonia-influenza 
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deaths.  For disease surveillance, increased precision enables public health officials to 

more accurately focus resources on the proper control and prevention measures. As a 

result, although both methods in this study had good precision values (DCP: 0.98 and 

keyword searching: 0.96), using the pipeline developed in this dissertation would be more 

advantageous. The sample size for this phase of the study was sufficient to show the 

difference between the two methods. 

Although the MetaMap component was not evaluated, based on the DCP’s output, 

one can hypothesize that it did an excellent job at extracting and processing cause of 

deaths text; this is consistent with the results of Reid et al. [106]. The performance of this 

(DCP) system is determined largely by the coverage of terms and sources in the UMLS. 

The comprehensiveness of the UMLS resulted in most of the concepts on the death 

certificates being present in the UMLS, which attributed to the good recall (0.998).  The 

DCP’s weakest strength was its precision (0.98). As mentioned in the Results chapter 

(Chapter 5), most of the concepts the system did identify (n=9) and for the keyword 

searching method (n=9) were due to data entry errors. Standardizing the data entry for 

pneumonia negation text such as “aspiration pneumonia” would overcome both methods’ 

limitation of falsely identifying these death literals as pneumonia-related deaths.  

In terms of timing, keyword searching was the faster method; however, the DCP 

was also in the sub 1/10 second range, thus implying that if the study’s current hardware 

and configurations are used, one can process Utah’s daily death (~40) in approximately 

5.47 seconds and all deaths in the US (~ 6646) in approximately 909.17 seconds. This 

timing would be much faster than the minimum of two weeks to receive the coded data 

from the current CDC process. Moreover, these timings make it apparent that this system 
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can be integrated in a real-time surveillance system without introducing any additional 

bottlenecks. 

General Observations Phase 2 

The main goal of this phase of the study is to investigate the use of grid 

technology to replace current processes in public health surveillance. Although the 

traction of discussing the role of grid technology as it applies to public health is slowly 

dwindling. This goal was achieved by describing grid technology methods and 

demonstrating the potential uses of the proposed method as exemplified through a series 

of use case scenarios and prototypes, thus demonstrating the value of this technology to 

the public health domain. Although the grid services are not ready to be implemented 

within the public health setting, it serves as a proof-of-concept implementation that can 

be perfected with additional time and software development investment. However, the 

results for this study provided five concrete deliverables: 

1. The ability to create public health grids provides access to disparate data sources 

and allow for distributed analytics (such as natural language processing). 

2. The use of the “mortality surveillance” workflow provides a framework for 

demonstrating how the public health grid can enhance current processes. 

3. Articulating the steps to migrate data and analytical tools into a grid informs 

researchers and practitioners of these solutions and possible challenges.  

4. The use of secure web services to enable access to previously isolated data 

sources for biosurveillance consumption is an emerging and appealing concept. 

This model aligns itself with ongoing, existing efforts within healthcare IT 

domain such as the Nationwide Health Information Network (NHIN). NHIN’s 
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vision of providing healthcare information exchanges among hospitals, 

laboratories, and independent healthcare providers is based upon federated data 

access and the use of secure web services in accordance with Web Services 

Interoperability Organization (WS-I) standards. 

5. Proof-of-concept studies demonstrated how public health organizations can 

combine multiple grid services to create a standardized workflow for 

biosurveillance and/or other public health-related purposes. 

Although this phase of the study focused on the development of grid services 

related to mortality surveillance, this model can be applied to other data and analytical 

services, with the potential of providing valuable biosurveillance information.  However, 

based on our experience, we believe that it is possible to create a platform where public 

health departments contribute different services to the grid.  It is important to note that 

while modeling data services are more generalizable, when determining what services to 

deploy as a grid service, developers should first determine what public health problem 

this service will address; and secondly, they should create services that are both 

generalizable and specific to different public health functions. 

In  2007,  the then CDC National  Center  for  Public  Health Informatics started 

the initiative of creating a public health grid (PHGrid) [196] to make data readily 

available to various stakeholders.  During this initiative, the CDC and its collaborators 

planned carrying out a series of proof-of-principle tests to help determine the benefits and 

advantages of using grid computing in the public health domain. Through the lessons 

learned from these experiments, the CDC was able to develop a pilot project that enabled 

secure and timely exchange of information across multiple areas  [196]. Although the 
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exchange of information is essential to enhancing current public health surveillance 

architectures, it is important to demonstrate the use of grid technology to not only share 

information but also to provide access to analytical services that can aid in developing a 

more complex grid application, concatenating these analytic services with appropriate 

data sources. This phase of this study produced a series of proof-of-concepts to address 

this gap by creating both data and analytical services and a workflow uses these services 

to model a current public health surveillance process, mortality surveillance. As a result, 

this study has the potential to pave the way for the future.  

Assumptions 

There are a few assumptions underlying my research proposal. This proposal is 

seeking to introduce new technologies into a public health environment. This intervention 

carries the assumptions that:  

1. Most health departments do not have sufficient technical capacity to enhance their 

biosurveillance capabilities. 

2. The use cases will be sufficient to demonstrate the potential benefits associated 

with leveraging technologies to enhance public health surveillance. 

3. The death certificates utilized in Aims 1 and 3 are complete and accurate enough 

for public health case identification and identification of possible emerging 

diseases.  

Limitations 

Although the biomedical informatics has been around for many years, applying 

informatics to the public health field (public health informatics) is relatively new; 
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therefore, there is no defined methodology for performing the studies in this dissertation.  

As a result, the study implemented methodologies from different disciplines and general 

guidelines were followed to ensure statistical and methodological rigor. Despite these 

precautions, this study is still affected by several limitations; this section discusses these 

issues.  

The death data used throughout this study were only from one institution.  While 

efforts are being made to ensure consistency of death data across states, the way the data 

are captured may differ by states. As a result, the UML models created in this study, 

which are modeled after the Utah Health Department, cannot be generalizable to other 

states. Nevertheless, we have provided a starting point for creating data grid services for 

the public health data.   

The pipeline created in the first phase of the study demonstrated that natural 

language processing tools can be used to identify pneumonia and influenza deaths. 

However, the performance of this pipeline is affected by the limitations of the used 

knowledge base (UMLS) and concept-recognition system (MetaMap). While a number of 

steps can be developed to improve the pipeline’s shortcomings, the UMLS and MetaMap 

limitations are out of reach of the potential developers of a system. In addition, an 

evaluation of the natural language processing component of the death certificates pipeline 

was performed; as a result, further research is needed to determine the performance of a 

natural language processing tool specifically to the coding of death certificates. Further 

research also needs to be carried out to examine the use of the DCP on electronic death 

records across institutions and countries that may have different documentation 

procedures. 
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Although the grid services were validated through a series of proof-of-concept 

studies, the practical gains for the analytical services in terms of computational power 

was not done. In addition, a formal user acceptance testing was not performed; 

nevertheless, we believe that this work provides the foundation to aid researchers and 

developers in using grid technology to access distributed data and analytical services.  

Overall Significance 

Public health and medical information sharing have evolved greatly over the past 

decade.  There has been a significant amount written in regards to the need for enhancing 

public health surveillance capabilities, specifically as a mechanism to increase situational 

awareness and common operating picture. In particular, the literature addresses the need 

for an integrated national biosurveillance enterprise and methods to identify emerging 

diseases. However, the literature is lacking prototypes or resources that cash-stricken 

public health departments can utilize as models to provide such an infrastructure.  This 

research seeks to bridge gaps between information technology development and public 

health surveillance practice that prevent development of effective infrastructure for the 

sharing of information and techniques from being adequately utilized and evaluated to 

enhance public health surveillance. Each section of this research shows how to 

implement technologies that can significantly lower the barrier toward transforming 

public health surveillance systems, and provides a more specific framework for 

implementing nontraditional approaches to address the current gap in our nation’s 

surveillance capabilities. Moreover, by providing a set of examples to demonstrate that 

these technologies benefit public health may provide insight that may lead to a better, 
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more collaborative system of tools and datasets that will become the CDC’s public health 

surveillance of the future.  

Relevance to Biomedical Informatics 

Public health informatics (PHI) is a subdomain of biomedical informatics, and 

like biomedical informatics, PHI is an interdisciplinary field that applies information 

science, computer science, statistics, and technology to overcome public health problems 

and improve public health processes [49]. Accordingly, the purpose of this study was to 

help solve ongoing public health problems. To address these problems, scientific tools 

were developed and techniques were leveraged; it is hoped that such knowledge will 

serve as building blocks for future research and ultimately have a positive impact on 

human health. Moreover, due to the interdisciplinary nature of the biomedical/public 

health informatics field, the necessary tools and knowledge needed to undertake this 

study was provided. This dissertation has also contributed to the field of biomedical and 

public health informatics: 

 It demonstrated the effectiveness of natural language processing tools for 

processing unstructured public health data, thus giving insight on exploration of 

new methods to enhance how the healthcare community transforms, manipulates, 

and analyzes unstructured data sources. 

 It enabled R and ‘MetaMap’ as analytical services in the caBIG environment.  In 

the biomedical informatics community, MetaMap and R are commonly used and a 

de facto standard. However, to our knowledge, there has not been any attempt for 

grid enabling the MetaMap environment itself or R and using it as user interface 

for accessing the grid service. This dissertation provided insight into how a grid 
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service for these tools can be advantageous to the field of public health 

informatics.  

 It provided a step-by-step process for creating caGrid data and analytical services, 

which can help developers who are having difficulties creating these services with 

the caGrid suite of tools. In addition, the use of the Taverna workflow engine 

showed how to integrate these services to simulate a current public health 

surveillance workflow; the methods used can be generalized to many other similar 

surveillance workflows in the public health domain. 



 

 

 

CHAPTER 7 

CONCLUSIONS 

This project aimed to provide an overview of the current challenges faced by 

current public health surveillance systems. Key problem areas were identified and 

informatics techniques were leveraged to demonstrate that these methods can be used to 

overcome key challenges. Moreover, this works illustrates the following: 

 This study shows that it is feasible to achieve high levels of accuracy when using 

NLP tools to identify cases of pneumonia and influenza cases from electronic 

death records while still providing a system that can be used for real-time coding 

of death certificates. Identification of concept identifiers related to the CDC’s case 

definition of pneumonia and influenza was very important in producing a highly 

accurate rule for the identification of these cases. 

 We demonstrated that it is possible to easily deploy grid applications for public 

health surveillance use.  We concluded that the techniques used could be 

generalized to any application that has a command line interface. We believe that 

by providing a set of examples demonstrating the benefit of this technology to 

public health surveillance may lead to a better, more collaborative system for 

public health surveillance.   
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The difficult road of bringing technology used in academia to the public health 

domain, particularly to overcome key challenges faced by the public health surveillance 

community, still lies ahead.  While this project is a first step to providing key insight and 

a roadmap on how new technologies in different fields can be used to enhance public 

health surveillance capabilities and infrastructure, further research is needed. Moreover, 

informatics tools and techniques such as those presented in this study promise to guide 

researchers and public health informatics professionals at current state and federal 

agencies in their efforts to improve public health practice through informatics.  
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APPENDIX B 

LIST OF ALGORITHMS IN THE  

“SURVEILLANCE” PACKAGE 

 

Table B.1: Algorithms available in the R “surveillance” 

              package during summer 2012 

Algorithm (Function) Description 

Cdc Stroup et al. (1989) 

Farrington Farrington et al. (1996) 

Farrington Flexible An improved version of the Farrington algorithm 

Rki The system used at the Robert Koch Institute, 

Germany 

Bayes  A Bayesian predictive posterior approach 

Hmm An online version of the Hidden Markov Model 

approach 

Rogerson An extended approach for  surveillance for time 

varying Poisson means as documented in Rogerson 

and Yamada (2004) 

Cusum An approximate CUSUM method for time varying 

Poisson means as documented in Rossi et al (1999) 

Glrnb Likelihood and generalized likelihood ratio 

detectors for time varying Poisson and negative 

binomial distributed series documented in Höhle 

and Paul (2008) 

Outbreak Semiparametric surveillance of outbreaks by Frisén 

and Andersson (2009) 

categoricalCUSUM Includes change-point detection based on 

regression models for binomial and beta-binomial 

distributed response. Furthermore, multi-categorical 

models includes the multinomial logistic model, 

proportional odds model and the Bradley-Terry 

models 

pairedbinCUSUM Paired-binary approach taken in Steiner et al. 

Algo.hhh Held et al. (2005) and Paul et al. (2008) 

Algo.twins Held et al. (2006) 

LRCUSUM.runlength  Markov Chain approximation for computing the 

run-length distribution 

twinSIR  Continuous-time and discrete-space modeling as 
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described in Höhle (2009). The appropriate data 

structure for this algorithm is found in the “epidata” 

class. 

Twinstim Continuous-time and continuous-space modeling as 

described in Meyer et al.  

Stcd Prospective space-time cluster detection 
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