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ABSTRACT 

 

 Linear free energy relationships have been a staple of reaction mechanistic studies 

for nearly 100 years, enabling the quantification of subtle steric and electronic 

interactions between ligand, catalyst, and substrate. Recent work has offered an 

integrated approach to both interrogate reaction selectivity origins and to predict more 

optimal conditions. Classic and modern approaches to analyze ligand effects are 

presented in Chapter 1. 

Chapter 2 focuses on the development of novel descriptors for monodentate 

phosphine ligands. The application of these parameters to a Suzuki reaction was 

complicated by multiple ligation states of the catalyst. Experimental outcomes indicated 

that two catalyst regimes are present in the reaction; thus, separation of the results into 

subclasses was necessary. Doing so simplified the selectivity models, revealing nuanced 

ligand effects that were quantified with the new parameters. 

Further applications of these phosphine descriptors are detailed in Chapter 3. 

First, two gold-phosphine catalyzed cycloisomerization reactions are investigated using 

physical organic techniques along with reaction selectivity correlations. Overall, these 

data are used to identify the origin of ligand induced chemoselectivity, and to predict a 

novel ligand to increase the desired product ratio. Second, studies of an alkyl-aryl Suzuki 

reaction are described. In this instance, the phosphine ligand is shown to affect the 

enantiospecificity and chemoselectivity in two different fundamental steps. Evidence of 



iv 

the role ligand size and electronics play in directing the reaction pathways are presented. 

Chapter 4 details our team’s efforts to identify a catalyst system that favors the 

atypical oxidative addition pathway within a Buchwald-Hartwig coupling reaction of 

differentially halogenated hetero-aromatics. Bidentate phosphine ligands were found to 

induce moderate selectivity; thus, ligand parameterization was utilized. Guided by 

univariate correlations, an exceedingly selective diaminophosphine ligand was 

successfully predicted, the origins of which were additionally analyzed with density 

functional theory (DFT) calculations. 

Using similar multivariate techniques, Chapter 5 presents the parameterization of 

acyclic diaminocarbene ligands developed in the context of a gold-catalyzed 

rearrangement-cyclization reaction. Enantioselectivity in this case was found to be highly 

sensitive to two substituents on the ligand, and quantification of these effects enabled the 

identification of a reaction system that produces highly enantioenriched products.  
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CHAPTER 1 

 

INTRODUCTION 

 

An enduring goal of synthetic chemists is the discovery of a reaction that yields a 

single desired product with perfect selectivity when multiple products are possible. Such 

an idealized reaction would require precise regulation of all reactants, catalysts, and 

additives, enabling the controlled trajectory of a single reaction pathway. Chemists have 

persevered in this endeavor by iteratively augmenting reaction conditions to access 

synthetically useful transformations. However, chemists’ best intuitive knowledge can 

still be stymied by confounding reactions controlled by multiple influences, the results of 

which are poorly selective reactions. 

Within organometallic chemistry, a key technique for interrogating reaction 

conditions involves the variation of donor ligands to identify optimal steric and electronic 

properties that lead to the desired reaction outcome. If adequate selectivity cannot be 

achieved via intuitive ligand evaluation, in-depth mechanistic examination often becomes 

the chemists’ best tool for identifying principal considerations that can be systematically 

modified to yield an optimal result. One such method involves the development of linear 

free energy relationships (LFERs) that can provide nonintuitive extrapolations from the 

lower performing structures. In essence, an LFER produces a quantitative relationship 

between the results and known descriptors that can be used to predict a more optimal 



2 

 

ligand. Therefore, the ability to identify a LFER is highly beneficial for moving from low 

to high selectivity. 

Construction of a ligand effect LFER requires three components. First, 

quantitative results must be obtained where the ligand is varied; this can include, but is 

not limited to, site-, chemo-, and stereo-selective outcomes, as well as rates or equilibria. 

Second, an intrinsic property of the compounds must each be quantitatively measured. 

Finally, the results and properties are related via mathematical equations. Importantly, by 

selecting mechanistically relevant descriptors, the LFER can yield clues about the 

reaction manifold. The prototypical example of a LFER is a Hammett plot that relates 

substrate acidity to reaction outcomes;
1
 these correlations have been interpreted as 

indicating the change in charge density within the rate/selectivity determining step, and 

thus, are a quantification of the substrate electronic properties.
2
 Within ligand variations, 

basicity
3
 and nucleophilicity

4
 have classically been considered, as well as size 

descriptors.
5
 Each of these measures relate fundamental ligand properties to how the 

ligand affects the energetics of the transition state. Thus, an LFER can simultaneously be 

used to probe a reaction mechanism through descriptor analysis and to enhance the 

desired reactivity via prediction. 

My work has focused on kinetically controlled reactions; therefore, we have 

assumed Curtin-Hammett control so that the reaction outcomes can be related to the 

ligand parameters. In other words, our hypothesis is that the measured product ratios are 

solely a consequence of ligand variations affecting the energy differences between the 

transition states (TSs) leading to the observed products. Thus, ground state equilibria 

have generally been ignored. However, we expect that properties measured from ground 
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state molecules will similarly be present in the respective transition states due to the 

similarities of the chemical structure. Doing so drastically simplifies the collection of 

parameters as transition state calculations are computationally more expensive. These 

two fundamental assumptions have been guiding principles for my graduate work.  

As much of my dissertation research has been focused on phosphine ligands, this 

chapter includes a discussion of the historical examples of parameters for this ligand 

class. Additionally, classic and modern approaches to LFERs and their integration into 

comprehensive mechanistic analysis are presented in the second section. Overall, the goal 

of this chapter is to introduce how ligand effects can be systematically interrogated and 

quantified. 

 

 

Phosphine Descriptors 

Phosphine ligands are ubiquitous in organometallic chemistry due to their high 

tunability and binding affinity. As phosphine performance is affected by steric and 

electronic considerations, parameters developed to describe these features will be 

discussed in the following paragraphs. 

 

Electronic Parameters 

Among the oldest phosphine parameters are electronic descriptors focused on 

their nucleophilicity
4a

 and basicity.
3
 For example, Henderson Jr. and coworkers 

correlated the pKa values of 17 phosphines to the sum of Taft’s σ* parameters
6
 for 

substituents connected to the phosphorus atom (R of PR3, Figure 1.1).
7
 A linear 

relationship was identified between these measures. Interestingly, the slope of this 



4 

 

 

 

 

 

 

Figure 1.1. Henderson Jr. and coworkers identified trends between Taft’s σ*, 

pKa, and rate of nucleophilic addition. 
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relationship was found to be constant between secondary and tertiary phosphines, 

indicating that substitution from hydrogen to carbon resulted in a consistent change of 

pKa. Using the same sum of Taft’s parameters, the group compared the relative tertiary 

phosphine nucleophilicity. A linear relationship was found between this parameter and 

the rate of reaction of the phosphines with ethyl iodide, though significant outliers were 

noted. Methyl substitution comprised one class of deviation, wherein the reaction rate 

was faster than expected. Complex steric and electronic effects were hypothesized to be 

the origin of this discrepancy suggesting that nucleophilicy is likely a combination of 

interactions that would be difficult to delineate. 

The desire to develop a pure electronic parameter resulted in the development of 

the Tolman electronic parameter. Building on work from Strohmeier and Müller,
8
 

Tolman interrogated 70 P-donor ligands (phosphine and nonphosphine, Li) in Ni(CO)3Li 

complexes, recognizing that the C≡O infrared stretching frequency was sensitive to the 

bound ligand (Figure 1.2). For example, tri-tert-butyl phosphine (PtBu3), a commonly 

utilized large, strongly donating ligand, resulted in a symmetric C≡O stretching 

frequency of 2056.1 cm
-1

  whereas triphenyl phosphine (PPh3) resulted in a frequency of 

2068.9 cm
-1

. This result was attributed to PPh3 being significantly less electron donating, 

as the small size of the CO ligands would minimize steric interactions with the fourth 

ligand. Additionally, Tolman identified that the phosphine substituent effects are 

summative. Hence, each substituent (R of PR3) was assigned a value (χ) that could be 

added to 2056.1 to predict with reasonable accuracy the C≡O stretching frequency from 

Ni(CO)3Li. Overall, Tolman reasoned that these changes are results of the ligand donor-

acceptor properties, and not purely an effect of the donation from phosphorus. 
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Figure 1.2. Phosphine electronic parameters. 
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Numerous parameters were similarly defined as alternatives to the carbonyl 

stretching frequency (Figure 1.2). Devised by Kochi and coworkers,
9
 the one electron 

oxidation potential of MeCpMn(CO)2Li complexes were measured versus the standard 

calomel electrode in dichloromethane. This parameter was shown to correlate to both the 

C≡O stretching frequency
10

 and the pKa of the protonated phosphine.
11

 Other electronic 

descriptors have been derived by Giering,
10, 12

 Koga,
13

 and Cremer.
14

 NMR parameters 

have similarly been measured by multiple groups,
15

 including the 
31

P shift and 
1
JP–Se 

coupling from the phosphine selenide. Specifically, the 
1
JP–Se coupling varies based on 

the electron-withdrawing or donating substituents, wherein more electron-poor 

phosphines result in larger 
1
JP–Se. McFarlane and Rycroft argue that this outcome is due 

to less electron sharing between the phosphorus and selenium atoms, and thus increased 

σ-character (decreased π-character) of the bond. However, further examination of these 

outcomes using modern techniques is warranted. In sum, extensive parameter sets to 

describe electronic perturbations of phosphine ligands are available. 

  

Steric Parameters 

Concurrent work from Tolman in 1970 defined a steric parameter.
5
 Using 

rudimentary tools that consisted of molecular model kits and a protractor, Tolman 

quantified the footprint of 24 P-donor ligands by defining a cone angle as “the apex angle 

of a minimum cone, centered 2.28 Å away from the center of the P atom, which just 

touches the outermost extremities of a ligand folded back while maintaining C3 

symmetry” (Figure 1.3). The distance chosen (2.28 Å) was proposed to approximate the 

average distance between the centers of the phosphorus and nickel atoms in a crystal 
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Figure 1.3. Ligand size measurements.  
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lattice. These angles were found to correlate to the ligand exchange equilibria of nickel 

complexes whereas the C≡O stretching frequencies did not, highlighting the 

overwhelming influence of steric interactions. Importantly, the Tolman cone angles were 

found to be widely applicable to describing many reaction outcomes; Halpern and 

Phelan
16

 reported in 1972 that the substitution rate of benzyl bromide by cobalt 

complexes directly correlated to the size of the phosphine. Further uses were reviewed by 

Tolman in 1977,
17

 highlighting the extensive utility of the cone angle as well as the 

electronic parameter. These two descriptors have become common measures to correlate 

phosphine ligand effects.  

Despite the ubiquity of the Tolman cone angle, this measurement has received 

substantial criticism for an inability to accurately describe more nuanced steric effects. 

The most common critique of the cone angle measurement has been that the  

conformation is high in energy, a problem recognized by Tolman.
17

 Therefore, some 

phosphines are functionally larger than originally measured. For example, tri-n-butyl 

phosphine (PnBu3), tri-n-propyl phosphine (PnPr3), and tri-ethyl phosphine (PEt3) each 

have the same cone angle, an intuitively surprising result. In response to these criticisms, 

alternative parameters have been developed since 1970 that provide insight into the 

relevant steric considerations. 

One modern method to quantify the size of phosphine ligands originated at nearly 

the same time as the Tolman cone angle.
18

 Immirzi and Musco introduced the “solid 

angle” to more accurately describe ligand sizes by measuring the “angular encumbrance” 

of metal-ligand crystal structures.
18

 Further refinement by Komatsuzaki et. al.
19

 and 

White and coworkers
20

 defined the mathematical equations necessary to generalize the 



10 

 

measurement. Using a projection of a molecule onto the inside of a sphere, the 

measurement of the area of the resultant “shadow” was defined as the solid angle, and 

reported either as a percentage of the total sphere or the angle of a cone that would cover 

the equivalent percentage.  

Building upon the idea of a solid cone, Nolan and coworkers hypothesized that 

proximal steric bulk would have a greater influence on reactivity. Therefore, atoms 

outside of a certain distance (initially 3.0 Å, most often 3.5 Å) were excluded in the 

“percent buried volume” (%Vbur).
21

 Spurred by the relative ease of measurement using 

computational or crystal structures, this measure has become nearly as prevalent in 

organometallics as the cone angle. For example, Wu and Doyle recently utilized %VBur to 

interrogate the ligand effects of a nickel catalyzed Suzuki coupling (Figure 1.4). In this 

instance, the Tolman cone angle was insufficient at describing the reaction yield as large 

ligands resulted in highly variable outcomes. However, by considering the difference 

between the ligand cone angle and %VBur, a modest trend can be identified. Thus, the 

remote steric hindrance has an outsized influence on the reaction yield. This trend can be 

further improved by additionally considering the electronic ligand effects in a 

multivariate analysis, the topic of the following section. 

 

Multivariate Analysis 

 For nearly ten years, the Sigman group has been focused on developing 

quantitative methods to relate reaction outcomes to multiple parameters or descriptors, 

enabling several effects to be investigated simultaneously rather than separately. Through 

the use of statistical techniques more commonly used in quantitative structure-activity 
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Figure 1.4. Suzuki reaction developed by Wu and Doyle in which differential 

proximal and remote steric hindrance from the ligand drastically influenced the 

yield. 
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relationships (QSAR),
22

 correlations between structural descriptors and reaction outputs 

have been developed. By combining classic and novel physical organic descriptors and 

integrating them into multivariate relationships with the desired reaction outcomes, the 

relative importance of individual effects can be quantified.
23

 This approach has provided 

access to the simultaneous interrogation of steric and electronic interactions,
24

 

electrostatic interactions,
25

 and phase transfer reactions.
26

 Each of these is a classically 

difficult challenge, and adequate answers have only been identified recently using this 

method. The following section focuses on the evolution of two projects that constituted 

major contributions to the overall program goals of uniting reaction optimization with 

mechanistic interrogation. Finally, the techniques necessary for building a multivariate 

correlation are discussed.  

 

Multidimensional Modeling 

 The catalytic asymmetric addition of allyl fragments to ketones is a useful method 

for the synthesis of enantio-enriched homoallylic alcohols, and the development of 

conditions for a Nozaki-Hiyama-Kishi (NHK) allylation of ketone derivatives was 

underway in the Sigman group in 2007 (Figure 1.5).
27

 Promising initial results had been 

noted for addition to acetophenone using conditions optimized for the allylation of 

benzaldehyde using oxazoline peptide ligands.
28

 The carbamate protecting group 

structure was modulated and LFERs were used to guide optimization.
29

 Specifically, 

Taft/Charton steric parameters, derived from the relative rate of acid catalyzed hydrolysis 

of the appropriate methyl ester,
30

 were used to quantify the size of the carbamate 

substituent. Unfortunately, two correlations were observed: first, for five alkyl groups 
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Figure 1.5. A Nozaki-Hiyama-Kishi allylation reaction was analyzed and the 

enantioselectivity correlated to the Charton value of the R groups. 
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varying in size between methyl and 1-adamantyl, a slope of 1.51 was identified, 

indicating a strong steric interaction. When utilizing larger alkyl carbamate substituents 

(Charton value >1.5), the enantioselectivity was distinctly lower than would be expected 

according to the first relationship. Thus, the second correlation included these three larger 

substituents. To account for this outcome, the Sigman group hypothesized that two 

distinct scenarios could be occurring. First, the mechanism could be changing due to the 

very large substituents, causing a break from the trend, similar to the common 

interpretation of a break in a Hammett plot.
2, 31

 Second, the Charton parameters may not 

accurately reflect the carbamate size.
23

 These possibilities were investigated in follow-up 

work.  

To probe the origin of the break in the LFER, a ligand library containing 

systematic changes to both the backbone and the carbamate group was synthesized and 

tested (Figure 1.5).
32

  The resultant enantioselectivity outcomes were then correlated with 

a multivariate regression using Charton descriptors for each of the two diversification 

points. Importantly, analysis of changes to solely the backbone or the carbamate did not 

lead to identification of the ligand that results in the highest enantioselectivity. Instead, 

the interactions of the two variable structures had to be considered to identify the optimal 

ligand. The nonadditive combination of such variables highlighted an important 

conclusion from this project: synergistic interactions can simultaneously be accounted for 

using this methodology. 

Having established that multiple effects could concurrently be modeled, the group 

endeavored to interrogate a related propargylation of acetophenone that had not yielded a 

satisfactory result through typical ligand screening (Figure 1.6).
33

 Testing and analysis  
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Figure 1.6. Propargylation of acetophenone was shown to be poorly selective 

with oxazoline peptide ligands. Driven by molecular modeling, the group moved 

to quinoline peptide derivatives and modeled electronic and steric effects 

simultaneously. 
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using multivariate regression of the same ligand library revealed a shallow energy surface 

in which the best predicted ligand would only produce 50% enantiomeric excess (ee).
33

 

Thus, different ligand structures were necessary to reach sufficient selectivity, forcing a 

consideration of quinoline-proline ligands that permit electronic changes about the 

quinoline. This shift enabled synchronous evaluation of electronic and steric changes to 

the ligand. Three quinoline variations were tested with the substitutions being quantified 

with the Hammett parameter.
1a

 Charton parameters were again used to quantify the size 

of the carbamate protecting group. Fortunately, the identified regression correctly 

identified that a 4-OMe substituent in combination with a tert-butyl carbamate protecting 

group would be the best performing ligand. Thus, the ability to evaluate synergistic steric 

and electronic trends was confirmed. 

 

Selecting Parameters 

 Returning to the “break” in the Charton plot in the previous section, the group 

reconsidered how the descriptor was measured and how this related to the proposed 

mechanism. The Charton parameter was derived from a specific mechanism, the 

hydrolysis of methyl esters, which assumes free rotation about the substituent-ester C–C 

bond. Thus, generalization to other mechanistic manifolds is likely unreasonable. The 

lack of the ability to describe reaction outcomes was again apparent when the group 

analyzed a desymmetrization of bisphenols catalyzed by a peptide catalyst as reported by 

the Miller group (Figure 1.7).
34

 In this instance, attempts to correlate variations of the R 

group of the substrate to the Charton parameters were unsuccessful. As an example, -

CH2tBu and -1-adamantyl have similar measured Charton values (1.34 versus 1.33), and 
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Figure 1.7. Desymmetrization of biaryl substrates was first described using Sterimol 

parameters. Refinement of this model using IR stretches allowed for stereo-electronic 

effects to be predicted simultaneously. 
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thus would be predicted to react accordingly. However, the substrate including -CH2tBu 

yielded an enantioselectivity much more similar to the -Me containing substrate. In order 

to account for this effect, Sterimol parameters were explored. This measures the three 

dimensional substituent footprint by first measuring the length (L) of the group along the 

desired bond. Orthogonal to L is the minimum (B1) and maximum (B5) radius. Thus, 

these measurements can account for nonsymmetric substituents, and in the 

desymmetrization reaction, a linear relationship was identified with B1. Importantly, this 

trend accounts for many of the previous outliers, including –CH2tBu which has the same 

B1 value as Me (1.52). 

 Further work with this same system noted that differential electronic substituents 

remained outliers and were not accurately described by the simple steric model. For 

example, a -CCl3 group according to Sterimol B1 is comparable in size as a -tBu (-CMe3) 

group (B1 = 2.58 vs 2.92). Therefore, the substrates containing these groups should have 

reacted in the same manner if only steric interactions influenced the selectivity. This was 

not the case, as -CCl3 resulted in a significantly lower enantioselectivity. Again, the 

development of new parameters was necessary to accurately describe the reaction 

outcomes. In order to account for stereo-electronic effects, the Sigman group utilized 

calculated infrared (IR) frequencies. Using three stretches of the biaryl substrates, the 

group was able to predict the enantioselectivities of ten substrates including five that did 

not fit the steric only model. Furthermore, the Sigman group demonstrated that the use of 

IR frequencies could generally be applied to correlate selectivity outcomes by analyzing 

two other reactions. In summary, the Sigman group has developed novel parameters to 

correlate reaction outcomes.  



19 

 

Model Development 

Having demonstrated that multifaceted effects can simultaneously be correlated, 

the Sigman group has returned to studying reaction mechanisms and has sought to apply 

the multivariate analysis to understanding underlying mechanistic phenomena. This 

challenge has required that an iterative workflow
23

 be applied based on classic 

multivariate modeling approaches  (Figure 1.8).
35

  

First, preliminary data are collected that encompasses a desired outcome to be 

improved, designated as a training set. Concurrently, parameters are collected including 

known descriptors, such as those described above or elsewhere, as well as designer 

parameters specific to the question at hand. In general, the parameter selection is dictated 

by an initial mechanistic hypothesis. For example, stereo-electronic effects were likely 

present in the desymmetrization reaction displayed previously (Figure 1.7). Therefore, 

parameters influenced by stereo-electronic factors were simulated and identified, 

eventually resulting in the use of IR measures. Generally, we have preferred that these 

descriptors be computationally based, as computed parameters are significantly easier to 

collect than experimental and can facilitate future virtual screens. To facilitate 

comparisons across parameter sets, the values are normalized by subtracting the mean 

and dividing by the standard deviation. This results in all parameter sets having uniform 

value distributions, a crucial step for multivariate model identification. 

Following the collection of both reaction outcomes and parameters, correlations 

between data sets are searched for. Mathematical models are identified using a mixture of 

statistical techniques (such as stepwise linear regression) and manual substitutions. The 

outcomes from this step dictate whether to move forward or to return to the previous step.   
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Figure 1.8. Multivariate model prediction workflow centered on mechanistically 

relevant parameters. 
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For instance, the lack of predictive models may indicate that the parameters are 

inadequate for describing the process. Therefore, other descriptors may be needed, 

similar to the progression of correlations within the desymmetrization reaction (Figure 

1.7). If, however, a promising trend is found, the validity of the optimal model is tested 

through prediction and evaluation of synthetically reasonable catalysts or substrates 

(validation set).  

Following the successful prediction of external reagent structures, the parameters 

used to build the equation are related back to mechanistic hypotheses of steric and 

electronic effects. Analysis of these descriptors is used to inform ideas of the reaction 

sequence, building a holistic picture of how reactants interact. This process may reveal 

nonintuitive outcomes that can be further exploited in novel reactivity. 

 

Conclusions 

Having multivariate tools and parameter sets readily available, we have turned our 

attention to mechanistic interrogation. Can the parameters used in a model teach us about 

the role ligands play in influencing reaction pathways? Furthermore, can this tool be used 

within a larger context to build a more nuanced mechanistic picture? These two questions 

served as beacons during my graduate work. Linear free energy relationships are staples 

within mechanistic investigations and most of my time has focused on identifying and 

interpreting uni- and multivariate free energy relationships, to provide actionable 

hypotheses. These projects have interrogated numerous parameters that have evaluated 

specific electronic interactions, hydrogen bonding effects, and attractive π interactions. 

Through this work, our group has become proficient at collecting and analyzing 
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parameter sets and applying these to mathematical modeling of reaction outcomes keyed 

toward mechanistic interrogation. 
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CHAPTER 2 

 

DEVELOPMENT OF PHOSPHINE PARAMETERS AND APPLICATION  

TO AN ARYL-ARYL SUZUKI COUPLING REACTION 

 

Introduction 

Phosphine ligands are ubiquitous in organometallic chemistry, and have thus been 

the focus of numerous mechanistic studies. One common feature of these studies is the 

utilization of the extensive parameters within LFERs to correlate reaction outcomes. Two 

notable long-term projects from different groups have sought to develop nuanced novel 

descriptors. The first, from Warren Giering and coworkers,
1
 attempted to deconstruct 

phosphine electronic effects into σ-donor and π-donor/acceptor ability. This method was 

termed quantitative analysis of ligand effects (QALE). First published in 1985, the group 

used multiple correlations to determine three classes of phosphine ligands. The primary 

correlation for this separation was the relationship between the pKa of the phosphines and 

the standard oxidation potential of MeCpMn(CO)2Li complexes (Figure 2.1). As protons 

cannot participate in π-backbonding, the pKa is a reflection of pure σ-donation from the 

phosphine. For many phosphines (termed class II), the measured pKa linearly correlates 

with the oxidation potential. However, numerous complexes were distinct outliers in this 

relationship. Those phosphine complexes that were significantly more difficult to oxidize 

than expected were termed class III. This class was thought to participate in significant  
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Figure 2.1. Giering and coworkers studied the type of ligand binding with 

phosphines, defining which types were π-acceptors and donors. 
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π-backbonding from the metal to the phosphorus, resulting in a less electron rich metal. 

Examples include phosphites (P(OR)3), which are electron-poor. The converse effect 

defined class I, wherein the phosphine is both a σ- and π-donor, resulting in a more 

electron rich metal. These complexes thus were easier to oxidize than expected based on 

the pKa. The π-acceptor or -donor ability was quantified as the difference between the pKa 

predicted oxidation potential and the measured oxidation potential. The only phosphine 

measured in this class at the time was PCy3, a strongly donating ligand. Therefore, 

Giering and coworkers used these parameters, along with Tolman’s cone angle, to 

determine the relative importance of these effects on chemical reactivity. Similar to 

Tolman’s original work, they found that steric interactions sometimes played an outsized 

role, termed the steric threshold. Using these tools, the group analyzed the relative rates 

of substitution reactions and oxidative additions. Extensive follow-up work used these 

retrospective analysis tools to interrogate the role of phosphine ligands.
2
  

In a significant study from Fey, Harvey, Orpen, and coworkers, a “ligand 

knowledge base” was constructed.
3
 In order to enable the extensive collection of ligand 

parameters, the group only utilized calculated structures, and all measurements were 

related to energetics. This approach allows extensive and rapid collection of parameters, a 

key advantage over Giering’s approach. Structures for the free ligand (Li), protonated 

ligand (LiH
+
), LiAuCl, [PdCl3Li]

-
, Pt(PH3)3Li, and BH3Li complexes were optimized 

(Figure 2.2).
4
 Parameters were collected from these structures, including the relative 

energies, bond distances and angles, HOMO-LUMO energies, and partial charges. 

Additionally, a seventh structure was optimized using the free ligand and eight helium 

atoms, termed He8, to energetically measure the ligand size. The collected parameters   
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Figure 2.2. Parameters from Fey and coworkers utilized seven computed 

structures. These descriptors were used to predict the trans Cr-CO binding 

energy. 
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were used in a QSAR type approach to model two different response variables. However, 

the published models suffer from numerous drawbacks. First, a Buchwald-Hartwig 

coupling reaction was probed, wherein the amine contained a dye that was used to 

quantify the reaction product yield in fluorescence resonance energy transfer. The models 

obtained by the group were overly complicated and could neither be interpreted nor used 

in a predictive manner. The second case study used the trans CO bond dissociation 

energy (BDE) from the computed [Cr(CO)5Li] complexes as the response variable. In this 

example, the models identified were relatively simple; however, four parameters from 

three different computed complexes were necessary to predict this energy, again limiting 

interpretation or extrapolation. These two examples highlight the continued need for 

predictive descriptors that can be broadly applied to understand the role of ligands in 

diverse organometallic reactions. 

In light of these studies, three goals were of paramount importance. First, 

computational parameters should be used whenever possible to minimize the effort 

necessary to expand the ligand set and to facilitate future virtual screening. Second, all 

parameters must measure an intrinsic property that relates to the mechanism of action. 

And finally, the structures and parameters should be broadly applicable rather than 

specific to a single binding mode. With these goals in mind, Anat Milo, a postdoctoral 

scholar in the Sigman group, had initially investigated a small set of phosphines. 

Following previous work
5
 within the group, she envisioned that infrared stretching 

frequencies could be used to accurately describe phosphine ligands (Figure 2.3) and had 

chosen to focus on PR3 ligands. Hypothesizing that the ligands may be forced into a 

different orientation upon binding the metal compared to the unbound state, she elected to  
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Figure 2.3. Infrared stretching parameters collected. 
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calculate the phosphine oxide compounds. Thus, the oxygen would serve two purposes: 

first, the oxygen could act as a surrogate for the metal and restrict the possible 

conformations. Secondly, as the stretching frequencies were to be identified manually 

from a list of all calculated motions, the P=O stretch would be visually distinct and thus 

easily recognized. Additionally, the symmetric stretching and bending motions of the 

three P–C bonds were selected. These frequencies and intensities were collected along 

with the Tolman cone angles and the Tolman electronic parameter values.
6
 

In searching for a viable reaction to study, we sought two characteristics. First, the 

reaction product ratios needed to be affected by the ligand choice. Importantly, this 

ligand choice had to affect the selectivity in a single reaction step, resulting in a constant 

product ratio over time. Second, the reaction would preferably be simple to set up and 

perform and the product ratios needed to be readily and accurately measured. Therefore, 

we turned to a well-known Suzuki reaction between o-tolyl boronic acid and 4-chloro-

phenyltriflate (1, Figure 2.4). 

The palladium-catalyzed Suzuki reaction between 4-chloro-phenyltriflate and o-

tolyl boronic acid was originally published by Fu and coworkers
7
 wherein the 

chemoselectivity was defined by the choice of phosphine ligands. When utilizing 

tricyclohexyl phosphine (PCy3), the group was able to isolate 83% of product 3 resulting 

from oxidative addition of the triflate electrophile. Surprisingly, when the Fu group 

utilized tri-tert-butyl phosphine (PtBu3), 2 was the predominant product. The selective 

activation of an aryl chloride in the presence of an aryl triflate had not been previously 

reported. 

Schoenebeck and Houk subsequently computationally probed the origin of the   
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Figure 2.4. Suzuki coupling reaction conditions between Aryl group 1 and o-

TolB(OH)2. 
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observed ligand dependent selectivity switch.
8
 Computations of the oxidative addition of 

the bis- and mono-ligated palladium complexes (PdLi2 and PdLi) were computed with 

four phosphines: PH3, PMe3, PCy3, and PtBu3. The relative energies of the transition 

states were compared to reveal the likely reaction pathways. The energetic preference for 

Pd(PtBu3) was computed to be 5.8 kcal/mol, favoring oxidative insertion at the C–Cl 

bond, in agreement with the experimental isolation of solely the product that contains the 

triflate. However, when the transition states of the monoligated complex Pd(PCy3) were 

compared, the oxidative addition to the C-Cl bond was still found to be preferred (3.6 

kcal/mol), in contrast with the experimental results. This caused a reanalysis of the 

mechanism, allowing the authors to uncover the importance of the loss of a ligand from 

PdLi2. Previous experimental work from Hartwig had demonstrated that the rate of 

oxidative addition of Pd(PCy3)n to aryl chlorides was inversely correlated to phosphine 

concentration.
9
 Therefore, Schoenebeck and Houk calculated the bis-ligated pathway, 

which, for PCy3, was found to have an energetic preference of 4.3 kcal/mol toward 

triflate insertion. This selectivity trend is in agreement with experiment, and the 

computations with PH3 and PMe3 showed this switch in selectivity preference was 

general. However, the PdLi reaction pathway was still lower in energy. The authors 

concluded that the primary driver of site selectivity within this system was the higher 

population of Pd(PCy3)2 whereas use of PtBu3 enables access to the monoligated 

complex. Support for this hypothesis comes from the relative energy of the PdLi2 and 

PdLi complexes. With PCy3 as a ligand, the PdLi2 complex is 20.5 kcal/mol lower in 

energy than the PdLi complex. The authors hypothesize that the very low population of 

this complex limits any productive PdLi reaction pathways. Unfortunately, the energy 
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difference between these two complexes for PtBu3 was not reported. 

Further analysis of the origin of these selectivities was performed with PMe3 

using the activation/strain model developed by Bickelhaupt
10

 and Houk (Figure 2.5).
11

 

The distortion of the C–Cl bond is significantly lower in energy than the distortion of the 

C–O bond, in agreement with the bond dissociation energies. However, when the C–O 

bond is distorted, the LUMO is drastically lowered. Therefore, when the nucleophilic 

PdLi2 complex approaches, its high lying HOMO interacts with the LUMO to lower the 

overall energy enough to prefer the insertion to the triflate. This interaction is smaller in 

the PdLi complex, thus, the BDE preference overrides the interaction energy. Overall, the 

oxidative addition of the PdLi complexes are lower in energy due to the very small 

distortion energies from this complex, whereas the PdLi2 incurs a significant penalty to 

attain the necessary geometry. 

Through these studies, many questions had been addressed as to the origin of the 

selectivity switch. A remaining quandary was the role the ligands play in selectivity other 

than in the PdLi2 or PdLi pathways. Schoenebeck, in a more recent report, published in 

2014 had shown that both pathways are viable for PtBu2iPr, and the selectivity could be 

augmented based on the amount of phosphine added.
12

 This conclusion provided further 

evidence for the hypothesis that the populations of the mono- versus bis-ligated 

complexes were primary drivers of selectivity. These selectivities were more accurately 

predicted in 2015 in a followup paper from the same group in which they showed the 

importance of computational dispersion corrections.
13

 However, both of these papers 

were published after most of the work detailed in this chapter had been performed. 
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Figure 2.5. Interaction/distortion analysis from Schoenebeck and Houk of 

Pd(PMe3)n oxidative addition to 1 in reaction 2.1. 
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Experimental Analysis and Multivariate Modeling of  

Observed Ligand Effects 

To begin our work, 27 monodentate phosphines were selected to represent the 

diversity of structures possible (Figure 2.6). This group included many commonly used 

phosphines, such as triphenyl phosphine (PPh3), tri-o-tolyl phosphine (Po-Tol3), PtBu3, 

and PCy3. Nonsymmetric ligands were also examined, such as PtBu2Ph and PEtPh2. 

Additionally, we selected five “Buchwald” type ligands that include a biaryl substituent. 

The development of these ligands was crucial in expanding the reaction scope in 

Buchwald-Hartwig couplings, allowing for significantly less activated bonds to engage in 

oxidative additions under milder conditions.
14

 Each ligand was utilized in the 

aforementioned Suzuki coupling reaction, and the product ratios 2:3 were measured 

(Figure 2.7). The reaction selectivity did not change over time, but the selectivity was 

highly sensitive to the ligand. Conversion of these reaction selectivities to energetic 

preferences according to the Curtin-Hammett principle revealed the large spread of 

energy outputs from -2.72 kcal/mol (PtBu3) to 4.77 kcal/mol (P(o-OMePh)3). This upper 

bound was at the absolute limit of the detection range, further underscoring the drastic 

switch in selectivity. 

Concurrent to testing and measuring the reaction selectivities, parameter 

identification was performed (Figure 2.8). One of the key challenges in systematically 

identifying parameters for phosphine ligands is represented by the conformational 

freedom that many phosphines possess. Therefore, we performed a computational 

conformational search using the phosphine oxide structures. Geometries within 3 

kcal/mol of the global minimum were identified. This threshold was thought to provide a   
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Figure 2.6. Phosphine ligands included in this study. 
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Figure 2.7. All phosphine ligands tested in this study, as well as measured ΔΔG
ǂ
 

and predicted ΔΔG
ǂ
 in three models presented. 
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Figure 2.8. Differences in conformer geometry for PEt3 as well as parameters 

collected and utilized in this study. 
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reasonable window of geometries for which the ligand could readily access. From the 

identified structures, the oxygen atom was converted to a palladium atom, and the bond 

distance was set to 2.28 Å. A solid cone angle was measured using these complexes.
15

 

The distance was chosen to replicate the distance used by Tolman.
16

 Shorter and longer 

distances were considered; however, this only resulted in a uniform change to the 

measured cone angle and thus did not affect the relative measured angles. We 

hypothesized that the largest and smallest cone angle conformers may be preferred in 

different reaction sequences, and these conformers were collected. Examples of the 

conformers identified from triethyl phosphine (PEt3) are shown, where one ethyl group 

rotates away from the oxygen center (dark grey maximum cone angle, light grey 

minimum cone angle). This lowers the cone angle measurement with only a small 

energetic penalty. These two geometries were selected for further parameter 

identification. 

Extensive parameters were collected from the selected optimized phosphine oxide 

geometries. As mentioned previously, calculated IR stretching frequencies and intensities 

were collected. The HOMO and LUMO energies and dipole moments were easily 

extracted. In addition to the cone angles, we also pursued other geometry 

basedparameters. Having success previously using Sterimol values,
17

 we measured the L, 

B1, and B5 values. These values are three-dimensional representations of the size of the 

structure. Starting from the oxygen atom, in the direction of the phosphorus atom, the 

ligand length is measured (L). Orthogonal to this bond, the minimum (B1) and maximum 

(B5) radii of the molecule are calculated. We also experimentally measured 
31

P NMR 

shifts from the phosphines and phosphine selenides, as well as the P–Se coupling 
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constant. These parameters are relatively easily measured and were previously found to 

be useful in correlating reactivity.
18

  

Parameters were first compared to better understand their meaning. Following 

Fey and coworker’s example, principle component analysis was performed, revealing 

complex relationships between parameters. However, univariate correlations between 

descriptors were found that facilitated our understanding (Figure 2.9). Unsurprisingly, the 

31
P NMR shifts of the phosphine and phosphine selenide correlated to each other. 

Additionally, these parameters correlated to the P=O stretching frequency. Linear trends 

were not identified for the P–C bending and stretching motions. However, when 

interrogating subsets of phosphines, these vibrational modes revealed trends. For 

example, using only trialkyl or triaryl phosphines established that cone angle 

measurements were positively correlated to the P–C bending frequency. The P–C 

stretching frequency linearly correlated with the Ni(CO)3Li CO stretching frequency for 

the alkyl phosphines. However, the P–C stretching frequency did not vary for the aryl 

phosphines. Intriguingly, the P=O stretching frequency compared to the calculated proton 

affinity from Fey and coworkers revealed a relationship that could not be understood. 

Finally, the parameters from the minimum and maximum cone angle conformers were 

compared. Many parameters from the two sets showed linear trends. However, other 

parameters also show large differences in their values. Hence, we decided to include 

parameters from each set in the full parameters collection. 

Following parameter investigations, we turned to modeling the observed 

outcomes for the reaction in Figure 2.7. Parameters were first normalized by subtracting 

the mean and dividing by the standard deviation. This results in the parameter sets having   
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Figure 2.9. Multiple visualization methods revealed complex trends between 

calculated infrared parameters. 
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an average of 0, and a standard deviation of 1, allowing for direct comparisons between 

different parameters. To facilitate model identification, the ligand set was split into a 

training and a validation set.
19

 This split was performed intuitively rather than by a strict 

scientific process. For example, training set ligands were selected to contain examples 

from the triaryl-, trialkyl-, and mixed- phosphines, as well as one Buchwald class 

phosphine. Twelve additional ligands were also tested and designated an external 

validation set for confirmation of the model. From the training set, models were 

evaluated using several linear regression techniques. The method that proved fruitful was 

to identify a relatively simple equation with minimal descriptors and a modest correlation 

(R
2
). Parameters were then manually added and removed from the equation, eventually 

resulting in a model with adequate predictability (Figure 2.10 and Figure 2.11). In total, 

the optimal model encompasses 41 ligands with a high correlation coefficient (R
2
 = 0.88). 

Thus, this model successfully accomplishes one of the goals set out at the beginning of 

the project: we were able to develop new parameters that adequately predict chemical 

reactivity. However, since the model is composed of five parameters in six terms 

(including four crossterms), its mechanistic interpretation is not straightforward. 

 

Mechanistic Interrogation and Reanalysis 

Due to the complexity of the model, the proposed mechanism was revisited, 

centering on the idea that ligand binding primarily dictates chemoselectivity. Amatore, 

Jutand, and coworkers, measured the kinetic role of PPh3 in oxidative addition using 

cyclic voltammetry.
20

 They concluded that PdLi2 was the primary complex in solution 

and this species was able to directly add to phenyl iodide. However, Hartwig and Paul   
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Figure 2.10. Measured and predicted values for all ligands tested. 
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Figure 2.11. Models identified using the minimum and maximum cone angle 

conformers. The equation using the maximum cone angle conformers is 

displayed. Reoptimization of the parameter coefficients using the minimum cone 

angle conformer drastically reduces the ability of the model to predict external 

validations. 
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explored  the use of Po-Tol3 in the oxidative addition of 4-tert-butyl-bromo-benzene and 

concluded that PdLi2 first lost a ligand prior to oxidative addition.
21

 According to our 

measurements, PPh3 and Po-Tol3 differ in maximum cone angle by 15º (131º and 146º, 

respectively). Thus, hypothesizing that phosphine size could augment the mechanism, we 

elected to analyze the role of ligand:metal ratios in the selectivity outcome. Initial tests 

had been performed at a 1:1 ratio in accordance with Fu and coworkers original reaction 

conditions. To interrogate the proposed mechanism, the ligand:metal ratio was varied 

from 0.25:1 to 2.5:1. Additionally, we chose to characterize the complexes in solution 

using cyclic voltammetry according to the procedure outlined by Amatore, Jutand, and 

coworkers.  

In agreement with Fu and coworkers report, high ligand:metal ratios (>2:1) 

inhibited the reaction when PtBu3 was used as the ligand (Figure 2.12). However, when 

the reaction did occur (ligand:metal ratio 1:1 and lower), only product 2 was obtained. An 

opposite trend was observed with triethyl phosphine (PEt3), wherein only product 3 was 

formed, and no reaction was observed with low ligand:metal ratios (<0.25:1). These two 

results were interpreted as being primarily an effect of steric interactions. Therefore, 

PCy3 and PiPr3, which present intermediate size within the ligands set, were similarly 

tested. These ligands provided moderate selectivity when a 1:1 ligand:metal ratio was 

used, however, when these ligands were tested with low ligand:metal ratios, the products 

ratio was found to significantly shift towards 2. Conversely, high ligand:metal ratios 

drastically increased the selectivity for the formation of 3. The selectivity dependence on 

the ligand:Pd ratio is higher for PCy3 than PiPr3. Low ligand:metal ratios yield 

approximately a 2:1 ratio, whereas high ligand:metal ratios resulted in greater than 99:1   
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Figure 2.12. Comparative analysis of product ratios versus ligand:metal ratios as 

well as cyclic voltammetry measurements. 
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selectivity for 3. 

Finally, the unique nature of the Buchwald class of ligands was considered. These 

ligands likely occupy two metal binding sites despite only containing a single donor 

atom. The biaryl ring is hypothesized to orient itself so that a cis- coordination site on 

palladium is blocked.
22

 This feature has been important in facilitating normally 

challenging reductive eliminations and stabilization of the palladium(0) complex.
23

 The 

product ratio 2:3 was found to be independent from the ligand:metal ratio for this class of 

ligands. 

In agreement with literature precedent, we found via cyclic voltammetry that 

PdLi2(dba) is the most abundant species in solution despite changes to the ligand:metal 

ratio.
20

 This is also in agreement with Schoenebeck and Houk’s calculations, which 

showed that the monoligated (Pd
L
) complex is significantly higher in energy. 

Overall, the study of the dependence of the product selectivity on the ligand:metal 

ratio is in agreement with Schoenebeck and Houk’s mechanistic proposal. The increased 

ligand:metal ratios reduces the possibility of forming the PdLi complex, thereby 

increasing the selectivity for formation of the product 3. Lower ratios allowed for ligand 

dissociation, increasing the formation of product 2 via oxidative addition of the C-Cl 

bond to the PdLi complex. Based on this mechanism, we chose to define our ligand data 

set into two subsets. The first contained “large” ligands (cone angle > 130º [PPh3]) All 

phosphines with smaller measured cone angles were grouped together in the second 

group. As the Buchwald class of ligands reacted similarly to the small ligands, we added 

this subset to the second group. 

Modeling of the overall selectivities upon separation of the ligands into the two 
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subsets provided much more satisfying relationships (Figure 2.13). The large phosphines, 

containing 10 training set ligands, 2 validations, and 7 external validations, are accurately 

predicted solely by the 
31

P–Se shift. An R
2
 equal to 0.86 suggests that this shift relates to 

the ability for the phosphine ligand to stabilize the PdLi complex. In other words, more 

electron donating ligands (higher 
31

P–Se NMR shift) allow dissociation of a ligand from 

PdLi2, thus increasing the formation of the triflate containing product 2. This effect is 

seen most clearly through comparison of two representative ligands. Strongly deshielded 

structures, such as PtBu3 (δ = 92.7 ppm) result is selective addition to the C–Cl bond 

(ΔΔG
ǂ
 = -2.72 kcal/mol). Minimally deshielded ligands, like PnPr3 (δ = 35.5 ppm) result 

in selective addition to the triflate (ΔΔG
ǂ
 =3.11 kcal/mol). In between these extremes, 

lower selectivity is observed. Intriguingly, Po-Tol3 does not align with this trend, which 

may be due to an associative displacement in favor of a dissociative pathway;
21

 however, 

this possibility was not investigated. Instead, we turned our attention to the second subset 

of ligands, the small and Buchwald class. 

Models for the small and Buchwald ligands were searched for using monovariate 

and multivariate correlations. Unfortunately, linear trends were not encountered. 

However, the four-parameter model in Figure 2.13 was identified utilizing a training set 

of six ligands with seven validation points and five external validations (R
2
 = 0.84). 

Importantly, the Buchwald class of ligands is well predicted despite only one ligand 

within this class being included in the training set. Parameters derived from the minimum 

cone angle conformer were determined to be significantly more accurate when 

considering the external validations, likely implicating the strained steric environment 

encountered by these complexes during the oxidative addition step with the PdL2  
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Figure 2.13. Models developed using the split subsets of ligands. 
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complex. One linear term, the P–Se coupling constant, has previously been related to the 

ligand nucleophilicity via an inverse correlation to the measured proton affinity.
18a, 24

 

Therefore, we hypothesized that increased nucleophilicity yields increased selectivity for 

addition to the triflate. For example, P(p-OMePh)3 is more nucleophilic than PPh3 (714 

Hz versus 730 Hz), and this change results in a large increase in selectivity (ΔΔG
ǂ
 = 3.5 

kcal/mol versus 2.6 kcal/mol). The Buchwald ligands similarly follow this trend, wherein 

the most nucleophilic ligand in this class (RuPhos, 694 Hz) is the most selective (ΔΔG
ǂ
 = 

4.2 kcal/mol). Similarly, the dependence of the selectivity on steric requirements is clear, 

as larger ligands (high cone angle) result in more selective reactions. For example, SPhos 

(minimum cone angle = 202°) is more selective than CyJohnPhos (minimum cone angle 

= 184°) by 0.9 kcal/mol (ΔΔG
ǂ
 = 4.2 kcal/mol versus 3.3 kcal/mol). This correlation may 

indicate that when two coordination sites are uniformly blocked, large complexes 

increase the distortion of the C–O bond at the oxidative addition transition state. This 

would further lower the LUMO energy, the primary cause of selectivity according to 

Schoenebeck and Houk.
8
 A decreased LUMO would result in higher selectivity for 

addition to the triflate bond to give product 2. 

In conclusion, we have successfully modeled phosphine ligands in complex 

mechanistic environments. The models obtained were utilized within a comprehensive 

investigation into the role of the ligand framework in influencing reaction pathways. 

First, the model in Figure 2.10 was found, which allowed us to predict the reaction 

selectivity for a large external validation set. However, as this model provided limited 

mechanistic insights into the reaction, previous knowledge of the reaction sequence by 

other groups was used in conjunction with electrochemical and ligand binding studies in 
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order to access a rational bifurcation of the ligand set. Such a split allowed us to obtain 

two simpler models that were found to be highly informative of the factors influencing 

the reaction outcome. Follow-up work utilizing these parameters focused on probing less 

well understood reaction mechanisms, as described in the next chapter.  

 

Experimental 

General Considerations 

Phosphine 12 was purchased from Acros Organics, phosphine 14 was purchased 

from Oakwood Chemical, and phosphine 16 was purchased from Strem Chemicals. All 

others were purchased from Sigma-Aldrich. Upon receipt phosphines were stored under a 

N2 atmosphere in a VAC glove box. Butyl vinyl ether (Sigma-Aldrich), bromobenzene 

(Sigma-Aldrich), Palladium(II) acetate (Combi-Blocks), and Dimethylacetamide (Sigma-

Aldrich) were all used as received. Diisopropylethylamine was distilled over calcium 

hydride and stored under N2. 4-chlorophenyl trifluoromethanesulfonyl (1) was prepared 

from 4-chlorophenol according to literature procedure.
25

 O-tolyl boronic acid was bought 

from Frontier Scientific and used as received. Tris(dibenzylideneacetone)dipalladium(0) 

was synthesized according to a literature procedure.
26

 Potassium fluoride (J. T. Baker 

Chemical Company) was used as received. THF was dried by passing through a column 

of activated alumina (Innovative Technology), deoxygenated and stored in a glove box. 

1
H spectra were obtained at 500 MHz. 

13
C spectra were obtained at 125 MHz and 

referenced to CDCl3 at 77 ppm. 
31

P spectra were obtained at 202 MHz with reference to 

an 85% phosphoric acid at 0 ppm. GC separations were performed on an Agilent 7890A 

GC with a flame ionization detector equipped with a DB-5 column using a 50:1 split. IR 
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spectra were recorded using a Thermo Nicolet FT-IR. 

 

Phosphines 

The phosphines used in this study are labeled in Figure 2.6 and are numbered in 

Table 2.1.  

 

Conformational Search 

A conformational search on the respective phosphine oxides was performed using 

the MacroModel suite from Schrödinger
27

 using an OPLS_2005 force field without 

solvent corrections. A Monte-Carlo molecular mechanics method was employed with 

extended torsional sampling. The output was restricted to 20 structures within 3.11 

kcal/mol (13 kJ/mol) of the lowest energy conformer, with a maximum atom deviation 

cutoff of 1 Å. All phosphines except 4 and 7 were found to have fewer than 20 stable 

conformers with these conditions. Due to their added torsional degrees of freedom, these 

two phosphines were found to have many more than 20 stable conformers. It was 

assumed that by restricting the possible output a representative sample of conformers 

would be identified. The Buchwald phosphines and Cy-vBRIDP were restricted to having 

the aryl ring (implicated in blocking a coordination site) in a similar direction as the P=O 

bond. This was thought to ensure similarity to how the phosphine would be bound. 

Conformers were submitted to a geometry optimization in Gaussian 09
28

 using the 6-

31+G(d,p) basis set and M06-2x functional. This basis set was chosen in order to match 

the conformational search basis set. The M06-2x functional was chosen because of its 

accuracy for a large number of main group systems.
29

 Cone angle measurements were  
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Table 2.1. Phosphines in this study. Phosphines 27-38 comprise the “External Set.” 

Phosphine Name # Phosphine Name # 

PEt3 1 PCy2(p-NMe2Ph) 21 

PiPr3 2 JohnPhos 22 

PtBu3 3 CyJohnPhos 23 

PnBu3 4 SPhos 24 

PCy3 5 RuPhos 25 

PcPent3 6 XPhos 26 

PBn3 7 PiPr2tBu 27 

PPh3 8 PBn(1-Ad)2 28 

P(o-OMePh)3 9 PnBu(1-Ad)2 29 

Po-Tol3 10 PCy2Et 30 

Pm-Tol3 11 PCy2Ph 31 

P(p-OMePh)3 12 PnPr3 32 

Pp-Tol3 13 PtBu2(p-CF3Ph) 33 

P(p-FPh)3 14 Cy-vBRIDP 34 

PMePh2 15 PEt2Ph 35 

PEtPh2 16 PPh2allyl 36 

PtBuPh2 17 PPh2iPr 37 

PMe2Ph 18 PPh2Styrene 38 

PtBu2Ph 19   

PCy2o-Tol 20   
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performed by changing the oxygen atom to palladium and setting the distance between 

palladium and phosphorus to 2.28 Å and then measuring angles with the program Solid-

G.
30

 Conformers with the largest and smallest cone angles were then submitted to an 

optimization and frequency calculation at the M06-2x/def2-TZVP level of theory to 

obtain IR vibration data. A triple zeta potential basis set was chosen along with the M06-

2x functional, as these generally lead to quantitative correlations.
29, 31

 Linear scaling 

factors
32

 were not applied to the calculated vibrations because these are constants, and 

thus would not affect correlation. Cone angle measurements were then recalculated for 

consistency, and Sterimol measurements were performed with Molecular Modeling Pro.
33

 

 

Parameters 

Calculated parameters are included in the following four tables. Table 2.2 

contains three parameters from NMR spectra. Table 2.3 contains calculated parameters 

for the conformer with the minimum solid cone angle, followed by Table 2.4, which 

contains the parameters for the conformer with the maximum solid cone angle. Table 2.5 

contains the average values from steric measurements.  

 

Reaction 2.1 Procedure 

Palladium (13.7 mg, 0.015 mmol, 0.015 equiv) was weighed into a 4 mL vial 

followed by the appropriate ligand (0.03 mmol, 0.03 equiv). Potassium fluoride (174 mg, 

3 mmol, 3 eq) was added, followed by o-tolyl boronic acid (136 mg, 1 mmol, 1 equiv). 2-

Methoxy naphthalene (1-2 mg) was added as an internal standard. THF (2 mL) was then 

added, followed by 4-Chloro-Phenyl trifluoromethane sulfonyl (260 mg, 1 mmol, 1



 

 

 

Table 2.2. NMR parameters. 

# 

Phosphine 
31

P 

NMR shift 

 (δ) 

Phosphine 

selenide 
31

P NMR 

shift (δ) 

1
JP–Se 

coupling (Hz) # 

Phosphine 
31

P 

NMR shift 

 (δ) 

Phosphine 

selenide 
31

P NMR 

shift (δ) 

1
JP–Se coupling 

(Hz) 

1 -20.4 45.2 684 20 -11.6 63.1 687 

2 19.0 70.5 686 21 1.4 53.2 687 

3 61.1 92.9 687 22 18.9 71.2 739 

4 -32.3 37.4 681 23 -12.6 69.5 703 

5 7.0 58.9 675 24 -8.4 68.6 699 

6 4.7 63.4 685 25 -8.5 68.4 694 

7 -10.4 35.3 730 26 -12.0 56.2 721 

8 -4.7 35.7 731 27 34.7 78.6 689 

9 -37.1 20.2 723 28 32.5 68.2 693 

10 -30.5 28.0 706 29 26.6 70.3 680 

11 -5.7 35.9 723 30 1.8 55.2 672 

12 -10.8 32.0 714 31 5.0 55.6 703 

13 -8.0 34.2 720 32 -31.7 35.5 676 

14 -10.0 32.9 743 33 39.7 79.7 720 

15 -28.0 23.3 719 34 -4.5 64.6 687 

16 -12.0 37.8 722 35 -15.1 44.0 709 

17 19.1 57.0 717 36 -14.9 31.8 730 

18 -46.9 16.6 705 37 1.9 50.2 722 

19 40.5 79.7 708 38 -5.2 34.7 729 

 

  

5
7
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Table 2.3. Minimum cone angle conformer parameters. 

# 

Cone 

Min 

(°) 

P=O Stretch 

Frequency 

Min 

(cm
-1

) 

P=O 

Intensity 

Min 

P–C Bend 

Frequency 

Min 

(cm
-1

) 

P–C 

Bend 

Intensity 

P–C stretch 

Frequency 

Min 

(cm
-1

) 

P–C 

stretch 

Intensity 

B1 

min 

B5 

min 

L 

min 

L/B1 

min 

B1*L 

min 

1 121.5 1237.87 115.6594 1066.63 5.2089 1317.06 59.7259 3.03 4.85 5.30 1.75 16.07 

2 136.4 1227.40 118.8375 1134.34 1.3320 1282.77 1.1349 3.63 4.90 5.46 1.50 19.84 

3 153.2 1199.56 88.8838 1255.95 7.2231 1237.60 31.0499 4.11 4.90 5.42 1.32 22.26 

4 152.5 1258.36 37.6873 1206.43 43.0472 1238.08 28.9350 4.43 6.51 4.61 1.04 20.43 

5 144.7 1221.41 88.5239 1252.52 20.2350 1243.66 32.0046 3.91 6.84 6.43 1.64 25.14 

6 151.2 1222.99 74.4246 1230.39 23.5757 1289.81 11.0221 3.65 6.05 6.34 1.73 23.15 

7 139.5 1282.30 104.8169 1253.80 37.0667 1202.54 14.9968 3.45 7.38 8.52 2.47 29.42 

8 131.4 1261.07 139.7130 1113.54 10.1234 1134.33 0.1587 4.09 6.28 5.86 1.43 23.98 

9 136.6 1234.92 111.1535 1308.49 10.6744 1129.99 85.3356 4.53 6.47 7.14 1.58 32.31 

10 146.7 1233.18 75.7177 1094.45 1.9478 1079.92 1.4911 4.23 6.45 6.69 1.58 28.27 

11 131.3 1243.01 62.4941 1122.70 2.8605 1145.95 1.1457 4.75 6.27 7.07 1.49 33.55 

12 130.4 1254.73 200.3020 1141.93 6.6700 1139.29 5.1911 5.00 8.16 6.80 1.36 33.99 

13 131.1 1261.30 112.8954 1144.16 7.1692 1135.96 4.4867 5.03 7.51 5.86 1.17 29.46 

14 131.5 1259.63 155.5339 1122.31 11.4407 1131.64 0.2370 4.26 6.97 5.85 1.37 24.96 

15 126.4 1262.53 147.4326 1114.22 10.1021 1144.00 18.9401 3.25 6.33 6.03 1.86 19.61 

16 122.0 1247.89 127.5210 1300.83 24.8563 1311.66 23.7568 3.30 6.45 5.97 1.81 19.67 

17 142.4 1228.15 39.7156 1258.79 41.5703 1244.62 33.5062 3.93 6.44 5.88 1.50 23.08 

18 118.3 1266.79 157.0018 913.81 37.8364 1330.78 55.1457 3.04 6.34 6.09 2.01 18.49 

19 148.3 1214.63 48.9249 1260.22 20.1918 1241.56 17.2387 4.00 6.45 5.86 1.47 23.44 

 

  

5
8
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Table 2.3. continued. 

# 

Cone 

Min 

(°) 

P=O Stretch 

Frequency 

Min 

(cm
-1

) 

P=O 

Intensity 

Min 

P–C Bend 

Frequency 

Min 

(cm
-1

) 

P–C 

Bend 

Intensity 

P–C stretch 

Frequency 

Min 

(cm
-1

) 

P–C 

stretch 

Intensity 

B1 

min 

B5 

min 

L 

min 

L/B1 

min 

B1*L 

min 

20 167.0 1220.18 86.8561 1253.80 40.2333 1229.63 9.7721 3.92 6.25 6.57 1.68 25.75 

21 169.6 1251.81 25.3442 1113.57 10.1844 1222.11 100.1940 4.45 8.87 6.59 1.48 29.37 

22 181.1 1215.03 48.7180 1259.74 30.0869 1241.29 39.3911 3.97 6.11 7.69 1.94 30.58 

23 183.6 1223.70 84.0109 1256.68 46.0350 1236.65 9.1758 4.03 6.50 7.14 1.77 28.79 

24 201.9 1224.47 69.0783 1258.14 36.2487 1237.96 11.5267 4.08 7.01 7.78 1.91 31.74 

25 187.5 1220.81 21.4533 1255.71 68.3069 1228.08 17.5406 4.59 8.31 7.73 1.68 35.45 

26 209.8 1220.88 84.9711 1259.29 37.1985 1237.66 3.6326 4.08 7.81 9.35 2.29 38.14 

27 143.3 1222.14 81.6724 1251.43 19.0937 1241.98 13.2144 3.69 4.90 5.46 1.48 20.14 

28 156.9 1239.94 59.2340 1296.29 0.9613 1221.17 28.5915 3.77 7.49 6.30 1.67 23.75 

29 152.2 1226.88 95.0274 1295.19 0.9084 1201.51 6.6054 4.72 6.85 6.25 1.33 29.48 

30 137.7 1232.65 109.6675 1141.36 3.4763 1226.10 7.0568 3.57 6.81 5.41 1.52 19.28 

31 139.7 1254.19 100.4733 1143.52 16.7418 1209.98 6.2531 4.50 6.79 6.37 1.42 28.69 

32 139.9 1243.53 35.6645 1217.30 69.3565 1281.80 45.3706 3.16 5.39 6.81 2.15 21.54 

33 148.3 1260.75 17.6870 1211.05 49.7760 1241.39 27.1819 3.99 8.16 5.83 1.46 23.24 

34 189.5 1251.55 68.0050 1168.49 13.2797 1228.88 33.5848 4.93 8.49 8.14 1.65 40.16 

35 124.6 1241.53 109.4800 1264.27 7.4887 1306.65 9.2429 3.24 6.34 5.98 1.84 19.37 

36 127.5 1273.09 128.9369 1113.92 8.4844 1140.64 22.1946 3.37 6.33 6.70 1.99 22.58 

37 129.1 1245.95 127.6977 1117.16 1.3407 1140.90 18.8888 3.45 6.33 5.96 1.73 20.56 

38 131.1 1260.55 140.2790 1113.05 6.5072 1134.86 1.0050 4.12 8.84 5.87 1.42 24.21 
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Table 2.4. Maximum cone angle parameters. 

# 

Cone 

Max 

(°) 

P=O Stretch 

Frequency 

Max 

(cm
-1

) 

P=O 

Intensity 

Max 

P–C Bend 

Frequency 

Max 

(cm
-1

) 

P–C 

Bend 

Intensity 

P–C stretch 

Frequency 

Max 

(cm
-1

) 

P–C 

stretch 

Intensity 

B1 

max 

B5 

max 

L 

max 

L/B1 

max 

B1*L 

max 

1 129.7 1239.45 91.8126 1065.25 0.3568 1292.13 29.6284 3.47 4.88 4.46 1.28 15.49 

2 142.1 1240.01 118.8737 1138.16 0.2757 1288.37 0.7078 3.58 4.91 5.42 1.52 19.38 

3 153.2 1199.56 88.8838 1255.95 7.2231 1237.60 31.0499 4.11 4.90 5.42 1.32 22.26 

4 179.2 1245.04 30.7557 1188.77 36.6596 1238.49 59.8627 4.28 5.38 5.40 1.26 23.09 

5 171.8 1216.37 79.8276 1252.08 30.1615 1237.05 10.1394 4.47 6.49 6.34 1.42 28.36 

6 178.6 1225.85 52.2649 1238.69 17.5932 1251.23 11.4806 4.39 5.55 4.78 1.09 20.97 

7 152.4 1266.48 59.3206 1252.96 24.7647 1207.22 0.2912 4.40 7.24 5.02 1.14 22.08 

8 131.4 1261.07 139.7130 1113.54 10.1234 1134.33 0.1587 4.09 6.28 5.86 1.43 23.98 

9 142.7 1258.26 81.1309 1315.35 67.5850 1125.23 16.1051 4.35 6.39 7.37 1.69 32.09 

10 156.6 1236.39 81.8515 1096.62 1.7403 1079.82 1.3043 4.57 6.23 5.61 1.23 25.65 

11 134.9 1249.34 61.3331 1122.45 8.8714 1145.88 2.2974 4.85 7.22 6.65 1.37 32.22 

12 131.5 1255.62 149.1985 1147.54 3.5378 1136.36 18.1880 5.24 8.65 6.04 1.15 31.67 

13 131.1 1261.30 112.8954 1144.16 7.1692 1135.96 4.4867 5.03 7.51 5.86 1.17 29.46 

14 131.5 1259.63 155.5339 1122.31 11.4407 1131.64 0.2370 4.26 6.97 5.85 1.37 24.96 

15 126.4 1262.53 147.4326 1114.22 10.1021 1144.00 18.9401 3.25 6.33 6.03 1.86 19.61 

16 132.7 1250.62 88.2520 1269.80 43.6616 1291.70 22.3041 3.23 6.34 6.03 1.86 19.49 

17 142.5 1228.15 39.7156 1258.79 41.5703 1244.62 33.5062 3.93 6.44 5.88 1.50 23.08 

18 118.3 1266.79 157.0018 913.81 37.8364 1330.78 55.1457 3.04 6.34 6.09 2.01 18.49 

19 148.3 1214.63 48.9249 1260.22 20.1918 1241.56 17.2387 4.00 6.45 5.86 1.47 23.44 

20 183.0 1223.79 72.9619 1254.76 30.4316 1233.35 9.3115 4.38 6.09 6.36 1.45 27.88 
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Table 2.4. continued. 

# 

Cone 

Max 

(°) 

P=O Stretch 

Frequency 

Max 

(cm
-1

) 

P=O 

Intensity 

Max 

P–C Bend 

Frequency 

Max 

(cm
-1

) 

P–C 

Bend 

Intensity 

P–C stretch 

Frequency 

Max 

(cm
-1

) 

P–C 

stretch 

Intensity 

B1 

max 

B5 

max 

L 

max 

L/B1 

max 

B1*L 

max 

21 169.6 1251.81 25.3442 1113.57 10.1844 1222.11 100.1940 4.45 8.87 6.59 1.48 29.37 

22 181.1 1215.03 48.7180 1259.74 30.0869 1241.29 39.3911 3.97 6.11 7.69 1.94 30.58 

23 203.0 1227.83 45.4314 1255.53 57.7637 1232.62 15.1624 4.37 6.04 7.76 1.78 33.86 

24 214.8 1226.98 61.5668 1255.99 44.3317 1235.30 9.9534 4.61 7.16 7.74 1.68 35.66 

25 209.7 1230.22 90.7899 1251.94 48.0333 1222.46 2.5508 5.04 7.96 7.53 1.49 37.95 

26 234.2 1226.40 60.0447 1254.42 45.8524 1233.01 13.0255 4.56 7.84 9.65 2.12 44.00 

27 147.7 1225.40 69.1903 1254.71 34.1659 1245.42 17.8383 3.95 4.90 5.41 1.37 21.35 

28 156.9 1239.94 59.2340 1296.29 0.9613 1221.17 28.5915 3.77 7.49 6.30 1.67 23.75 

29 166.6 1229.42 90.9588 1295.07 0.5268 1195.18 11.6189 4.73 6.85 6.28 1.33 29.72 

30 144.3 1239.29 115.9502 1143.29 5.2631 1226.27 1.7639 3.79 6.80 5.09 1.34 19.27 

31 144.8 1245.30 125.2118 1141.94 2.7931 1209.19 7.0553 4.68 6.81 6.05 1.29 28.29 

32 155.5 1251.41 80.2126 1216.31 39.4691 1266.78 9.3112 3.51 5.34 4.59 1.31 16.12 

33 148.3 1211.05 49.7760 1260.75 17.6870 1241.39 27.1819 3.99 8.16 5.83 1.46 23.24 

34 203.3 1251.95 40.8703 1167.22 6.5350 1230.42 43.3206 4.45 8.57 7.62 1.71 33.90 

35 131.9 1247.22 113.1423 1272.12 28.7351 1305.87 24.2715 3.25 6.29 6.10 1.88 19.83 

36 136.3 1270.33 120.6109 1115.39 9.6464 1141.24 22.3802 3.24 6.34 6.02 1.86 19.47 

37 137.7 1256.49 131.0494 1113.98 11.8877 1140.95 18.7288 3.98 6.33 6.03 1.52 24.03 

38 131.3 1260.99 146.6413 1113.01 5.7150 1135.73 1.4900 4.10 8.32 6.84 1.67 28.02 
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Table 2.5. Average steric values. 

# 

cone 

ave 

B1 

ave 

B5 

ave 

L 

ave 

L/B1 

ave 

B1*L 

ave # 

cone 

ave 

B1 

ave 

B5 

ave 

L 

ave 

L/B1 

ave 

B1*L 

ave 

1 125.62 3.25 4.87 4.88 1.50 15.87 20 175.00 4.15 6.17 6.47 1.56 26.84 

2 139.24 3.61 4.90 5.44 1.51 19.61 21 169.55 4.45 8.87 6.59 1.48 29.37 

3 153.19 4.11 4.90 5.42 1.32 22.26 22 181.12 3.97 6.11 7.69 1.94 30.58 

4 165.86 4.36 5.94 5.00 1.15 21.79 23 193.28 4.20 6.27 7.45 1.78 31.27 

5 158.22 4.19 6.67 6.39 1.52 26.76 24 208.31 4.34 7.08 7.76 1.79 33.70 

6 164.88 4.02 5.80 5.56 1.38 22.34 25 198.62 4.82 8.13 7.63 1.58 36.72 

7 145.97 3.93 7.31 6.77 1.72 26.58 26 221.97 4.32 7.83 9.50 2.20 41.04 

8 131.38 4.09 6.28 5.86 1.43 23.98 27 145.50 3.82 4.90 5.44 1.43 20.75 

9 139.65 4.44 6.43 7.25 1.63 32.21 28 156.90 3.77 7.49 6.30 1.67 23.75 

10 151.63 4.40 6.34 6.15 1.40 27.05 29 159.40 4.73 6.85 6.27 1.33 29.60 

11 133.10 4.80 6.75 6.86 1.43 32.89 30 141.00 3.68 6.81 5.25 1.43 19.28 

12 130.95 5.12 8.41 6.42 1.25 32.88 31 142.25 4.59 6.80 6.21 1.36 28.49 

13 131.07 5.03 7.51 5.86 1.17 29.46 32 147.70 3.34 5.37 5.70 1.73 18.83 

14 131.50 4.26 6.97 5.85 1.37 24.96 33 148.30 3.99 8.16 5.83 1.46 23.24 

15 126.41 3.25 6.33 6.03 1.86 19.61 34 196.40 4.69 8.53 7.88 1.68 37.03 

16 127.36 3.26 6.39 6.00 1.84 19.58 35 128.25 3.25 6.32 6.04 1.86 19.60 

17 142.44 3.93 6.44 5.88 1.50 23.08 36 131.90 3.31 6.34 6.36 1.93 21.03 

18 118.33 3.04 6.34 6.09 2.01 18.49 37 133.40 3.72 6.33 6.00 1.63 22.30 

19 148.27 4.00 6.45 5.86 1.47 23.44 38 131.20 4.11 8.58 6.36 1.55 26.12 
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equiv). A stir bar was added to the vial which was then capped and removed from the 

glove box. The reaction mixture was stirred for 24 h at room temperature. Vials were 

then diluted with ethyl acetate and an aliquot was passed through a short silica plug. GC 

measurements were performed on the crude reaction mixture. Comparison of NMR and 

GC product ratios showed that products 2 and 3 had similar responses, so crude ratios 

were used. Table 2.6 contains product ratios for each reaction. Reaction with phosphine 

14 had low yield and thus was excluded from the training set. Similarly, one reaction 

using phosphine 16 resulted in low yield and was excluded. Phosphine 33 also resulted in 

low yield; however, as this was part of the validation set and was only predicted, this 

result was not removed. Table 2.7 contains the product ratios measured based on the 

ligand:metal ratio used in the reaction. Table 2.8 contains the normalized parameter 

values that were used in constructing the models presented in Figure 2.11 and Figure 

2.13. Table 2.9 contains predicted values versus measured values for all models. Yellow 

indicates that these predictions are for the larger phosphines in models built for the 

smaller and Buchwald phosphines. Blue indicates that these predictions are for the 

smaller and Buchwald phosphines in models built for the larger phosphines. 

 

Phosphine Selenide Preparation 

Phosphine selenides were prepared using a modified literature procedure.
18a

 

Approximately 20mg of selenium powder (Alfa Aesar) was placed in an NMR tube in a 

nitrogen filled glove box. A capillary tube of 85% phosphoric acid was added as 

reference (0 ppm). The phosphine was then added, along with CDCl3 and the NMR tube 

was capped and removed from the glove box. The tube was then refluxed in an oil bath  
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Table 2.6. Product ratios for reaction 1. 

# 

Run 1 Run 2 Run 3 Average 

ΔΔG
ǂ
 Ratio Yield Ratio Yield Ratio Yield 

1 3.668 48 3.814 47 3.780 49 3.780 

2 0.942 12 0.962 16 1.184 17 1.029 

3 -2.355 10 -3.009 59 -3.066 83 -2.810 

4 2.416 54 2.426 48 2.361 49 2.401 

5 1.627 71 3.301 Quant 1.799 85 2.242 

6 0.570 51 0.631 41 0.573 33 0.592 

7 4.294 87 4.084 88 4.227 74 4.202 

8 2.682 5 2.643 5 2.601 5 2.642 

9 4.853 Quant 4.596 Quant 4.910 Quant 4.786 

10 1.376 9 1.453 9 1.420 10 1.416 

11 3.183 12 3.116 11 3.065 11 3.121 

12 3.516 27 3.593 29 3.372 25 3.493 

13 3.881 15 3.116 11 3.232 12 3.409 

14        

15 4.055 17 3.372 10 3.899 12 3.776 

16  1 4.282 18 3.420 10 3.690 

17 2.283 28 2.429 32 2.372 27 2.362 

18 3.949 35 4.290 38 3.838 29 4.026 

19 -1.162 5 -1.136 7 -1.536 10 -1.278 

20 0.952 10 0.916 8 0.955 7 0.941 

21 2.756 74 2.417 63 2.686 56 2.620 

22 2.640 3 3.049 7 3.183 7 2.957 

23 4.004 37 3.909 36 2.816 32 3.576 

24 4.133 11 4.352 11 4.279 6 4.255 

25 4.065 11 4.173 11 4.235 9 4.157 

26 3.564 22 3.382 22 3.685 21 3.545 

27 -0.312 17      

28 -1.346 15      

29 -1.428 41      

30 1.089 59      

31 2.083 47      

32 3.105 42      

33 -1.456 0.6      

34 4.222 42      

35 3.485 6      

36 3.233 9      

37 3.010 45      

38 3.120 4      

  



65 

 

 

Table 2.7. Product ratios as a function of ligand to metal ratio. 

Phosphine MW ratio ligand:metal GC product ratio Yield (%) 

PEt3 118 0.70 N/D <2 

  

1.00* 3.78* 48* 

  

1.57 3.89 12 

PiPr3 180 0.37 0.63 13 

  

0.64 0.95 21 

  

1.00* 1.16* 15* 

  

1.35 3.00 76 

  

2.26 3.35 3 

PtBu3 202 0.24 -2.75 49 

  

1.00* -2.72* 51* 

  

2.54 N/D <2 

PCy3 280 0.28 0.42 7 

  

0.78 1.67 30 

  

1.00* 1.80* 93* 

  

1.43 3.52 77 

  

1.71 4.24 23 

SPhos 410 0.29 3.63 4 

  

0.96 4.02 36 

  

1.00* 4.16* 9* 

  

1.71 3.69 9 

  

1.91 3.65 17 

PBn3 304 0.48 4.19 63 

  

1.00* 4.22* 83* 

  

2.19 4.40 41 

P(o-OMePh)3 352 0.22 4.03 Quant 

  

1.00* 4.91* Quant* 

  

2.02 4.42 48 

PtBuPh2 242 0.25 1.55 10 

  

1.00* 2.37* 29* 

  

4.11 4.63 50 

*Average of three runs 

 

 



 

 

Table 2.8. Normalized values. 

Phosphine 

ΔΔG
‡ 

(kcal/mol) 

31
P 

NMR 

Shift 

(δ) 

31
PSe 

NMR 

Shift 

(δ) 

1
JP–Se 

(Hz) 

cone 

max 

(°) 

cone 

min 

(°) 

Max P–C 

bend 

Frequency 

(cm
-1

) 

Max  

P–C 

bend 

intensity 

Min P–C 

bend 

Frequency 

(cm
-1

) 

PMe3 1.340 -2.338 -2.097 -1.032 -1.581 -1.576 -2.623 -0.802 -2.618 

PEt3 3.751 -0.681 -0.256 -1.032 -0.880 -1.072 -1.299 -1.135 -1.279 

PiPr3 1.022 0.889 1.000 -0.930 -0.449 -0.442 -0.514 -1.139 -0.549 

PtBu3 -2.717 2.567 2.097 -0.879 -0.062 0.271 0.755 -0.757 0.761 

PnBu3 2.401 -1.155 -0.639 -1.186 0.844 0.243 0.031 0.865 0.227 

PCy3 1.937 0.411 0.425 -1.492 0.585 -0.090 0.713 0.507 0.724 

PcPent3 0.591 0.319 0.648 -0.981 0.821 0.187 0.569 -0.185 0.485 

PBn3 4.195 -0.282 -0.744 1.315 -0.090 -0.308 0.722 0.210 0.738 

PPh3 2.641 -0.055 -0.726 1.315 -0.822 -0.653 -0.779 -0.597 -0.773 

Pp-Tol3 3.328 -0.187 -0.797 0.805 -0.833 -0.666 -0.449 -0.760 -0.444 

Pm-Tol3 3.119 -0.095 -0.714 0.958 -0.699 -0.657 -0.683 -0.666 -0.675 

Po-Tol3 1.416 -1.083 -1.104 0.090 0.056 -0.005 -0.961 -1.059 -0.979 

P(p-FPh)3 2.185 -0.266 -0.861 1.979 -0.817 -0.650 -0.685 -0.524 -0.679 

P(p-OMePh)3 3.486 -0.298 -0.908 0.499 -0.818 -0.695 -0.413 -0.960 -0.468 

P(o-OMePh)3 4.770 -1.346 -1.527 0.958 -0.429 -0.431 1.394 2.569 1.327 

PMePh2 3.700 -0.983 -1.330 0.754 -0.996 -0.863 -0.772 -0.598 -0.766 

PEtPh2 3.571 -0.346 -0.620 0.907 -0.775 -1.051 0.904 1.251 1.244 

PtBuPh2 2.359 0.893 0.325 0.345 -0.437 -0.185 0.785 1.136 0.791 

PMe2Ph 3.997 -1.736 -1.673 0.039 -1.277 -1.206 -2.930 0.930 -2.925 

PtBu2Ph -1.257 1.746 1.444 0.192 -0.234 0.063 0.801 -0.042 0.807 
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Table 2.8. continued. 

Phosphine 

ΔΔG
‡ 

(kcal/mol) 

31
P 

NMR 

Shift 

(δ) 

31
PSe 

NMR 

Shift 

(δ) 

1
JP–Se 

(Hz) 

cone 

max 

(°) 

cone 

min 

(°) 

Max P–C 

bend 

Frequency 

(cm
-1

) 

Max  

P–C 

bend 

intensity 

Min P–C 

bend 

Frequency 

(cm
-1

) 

PCy2(p-NMe2Ph) 2.601 0.188 0.154 -0.420 0.508 0.964 -0.779 -0.593 -0.773 

PCy2o-Tol 0.941 -0.330 0.633 -1.186 0.976 0.856 0.742 0.522 0.738 

JohnPhos 2.911 0.885 1.032 1.774 0.911 1.454 0.796 0.503 0.802 

CyJohnPhos 3.316 -0.370 0.952 -0.063 1.672 1.559 0.750 2.028 0.769 

SPhos 4.153 -0.203 0.904 -0.267 2.083 2.333 0.755 1.288 0.784 

RuPhos 4.247 -0.206 0.896 -0.522 1.907 1.725 0.712 1.492 0.758 

XPhos 3.530 -0.346 0.295 0.141 2.759 2.668 0.738 1.372 0.797 

Cy-vBRIDP 4.222 -0.047 0.707 -0.879 1.685 1.809 -0.201 -0.795 -0.181 

PnPr3 3.105 -1.130 -0.737 -1.441 0.019 -0.292 0.328 1.020 0.344 

PiPr2tBu -0.312 1.515 1.398 -0.777 -0.255 -0.150 0.741 0.728 0.712 

PBn(1-Ad)2 -1.346 1.427 0.885 -0.573 0.068 0.429 1.189 -1.102 1.195 

PnBu(1-Ad)2 -1.428 1.192 0.989 -1.237 0.405 0.227 1.176 -1.126 1.184 

PCy2Et 1.089 0.204 0.243 -1.645 -0.373 -0.386 -0.459 -0.865 -0.474 

PCy2Ph 2.083 0.331 0.260 -0.063 -0.355 -0.299 -0.473 -1.001 -0.450 

PtBu2(p-CF3Ph) -1.456 1.714 1.456 0.805 -0.234 0.062 0.806 -0.180 0.277 

PEt2Ph 3.485 -0.468 -0.313 0.243 -0.805 -0.942 0.929 0.429 0.850 

PPh2allyl 3.233 -0.462 -0.917 1.315 -0.650 -0.819 -0.759 -0.623 -0.769 

PPh2iPr 3.010 0.209 -0.004 0.907 -0.603 -0.750 -0.774 -0.500 -0.734 

PPh2Styrene 3.120 -0.077 -0.776 1.264 -0.824 -0.663 -0.785 -0.840 -0.779 
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Table 2.9. Predicted versus measured values.  

# Measured 

Figure 

2.11 Max 

Predicted 

Figure 

2.11 Min 

Predicted 

Figure 

2.13 max 

Predicted 

Figure 

2.13 min 

Predicted 

Figure 2.13 

large phosphines 

Predicted 

1 3.75 3.93 4.17 3.78 3.77 2.72 

2 1.02 0.99 0.92 3.07 3.01 0.27 

3 -2.72 -2.79 -2.48 3.35 3.02 -1.87 

4 2.40 2.02 2.56 4.29 4.29 3.46 

5 1.94 1.88 -0.10 4.20 4.54 1.39 

6 0.59 1.15 0.69 3.78 4.12 0.95 

7 4.20 2.84 3.55 3.10 3.12 3.67 

8 2.64 2.60 2.25 2.77 2.75 3.63 

9 4.77 4.97 5.07 4.01 4.34 5.19 

10 1.42 1.90 1.60 3.44 3.46 4.37 

11 3.12 2.51 2.04 3.01 2.99 3.61 

12 3.49 2.89 2.62 3.50 3.64 3.99 

13 3.33 2.83 2.46 3.23 3.31 3.77 

15 3.70 3.83 3.59 3.66 3.81 4.81 

16 3.57 3.85 3.18 3.62 3.60 3.43 

17 2.36 2.77 2.21 3.12 3.14 1.58 

18 4.00 3.86 3.93 4.01 4.00 5.48 

19 -1.26 -0.87 -1.27 2.79 2.55 -0.59 

20 0.94 1.12 1.49 4.16 4.38 0.98 

21 2.60 2.99 3.41 3.31 3.25 1.92 

22 2.91 2.13 3.18 2.58 2.23 0.21 

23 3.32 4.64 3.31 3.73 3.85 0.36 

24 4.15 4.06 4.22 4.14 4.15 0.46 

25 4.25 4.33 5.93 4.06 4.24 0.47 

26 3.53 3.22 2.81 3.61 3.71 1.64 

27 -0.31 0.69 -1.80 3.25 3.23 -0.51 

28 -1.35 2.36 2.66 3.51 3.41 0.49 

29 -1.43 1.69 0.41 3.75 3.86 0.29 

30 1.09 1.90 1.57 4.01 4.12 1.74 

31 2.08 1.67 2.55 3.04 2.99 1.71 

32 3.11 2.61 4.29 4.68 4.88 3.65 

33 -1.46 -1.26 4.63 2.26 2.11 -0.62 

34 4.22 3.59 -0.29 3.61 4.00 0.84 

35 3.49 1.92 0.52 3.63 3.81 2.83 

36 3.23 2.74 2.97 2.97 2.86 4.00 

37 3.01 2.67 1.82 2.52 2.37 2.23 

38 3.12 2.47 2.18 2.84 2.83 3.73 

68 
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overnight. NMR characterization was then directly taken with an NMR spectrometer 

tuned to 202.245 MHz. 

 

Phosphine Selenide Characterization 

Triethylphosphine selenide  

The general procedure for selenide formation was used to prepare this compound 

from triethylphosphine (1). 
31

P NMR (CDCl3, 202.2 MHz) δ 45.2 ppm  (
1
JP-Se =684 Hz). 

 

Triisopropyl-phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from triisopropyl-phosphine (2). 
31

P NMR (CDCl3, 202.2 MHz) δ 70.5 ppm (
1
JP-Se = 686 

Hz). 

 

Tri-tert-butyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tri-tert-butyl phosphine (3). 
31

P NMR (CDCl3, 202.2 MHz) δ 92.9 ppm (
1
JP-Se = 687 

Hz). 

 

Tri-n-butyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tri-n-butyl phosphine (4). 
31

P NMR (CDCl3, 202.2 MHz) δ 37.4 ppm (
1
JP-Se = 681 

Hz). 
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Tricyclohexyl phosphine selenide:  

The general procedure for selenide formation was used to prepare this compound 

from tricyclohexyl phosphine (5). 
31

P NMR (CDCl3, 202.2 MHz) δ 58.9 ppm (
1
JP-Se = 

675 Hz). 

 

Tricyclopentyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tricyclopentyl phosphine (6). 
31

P NMR (CDCl3, 202.2 MHz) δ 63.4 ppm (
1
JP-Se = 

685 Hz). 

 

Tribenzyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tribenzyl phosphine (7). 
31

P NMR (CDCl3, 202.2 MHz) δ 35.3 ppm (
1
JP-Se = 730 

Hz). 

 

Triphenyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from triphenyl phosphine (8). 
31

P NMR (CDCl3, 202.2 MHz) δ 35.7 ppm (
1
JP-Se = 731  

Hz). 

 

Tris(o-methoxyphenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tris (o-methoxyphenyl) phosphine (9). 
31

P NMR (CDCl3, 202.2 MHz) δ 20.2 ppm 
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(
1
JP-Se = 723 Hz). 

 

Tris(o-methylphenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tris(o-methylphenyl) phosphine (10). 
31

P NMR (CDCl3, 202.2 MHz) δ 28.0 ppm 

(
1
JP-Se = 706 Hz). 

 

Tris(m-methylphenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tris(m-methylphenyl) phosphine (11). 
31

P NMR (CDCl3, 202.2 MHz) δ 35.9 ppm 

(
1
JP-Se =723 Hz). 

 

Tris(p-methoxyphenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tris(p-methoxyphenyl) phosphine (12). 
31

P NMR (CDCl3, 202.2 MHz) δ 32.0 ppm 

(
1
JP-Se =714 Hz). 

 

Tris(p-methylphenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tris(p-methylphenyl) phosphine (13). 
31

P NMR (CDCl3, 202.2 MHz) δ 34.2 ppm 

(
1
JP-Se =720 Hz). 
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Tris(p-fluorophenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tris(p-fluorophenyl) phosphine (14). 
31

P NMR (CDCl3, 202.2 MHz) δ 32.9 ppm 

(
1
JP-Se =743 Hz). 

 

Methyldiphenylphosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from methyldiphenyl phosphine (15). 
31

P NMR (CDCl3, 202.2 MHz) δ 23.3 ppm (
1
JP-Se 

=719 Hz). 

 

Ethyldiphenylphosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from ethyldiphenyl phosphine (16). 
31

P NMR (CDCl3, 202.2 MHz) δ 37.8 ppm (
1
JP-Se 

=722 Hz). 

 

tert-Butyldiphenylphosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from tert-butyldiphenyl phosphine (17). 
31

P NMR (CDCl3, 202.2 MHz) δ 57.0 ppm (
1
JP-

Se = 717 Hz) 

 

Dimethylphenylphosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from dimethylphenyl phosphine (18). 
31

P NMR (CDCl3, 202.2 MHz) δ 16.6 ppm (
1
JP-Se 
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=705 Hz). 

 

Di-tert-butylphenylphosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from di-tert-butylphenyl phosphine (19). 
31

P NMR (CDCl3, 202.2 MHz) δ 79.7 ppm (
1
JP-

Se =708 Hz). 

 

Dicyclohexyl(o-methylphenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from dicyclohexyl(2-methylphenyl) phosphine (20). 
31

P NMR (CDCl3, 202.2 MHz) δ 

63.1 ppm  (
1
JP-Se =687 Hz). 

 

Dicyclohexyl(p-(N,N-dimethylamino)phenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from dicyclohexyl(4-(N,N-dimethylamino)phenyl) phosphine (21). 
31

P NMR (CDCl3, 

202.2 MHz) δ 53.2 ppm (
1
JP-Se =687 Hz). 

 

(o-Biphenyl)di-tert-butylphosphine (JohnPhos) selenide 

The general procedure for selenide formation was used to prepare this compound 

from (2-Biphenyl)di-tert-butylphosphine (22). 
31

P NMR (CDCl3, 202.2 MHz) δ 71.2 ppm 

(
1
JP-Se =739 Hz). 
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(o-Biphenyl)dicyclohexylphosphine (CyJohnPhos) selenide 

The general procedure for selenide formation was used to prepare this compound 

from (2-Biphenyl)dicyclohexyl phosphine (23). 
31

P NMR (CDCl3, 202.2 MHz) δ 69.5 

ppm (
1
JP-Se =703 Hz). 

 

2-Dicyclohexylphosphino-2’,6’-dimethoxybiphenyl (SPhos) selenide 

The general procedure for selenide formation was used to prepare this compound 

from 2-Dicyclohexylphosphino-2’,6’-dimethoxybiphenyl (24). 
31

P NMR (CDCl3, 202.2 

MHz) δ 68.6 ppm (
1
JP-Se =699 Hz). 

 

2-Dicyclohexylphosphino-2’,6’-diisopropoxybiphenyl (RuPhos) selenide 

The general procedure for selenide formation was used to prepare this compound 

from 2-Dicyclohexylphosphino-2’,6’-diisopropoxybiphenyl (25). 
31

P NMR (CDCl3, 

202.2 MHz) δ 68.4 ppm (
1
JP-Se =694 Hz). 

 

2-Dicyclohexylphosphino-2’,4’,6’-isopropylbiphenyl (XPhos) selenide 

The general procedure for selenide formation was used to prepare this compound 

from 2-Dicyclohexylphosphino-2’,4’,6’-isopropylbiphenyl (26). 
31

P NMR (CDCl3, 202.2  

MHz) δ 56.2 ppm (
1
JP-Se =721 Hz). 

 

Di-iso-propyl-tert-butyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Di-iso-propyl-tert-butyl Phosphine (27). 
31

P NMR (CDCl3, 202.2 MHz) δ 78.6 ppm 
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(
1
JP-Se =689 Hz). 

 

Di-(1-Adamantyl)-Benzyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Di-(1-Adamantyl)-Benzyl Phosphine (28). 
31

P NMR (CDCl3, 202.2 MHz) δ 68.2 

ppm (
1
JP-Se =693 Hz). 

 

Di-(1-Adamantyl)-n-Butyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Di-(1-Adamantyl)-n-Butyl Phosphine (29). 
31

P NMR (CDCl3, 202.2 MHz) δ 70.3 

ppm (
1
JP-Se =680 Hz). 

 

Dicyclohexyl-ethyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Dicyclohexyl-ethyl Phosphine (30). 
31

P NMR (CDCl3, 202.2 MHz) δ 55.2 ppm (
1
JP-

Se =672 Hz). 

 

Dicyclohexyl-phenyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Dicyclohexyl-phenyl Phosphine (31). 
31

P NMR (CDCl3, 202.2 MHz) δ 55.6 ppm 

(
1
JP-Se =703 Hz). 
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Tri-n-propyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Tri-n-propyl Phosphine (32). 
31

P NMR (CDCl3, 202.2 MHz) δ 35.5 ppm (
1
JP-Se 

=676 Hz). 

 

Di-tert-butyl-(p-trifluoromethylphenyl) phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Di-tert-butyl-(4-trifluoromethylphenyl) Phosphine (33). 
31

P NMR (CDCl3, 202.2 

MHz) δ 79.7 ppm (
1
JP-Se =720 Hz). 

 

Cy-vBRIDP Selenide 

The general procedure for selenide formation was used to prepare this compound 

from Cy-vBRIDP (34). 
31

P NMR (CDCl3, 202.2 MHz) δ 64.6 ppm (
1
JP-Se =687 Hz). 

 

Diethylphenyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Diethylphenyl Phosphine (35). 
31

P NMR (CDCl3, 202.2 MHz) δ 44.0 ppm (
1
JP-Se 

=709 Hz). 

Allyldiphenyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from Allyldiphenyl Phosphine (36). 
31

P NMR (CDCl3, 202.2 MHz) δ 31.8 ppm (
1
JP-Se 

=730 Hz). 

 



77 

 

 

iso-propyldiphenyl phosphine selenide 

The general procedure for selenide formation was used to prepare this compound 

from iso-propyldiphenyl Phosphine (37). 
31

P NMR (CDCl3, 202.2 MHz) δ 50.2 ppm (
1
JP-

Se =722 Hz). 

 

4-(Diphenylphosphino)styrene selenide 

The general procedure for selenide formation was used to prepare this compound 

from 4-(Diphenylphosphino)styrene (38). 
31

P NMR (CDCl3, 202.2 MHz) δ 34.7 ppm (
1
JP-

Se =729 Hz). 

 

Cyclic Voltammetry 

The procedure of Amatore, Jutand, and coworkers was followed with 

modifications.
20

 A standard solution of Pd2dba3 ([Pd] = 2 mM) and tetrabutylammonium 

hexafluorophosphate (100 mM) in THF was prepared in a nitrogen purged glove box. 

Phosphines were weighed into 4 mL oven dried vials in the glove box, and 1 mL of THF 

was added ([Phosphine] = 20 mM).  The Pd/salt standard solution was separated into 20 

mL vials (10 mL in each vial) and capped with a rubber septum. Solutions were removed 

from the glove box and transferred to a 25 mL three necked flask using standard schlenk 

procedures. One neck was fitted with a rubber septum containing an SCE reference 

electrode and Pt mesh counter electrode. A second neck was fitted with a rubber septum 

containing a 2 mm gold working electrode. The final neck was fitted only with a septum. 

The phosphine solution was added in increments using at 500 μL syringe. 

Cyclic voltammetry was performed using a CH Instruments DY2100B 
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potentiostat with a standard three-electrode cell. Cyclic voltammograms were measured 

at 50 mV sec
-1

 at 25 °C. Pd2dba3, dibenzylidene acetone, and the bis-ligated palladium 

species oxidation peaks were assigned based on a report by Amatore et. al.
20

 and a pure 

Pd2dba3 solution. Table 2.10 includes the oxidation peak potentials for the cyclic 

voltammograms shown in Figure 2.12. Cyclic voltammograms of solutions of only 

Pd2(dba)3 and only dba prepared under similar conditions are presented in Figure 2.14.  
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Table 2.10. Cyclic voltammetry studies. 

 

Eipa (V vs SCE) 

Equiv 

Phosphine PCy3 PEt3 PtBu3 SPhos 

0.5 0.480 0.514 0.385 0.670 

1 0.475 0.532 0.386 0.677 

1.5 0.487 0.553 0.426 0.670 

2 0.490 0.577 0.459 0.681 

 

Eipa (V vs SCE) 

Equiv 

Phosphine PiPr3 

0.4 0.479 

1 0.514 

1.6 0.534 

2 0.546 

 

 

 
Figure 2.14. Cyclic voltammogram of Pd2(dba)3 and dba. 
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CHAPTER 3 

 

MECHANISTIC INTERROGATION OF THREE REACTIONS USING  

NEWLY DEVELOPED PHOSPHINE PARAMETERS 

 

 Following the successful application of our recently established phosphine 

parameters, we sought to apply these to a more challenging system. We initiated two 

collaborative projects directed at probing two distinct questions. The first, a study of two 

similar gold phosphine catalyzed reactions, asked if our new parameters could be applied 

to probe non-palladium organometallic reactions. The role of phosphines in these systems 

was distinctly different from the palladium system tested in Chapter 2, which tested our 

system. This study was completed in collaboration with Alec Christian of the Toste lab. 

The second case study returned to palladium catalysis in an alkyl Suzuki coupling. 

However, the mechanism was much less well understood, and the alkyl chain inherently 

induced additional challenges compared to the biaryl coupling presented in Chapter 2. All 

synthetic chemistry was performed by Shibin Zhao of the Biscoe lab. These two case 

studies are presented in this chapter. 
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Ligand Effects in Gold-Catalyzed Cycloisomerization Reactions 

Introduction 

 Homogeneous gold catalysis has witnessed rapid growth over the previous fifteen 

years, spurred in part by the Toste group,
1
 along with multiple other groups.

2
 Conditions 

for numerous cyclization reactions
3
 and rearrangements

4
 have been described, including 

differential reactivity induced by ligand choice.
5
 Multiple mechanistic studies have 

expanded our knowledge of how gold(I) reactions proceed.
6
 Central to this expansion in 

synthesis and understanding has been the appropriate choice of ligand,
7
 built on the 

unique linear bonding geometry of gold(I) complexes (Figure 3.1).
8
 To further advance 

this field, we elected to study the role of phosphine ligands in two cyclization reactions. 

The necessity of this study is exemplified in a report from the Hammond and Xu 

groups.
7b

 They state that the Buchwald class of phosphine ligands engages in a possible 

weak interaction between the aryl ring and gold, stabilizing the gold complex. However, 

work from the Echavarren group contests this claim, as the “gold–arene distance is longer 

than the maximum estimated for a meaningful metal–arene interaction.”
9
 The continued 

confusion of the role the phosphine plays in gold catalysis provided ample impetus for 

our group to engage in a detailed mechanistic study with the Toste team. 

 

Background 

One reaction that shows particularly interesting ligand controlled reactivity is the 

cycloisomerization reaction depicted in Figure 3.2.
10

 Reported initially in 2009, this 

reaction was initially hypothesized to occur through a bifurcative concerted cyclization. 

This mechanism would furnish either a seven- or six-membered ring, followed by loss of  
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Figure 3.1. Bonding model developed by Goddard, Toste, and coworkers 

depicting a linear geometry about the gold atom. Buchwald class phosphines 

engender multiple possible influences on selective reactions.  
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Figure 3.2. Two cycloisomerization reactions probed mechanistically.  
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gold. The Toste team hypothesized that the sequence to the seven-membered ring would 

be stabilized by more electron-rich ligands, and this was confirmed when the electron 

donating Johnphos ligand was used. Conversely, this pathway was hypothesized to be 

destabilized through the use of strongly π-accepting ligands. The use of phosphites 

yielded exclusive formation of the [4+2] product 3.3, validating the authors’ hypothesis. 

However, a rapid follow-up paper from the Toste and Goddard labs contested this 

analysis through the use of DFT calculations.
11

 The transition state pathway containing a 

concerted [4+2] cyclization (int-3.1.2) was calculated to be prohibitively high using 

PMe3 as the ligand, being 13.9 kcal/mol higher in energy than formation of the [4+3] 

gold intermediate (int-3.1.1). Instead, the authors suggested that either a 1,2 hydrogen or 

carbon shift would lead to the products from this same intermediate. Further calculations 

with JohnPhos and triphenylphosphite confirmed this likely bifurcation point. Using 

JohnPhos, the [4+3] cycloaddition pathway was again identified, and the alkyl or 

hydrogen shift pathways were probed. The carbon shift pathway was higher in energy 

(6.1 kcal/mol to product 3.3) than the hydrogen shift (2.6 kcal/mol to product 3.2 and 

3.2’), in agreement with experiment, and this effect was attributed to the steric 

interactions between the ligand and substrate. Thus, the authors argue that larger ligands 

distort the organometallic gold intermediate geometry, resulting in poor back-donation 

from the gold to the carbon π-orbital and allowing the facile 1,2-hydrogen shift to occur. 

The 1,2-alkyl shift is calculated to be unaffected by this change. Overall, the argument 

that steric interactions control selectivity is generally in agreement with the outcomes 

from the limited reported ligand screen.  

 In comparison to reaction 3.1, the second reaction displays striking similarities 
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(Figure 3.2). For example, the two reactions occur under identical conditions. In the first 

reaction, both [4+3] and [4+2] products are isolated, and the second reaction yields the 

[2+2] (3.6) and [2+3] (3.5) products. However, drastically different ligand effects were 

identified, prompting us to question the role of the ligand in possibly altering the 

mechanism. In order to better understand the similarities and differences between these 

two reactions, a mechanistic study was initiated integrating classic physical organic tools 

with our newly developed parameters. Specifically, we sought to determine subtle ligand 

effects that influence reaction selectivity, and to leverage these effects into greater 

understanding of the role of phosphine ligands in gold(I) catalysis. 

 

Results and Discussion: [4+3] versus [4+2] Cycloisomerization 

 To initiate our studies, we first sought to define a general mechanism for the 

[4+3]/[4+2] cycloisomerization reaction. Deutero 3.1 was submitted to the reaction 

conditions and compared to the proteo variant (Figure 3.3). A significant difference in 

product ratios was observed wherein deutero 3.1 resulted in a 4.4:1 product ratio whereas 

proteo 1 yielded a 6.2:1 ratio of (3.2+3.2’)/3.3, confirming that C–H(D) bond cleavage is 

involved in the selectivity determining step. These results are consistent with the 

previously proposed computational mechanism in which either a 1,2-hydride or alkyl 

shift occurs.  

Having gained preliminary evidence for the previously proposed 

cycloisomerization mechanism, we turned our attention to the ligand effects. Product 

ratios were quantified for 15 ligands, revealing a number of interesting trends (Figure 

3.4). A large range was observed including instances when either the 6 or 7-membered  
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Figure 3.3. Isotope labeling revealed a significant change in reaction selectivity 

based on the choice of deutero- or proteo-substrate 3.1. 
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Figure 3.4.Reaction 1 selectivities correlated to the Au–Cl distance. 
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ring was preferred (-0.71 kcal/mol to 1.85 kcal/mol, more positive energies indicate 

increased formation of the seven membered ring products 3.2 or 3.2’). Initial inspection 

of these results allows for the delineation of two classes of ligands: The Buchwald-type, 

BRIDP ligands, and P(o-OMePh)3 each preferentially form products 3.2 or 3.2’ (entries 

2, 9-15), whereas alkyl and other aryl phosphines result in the formation of product 3.3 

(1, 3-8). As both the Buchwald and BRIDP class of ligands were developed to block two 

coordination sites in palladium chemistry,
12

 this bifurcation could plausibly implicate a 

steric interaction; however, this analysis is complicated by the large, sterically bulky Po-

Tol3 (entry 1) which preferentially forms product 3.3. This discrepancy prompted a 

deeper investigation into how the ancillary phosphine ligand interacts with the substrate 

to induce chemoselectivity. 

 As the relationship between ligand and selectivity was not immediately apparent, 

we sought quantitative correlations between product selectivity and reported parameters. 

An optimal correlation was identified between the Au–Cl distance and the reaction 

selectivities (R
2
 = 0.91). Fey and coworkers characterize this parameter as being related 

to both steric interactions and the phosphine σ-donor ability based on the relationships to 

other parameters within their set.
13

 Indeed, both of these considerations would affect the 

Au–Cl bond distance based on the bonding model presented above. Therefore, it is 

plausible that both steric and electronic trends are captured in this parameter, and these 

interact with the substrate to produce the reaction selectivity. Thus, this analysis supports 

the computationally proposed model in which the gold-carbenoid bond is altered via both 

steric and electronic influences from the ligand. This change induces selectivity 

determining 1,2-hydride or alkyl shift, wherein the overall selectivity is primarily dictated 
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by the ability of the intermediate to undergo the 1,2-hydride shift.
11

 

 

Results and Discussion: [2+3] versus [2+2] Cycloisomerization 

 The simplistic analysis of reaction 1 prompted us to consider the universality of 

the conclusions presented above to other gold-catalyzed cyclization reactions. Due to the 

similarities between reactions 1 and 2, we hypothesized that similar interactions would 

determine selectivity. The Toste lab had previously reported that this reaction, when 

performed with JohnPhosAuCl, resulted in products 3.5 and 3.6 being formed in a 6.8:1 

ratio.  This result indicated that ligand effects in this reaction could be isolated and 

examined under a similar protocol. 

 A similar data set was collected to examine the structure-selectivity relationships 

for the [2+3]/[2+2] cycloisomerization (Figure 3.5). All ligands tested resulted in the 

preferential formation of the larger ring product 3.5, in contrast to reaction 1 (Figure 3.2) 

in which both ring sizes could be preferentially formed. If similar interactions were 

determining selectivity, we hypothesized that the Au-Cl bond distance would again 

correlate to the overall selectivity. However, this was not observed, resulting in a re-

evaluation of which factors are inducing selectivity. Univariate correlations were again 

illuminating, wherein the average Sterimol L/B1 correlated to overall selectivity (Figure 

3.6). As this parameter describes the three-dimensional shape of the ligand, it likely 

describes the “depth” of the ligand compared to the steric hindrance proximal to the gold 

center. Specifically, B1 quantifies the local steric bulk, and thus likely would influence 

how the substrate can approach the gold. Conversely, L measures the ligand length, 

possibly describing direct interactions between the ligand and substrate.   
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Figure 3.5. Results from reaction 2 screening and relationship to Au–Cl distance. 
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Figure 3.6. Reaction 2 selectivities correlated to the average Sterimol L/B1, 

including two extrapolation points. 
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 On the basis of this correlation, we hypothesized that a change in mechanism may 

have occurred, and thus four plausible scenarios were considered (Figure 3.7). First, 

analogous to reaction 3.1, a concerted cyclization could be followed by a ligand induced 

1,2-hydride or alkyl shift. Second, a direct concerted cyclization could result in either a 4- 

or 5-membered ring. Contrasting these two mechanisms, each cyclization could occur 

through a stepwise fashion, with a stabilized benzylic carbocation intermediate. From this 

intermediate, cyclization to a 5-membered ring could be followed by a selectivity 

determining hydride or alkyl shift. Finally, the same carbocation intermediate could 

directly cyclize to a 4- or 5-membered ring. To identify the likely mechanistic manifold, 

classic physical organic tools were employed. 

 Two experiments were used to differentiate between the proposed mechanisms 

(Figure 3.8). Similar to reaction 3.1, isotopic labeling was used to determine the role of 

C–H bond cleavage. In contrast, little to no kinetic isotope effect was observed, 

suggesting that 1,2-hydride shift does not play a role in the selectivity determining step 

and eliminating mechanisms 1 and 3 from consideration. Next, we turned our attention to 

differentiating between mechanisms 2 and 4. As the concerted versus stepwise 

mechanisms differ via the formation of a cationic intermediate, a Hammett analysis was 

employed. If a stepwise mechanism was operative, we hypothesized that a linear 

relationship would be identified between the relative rates and σ
+

para. However, the 

relative rates correlated to σpara with a slope of -3.65. These data suggest that a distinct 

carbocation intermediate is not formed, and that a concerted cyclization occurs with 

significant positive charge accumulating on the benzylic carbon. Thus, our data suggest 

that a selectivity determining cyclization occurs from a gold-coordinated substrate 
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Figure 3.7. Plausible mechanistic proposals considered. 
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Figure 3.8. Deuterium labeling and Hammett study results. 
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(mechanism 2). 

 Having gained a better understanding of the mechanism of reaction 3.2, we 

returned to the identified correlation between reaction selectivity and Sterimol L/B1. 

Virtual screening of ligand scaffolds commenced to improve reaction selectivity. Two 

pathways were hypothesized to increase selectivity: B1 could be decreased by exchanging 

the cyclohexyl rings for smaller groups within XPhos, or L could be increased via 

extension of the biaryl ring in JohnPhos. As an example of the former, tBuXPhos was 

examined and resulted in a product ratio of 26:1 (ΔΔG
‡
 = 1.93 kcal/mol), slightly higher 

than predicted (17:1, ΔΔG
‡
 = 1.68 kcal/mol) favoring product 5. To interrogate the latter 

possibility, a novel ligand containing a triphenyl group was synthesized and predicted to 

produce a 31:1 product ratio (ΔΔG
‡
 = 1.68 kcal/mol). The observed selectivity of 17:1 

(ΔΔG
‡
 = 1.68 kcal/mol) is lower than expected; however, this ratio is within the expected 

range of predictions and higher than any ligand within the training set. These two 

extrapolations demonstrate the power of small data sets to yield non-intuitive results. 

 

Conclusions 

  Overall, two gold(I) catalyzed reactions were interrogated using a combination of 

classical physical organic experiments and modern data analysis tools. These results 

provide detail insight into the relationship between ligand structure and reaction 

selectivity in gold(I)-phosphine catalyzed cycloisomerization reactions. Initial studies of 

a [4+3]/[4+2] cycloisomerization reaction resulted in the hypothesis that the ligand’s 

effect on the gold-substrate bond length was a key factor in selectivity determining 1,2-

hydride or alkyl shifts. In contrast, analysis of the [2+3]/[2+2] cyclization reaction 
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resulted in a correlation between the product ratio and the ligand size, as quantified by 

L/B1. The confounding role of these two highly similar reactions demonstrates the 

aptitude of utilizing this methodology in future gold(I) catalysis studies.  

 

Interrogating Alkyl-Aryl Suzuki Reaction Pathways 

 Following the successful application of our phosphine parameters to interrogate 

gold(I) catalyzed cyclizations, we returned our attention to the palladium-catalyzed 

Suzuki reaction. Recent work from the Biscoe group had identified conditions to use 

configurationally stable alkyl boron reagents with aryl halides to yield the alkyl-aryl 

cross-coupling products with conservation of the stereochemical integrity. However, the 

mechanism by which the stereospecific process occurs and how to influence these 

pathways has been disputed, including the role of the phosphine ligand. Therefore, a 

collaborative study, performed with Shibin Zhao of the Biscoe lab sought to refine the 

governing features in order to enhance the utility of this reaction.  

 

Introduction  

 Cross-coupling technology such as the Suzuki reaction has revolutionized how 

synthetic chemists construct complex molecules. Classic studies have focused on C(sp
2
)-

C(sp
2
) methodolodies, enabling the modular construction of planar bonds. However, the 

use of C(sp
3
) coupling partners remains a challenge as multiple transmetallation 

pathways are viable and β-hydride elimination can occur from the alkyl ligands.
14

 Thus, 

relatively few examples of stereospecific alkyl-aryl couplings have been reported.
15

 

Recent work from the Biscoe group has focused on the use of enantio-enriched 
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orgaonometallic nucelophiles,
15h, 16

 including alkyl-boron reagents,
15i

 as a promising 

route to yield the desired C(sp
2
)-C(sp

3
) coupling. To facilitate the further development of 

this desirable reaction class, mechanistic studies of the reaction manifold commenced. 

The goals of this project were to simultaneously identify and avoid possible deleterious 

pathways and to enhance the preferred catalytic process. 

 Key to the successful application of an alkyl-aryl Suzuki reaction is regulation of 

the transmetallation step; current mechanistic proposals have been informed by 

foundational studies of the Stille reaction.
17

 Two early publications display the divergent 

stereoselection due to the presumed bifurcative pathways (Figure 3.9). First, Labadie and 

Stille studied the palladium catalyzed coupling of acid chlorides with organotin reagents, 

including the enantio-enriched α-deuteriobenzyl tributyltin.
18

 The reaction of this 

substrate in the presence of palladium benzoyl chloride in hexamethylphosphoramide 

(HMPA) resulted in the formation of the desired cross coupling product with inversion of 

stereochemistry (reaction 3.3). This result was attributed to an open transition state, 

stabilized by the polar solvent, involving invertive transfer of the benzyl group from tin 

to palladium. Secondly, Falck and coworkers analyzed a similar Stille reaction using [α-

benzoyloxy)octyl]tributylstannane with benzoyl chloride in the presence of palladium 

and copper in toluene (reaction 3.4).
19

 This coupling proceeded with retention of 

stereochemistry, contrary to Stille’s original publication. Under nonpolar solvent 

conditions, the reaction is hypothesized to proceed through a cyclic 4-membered 

transition state that limits charge separation. These opposing stereochemical outcomes 

and mechanisms were further established by Espinet and coworkers,
20

 and similar 

pathways are hypothesized to be operative with alkyl boron reagents. In sum, either an   
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Figure 3.9. Open and cyclic transition states result in invertive and retentive 

transmetallation steps, respectively. 
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open or cyclic transition state can be favored based on the reaction conditions and 

regulation of the energetics of these processes is paramount to produce a synthetically 

valuable reaction.  

 To shed light on the regulatory interactions within the alkyl-aryl Suzuki reaction, 

we elected to build upon a recently developed chemical method from the Biscoe lab 

(Reaction 3.5, Figure 3.10). This reaction utilizes readily available aryl halides with 

configurationally stable alkyl trifluoroborate potassium salts. Activation of the borate salt 

occurs in the presence of water, resulting in the formation of a boronic acid.
21

 

Additionally, the palladium(II) precatalyst can be reduced to palladium(0) in the presence 

of base.
22

 Following activation, the desired reaction pathway involves three fundamental 

organometallic steps. First, oxidative addition of the palladium to the aryl chloride has 

been shown to be facile with the appropriate ligand.
23

 This intermediate can undergo 

stereo-retentive or invertive transmetallation with the alkyl boronic acid, followed by 

bond forming reductive elimination. However, if the reductive elimination is slow, β-

hydride elimination can occur once the alkyl chain is bound to the palladium. 

Understanding how to avoid the β-hydride elimination pathway, while simultaneously 

controlling the transmetallation mechanism, served as the dual goals of this study. 

 

Results and Discussion 

To isolate the preferred transmetalation from substrate steric interactions, we 

initiated our study using enantio-enriched potassium sec-butyl trifluoroborate (99:1 

enantiomeric ratio, er) as the nucleophile (Figure 3.11). An initial array of 22 phosphine 

ligands revealed both highly and poorly selective catalysis, including a range from   
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Figure 3.10. Alkyl-aryl Suzuki reaction developed by Biscoe and coworkers. 
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Figure 3.11. Reaction 3.5 ligand selectivity trends. 
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3.5:96.5 (-95% enantiospecificity, es, calculated as eeproduct/eestarting material*100, 

triadamantylphosphine, P(1-Ad)3) to 83:17 (+66% es, Po-Tol3). Unfortunately, most  

ligands resulted in nearly racemic products, regardless of the subclass of phosphine 

utilized. This outcome was hypothesized to be a result of loss of stereochemical 

information due to β-hydride elimination to form 1-butene, followed by migratory 

insertion to the terminus (Figure 3.11). These steps are likely reversible, allowing for the 

branched product to still be formed with reduced enantiospecificity. However, if 

formation of a linear organometallic intermediate is a viable pathway, reductive 

elimination could additionally result in a linear product. Indeed, ethyl 4-n-butyl benzoate 

was often isolated, confirming the plausibility of this sequence. Inspection of the 

branched to linear product ratios revealed that larger phosphines suppressed the 

formation of the linear product, a result likely due to increased steric interactions that 

favor closer contact between the alkyl and aryl groups and enhancing the rate of reductive 

elimination. Inspection of the specificity versus the minimum solid cone angle revealed 

that 12 of 13 ligands with measured cone angles below 145° produced branched products 

with er values ranging from 52:48 to 56.5:43.5. Thus, it was hypothesized that phosphine 

ligands with minimum solid cone angles greater than 145° would favor reductive 

elimination, whereas those structures with solid cone angles less than 145° would favor 

β-hydride elimination. 

To explore the role of ligand size in influencing the energetics of these two 

putative pathways, we turned to computing the transition states using the B3LYP 

functional (Figure 3.12).
24

 Single point geometries were optimized and evaluated with 6-

31G**/LACVP** basis set
25

 and confirmed stationary points using Dunning’s correlation 
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Figure 3.12. DFT calculated pathways with four ligands. 
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consisitent triple-ζ basis set cc-pVTZ(-f).
26

 Solvent correction was performed using ε = 

2.38 in an implicit solvent model.
27

 Four ligands (PMe3, PtBuPh2, PtBu2Ph, PtBu3) were 

inspected that straddled the proposed 145° inflection point. First, the small ligand PMe3 

(solid cone angle = 109.6°) was examined, displaying a 5.6 kcal/mol preference for the 

undesired β-hydride elimination pathway. Conversely, the large ligand PtBu3 (solid cone 

angle = 153.2°) resulted in a 2.9 kcal/mol preference toward the desired reductive 

elimination. These two outcomes are in agreement with the measured enantiospecificity, 

as PMe3 resulted in a nearly racemic product (ee = 6%) while PtBu3 yielded a selective 

reaction (ee = -80%). Turning our attention to PtBuPh2 (solid cone angle = 142.4°), β-

hydride elimination is expected to still be the lower energy pathway, and indeed, this step 

is calculated to be favored by 0.9 kcal/mol. Finally, PtBu2Ph is above the threshold of 

145° (solid cone angle = 148.3°), and thus expected to have a lower pathway toward 

reductive elimination. The calculated energy of the desired sequence is 1.9 kcal/mol 

lower in energy than β-hydride elimination. In total, the calculated reaction pathways 

confirm the role of ligand size in inducing reductive elimination. 

As smaller ligands were expected to possibly undergo β-hydride elimination and 

subsequent loss of stereochemical information, these ligands were removed from 

consideration for examination of the retentive or invertive pathways. Outcomes from the 

remaining eight ligands (and one external validation) displayed a satisfying correlation to 

the 
31

P NMR shift (R
2
 = 0.92) in which more deshielded phosphorus atoms result in 

higher amounts of the inverted stereocenter product (Figure 3.11). Overall, more electron 

donating ligands must stabilize the open transition state or destabilize the cyclic transition 

state. As the former involves increasing positive charge at palladium, more electron rich 
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ligands likely stabilize this transition state, yielding higher enantiospecificity for the 

invertive pathway. Thus, the overall ligand effect with large ligands is primarily a result 

of electronic differences. 

As electronic influences from the ligand augment the dominant transmetallation 

pathway, we hypothesized that similar effects would be present based on the aryl 

substrate. Five para substituted aryl chloride compounds were analyzed under the 

reaction conditions with PtBu3 as the ligand and the enantiospecificity was measured 

(Figure 3.13). A Hammett plot was constructed using these reaction outcomes, and 

indeed a linear correlation was observed. As suspected, more electron rich aryl rings 

induced higher amounts of the invertive pathway, similar to the effect seen with more 

electron rich ligands. This result again indicates that more electron rich substituents 

bound to palladium stabilize the building positive charge in the open transition state. 

Having confirmed the dominant role for electronic effects in the transmetallation pathway 

with the sec-butyl substrate, we questioned the generality of these conclusions with other 

boron nucleophiles. To test this possibility, a second substrate (4-phenyl-2-potassium-

trifluoroborate-butane) was tested in the presence of an expanded ligand set containing 

primarily phosphines with solid cone angles larger than 145° (Figure 3.14).  

Astoundingly, the observed enantiospecificity ranged from 99:1 (retentive, PhSPhos, 

ΔΔG
‡
 = 2.6 kcal/mol) to 3:97 (invertive, P(1-Ad)3, ΔΔG

‡
 = -2.0 kcal/mol). Reaction 

outcomes were compared to the same 
31

P NMR shift, and a more modest trend was 

observed (R
2
 = 0.67).  This outcome remains under study; thus, a definitive explanation 

for the origin of the reduced correlation is as yet unknown. 
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Figure 3.13. Hammett plot constructed using differentially substituted aryl 

chlorides. 
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Figure 3.14. Reaction outcomes from ligand variation using a modified 

nucleophile and correlation to the 
31

P NMR shift. 
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Conclusions 

 In summary, an alkyl-aryl Suzuki reaction has been studied to isolate the 

controlling mechanistic features. A steric threshold was identified, above which reductive 

elimination is favored over β-hydride elimination for a key intermediate. The stereo-

defining transmetallation step was found to be primarily controlled by electronic 

interactions from both the ligand and aryl substrate. A combination of classic physical 

organic chemistry, computational reaction modeling, and univariate correlations were 

used to support these conclusions. Further work is needed to generalize the mechanistic 

hypotheses and to expand the reaction scope.  

 

Experimental 

Cycloisomerization Reactions 

All synthetic chemistry with the cycloisomerization reactions was performed by 

Alec Christian. Therefore, only the raw data of the phosphines are presented here. Table 

3.1 contains the data from Figure 3.4. Au–Cl bond distances were either taken from Fey 

and coworkers, or calculated using their method.
13

 Table 3.2 contains the data from 

Figure 3.5 and 3.6. 

 

Suzuki Reactions 

All synthetic chemistry was performed by Shibin Zhao; therefore only 

computational results are reported here. Table 3.3 contains the raw data for reaction 5. 

Table 3.4 contains the raw data for reaction 6. 
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Table 3.1. Phosphine data for [4+3]/[4+2] cycloisomerization. 

Phosphine [4+3] [4+2] 

ΔΔG
‡
 

kcal/mol 

Au–Cl 

Å 

XPhos 8.95 1.00 1.30 2.331 

JohnPhos 13.70 1.00 1.55 2.329 

CyJohnPhos 5.92 1.00 1.05 2.327 

RuPhos 23.04 1.00 1.86 2.335 

SPhos 15.24 1.00 1.61 2.338 

cBRIDP 5.07 1.00 0.96 2.332 

Cy-cBRIDP 4.18 1.00 0.85 2.330 

Pp-Tol3 1.00 1.92 -0.39 2.312 

P(p-OMePh)3 1.00 1.94 -0.39 2.319 

P(p-FPh)3 1.00 3.32 -0.71 2.311 

PMe3 1.00 2.09 -0.44 2.309 

P(o-OMePh)3 2.23 1.00 0.48 2.329 

Po-Tol3 1.00 2.09 -0.44 2.320 

PEt3 1.00 1.26 -0.14 2.318 

(2,4-tBu2Ph)Phosphite 1.00 9.50 -1.33 2.300 

 

Table 3.2. Phosphine data for [2+3]/[2+2] cycloisomerization. 

Phosphine [2+3] [2+2] 

ΔΔG
‡ 

kcal/mol 

L/B1 

ave 

Au–Cl 

Å 

Pp-Tol3 1.45 1.00 0.22 1.17 2.312 

PMe3 1.54 1.00 0.25 1.47 2.309 

P(p-OMePh)3 1.45 1.00 0.22 1.25 2.319 

P(p-FPh)3 1.18 1.00 0.10 1.37 2.311 

PtBu3 2.37 1.00 0.51 1.32 2.328 

Xphos 13.42 1.00 1.54 2.20 2.331 

JohnPhos 6.55 1.00 1.11 1.94 2.329 

CyJohnPhos 2.43 1.00 0.53 1.78 2.327 

RuPhos 2.66 1.00 0.58 1.58 2.335 

SPhos 2.71 1.00 0.59 1.79 2.338 

cBRIDP 5.39 1.00 1.00 1.81 2.332 

Cy-cBRIDP 3.53 1.00 0.75 1.48 2.330 

PPh3 1.42 1.00 0.21 1.43 2.310 

AZPhos 18.00 1.00 1.71 3.00 2.337 

tBuXPhos 26.19 1.00 1.93 2.47 2.328 
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Table 3.3. Raw data for reaction 3.5. 

Phosphine 

Branched:linear 

Ratio 

ΔΔG
‡ 

kcal/mol ee 

ΔΔG
‡ 

kcal/mol 

31
P NMR 

(δ) 

min 

cone 

XPhos 1.05 0.029 11 0.131 -12.0 209.8 

CPhos 0.87 -0.085 10 0.119 -8.6 206.4 

SPhos 1.50 0.240 23 0.272 -8.4 201.9 

RuPhos 1.40 0.199 14 0.167 -8.5 187.5 

CyJohnPhos 0.80 -0.132 7 0.083 -12.6 183.6 

P(1-Ad)3 190.00 3.107 -93 -1.968 59.4 178.0 

Ph2SPhos 2.40 0.518 56 0.755 -11.6 173.3 

PtBu3 16.00 1.642 -80 -1.290 61.1 153.2 

Po-Tol3 2.40 0.518 64 0.893 -30.5 146.7 

PnBuAd2 3.70 0.775 5 0.053 26.6 145.3 

PCy3 0.25 -0.821 4 0.047 7.0 144.7 

PtBu2neop 2.30 0.493 -68 -0.982 19.8 144.6 

PtBuPh2 3.80 0.790 23 0.282 19.1 142.4 

PMetBu2 0.10 -1.363 2 0.024 11.0 138.4 

P(o-OMePh)3 2.20 0.467 16 0.191 -37.1 136.6 

PPh3 1.10 0.056 11 0.131 -4.7 131.4 

Pp-Tol3 1.10 0.056 12 0.143 -8.0 131.1 

PPh2Bn 0.80 -0.132 10 0.119 -10.4 125.3 

PnBu3 0.10 -1.363 6 0.071 -32.3 124.6 

PEt3 0.10 -1.363 9 0.107 -20.4 121.5 

PMe3 0.08 -1.496 6 0.071 -62.0 109.6 
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Table 3.4. Raw data for reaction 3.6. 

Phosphine 

ΔΔG
‡ 

kcal/mol 

31
P NMR 

(δ) 

Au–P 

(Å) 

Po-Tol3 2.13 -30.5 2.294 

PhSPhos 2.62 -11.6 2.273 

XPhos 1.65 -11.5 2.289 

Ruphos 1.76 -8.8 2.289 

CPhos 1.73 -8.6 2.287 

SPhos 1.68 -8.0 2.287 

PPh3 1.86 -5.4 2.278 

PCy3 1.03 9.9 2.289 

PMetBu2 1.00 12.2 2.288 

PneoptBu2 -0.76 19.8 2.301 

PnBuAd2 0.81 24.2 2.298 

PtBuCy2 1.07 27.0 2.292 

PtBu2Ph 1.21 39.0 2.291 

PtBu2Cy 0.73 48.0 2.298 

P(1-Ad)3 -2.03 59.4 2.306 

PtBu3 -1.10 61.1 2.300 

 

  



116 

 

 

DFT Computational Details 

All calculations were performed using density functional theory
24a

 as 

implemented in the Jaguar 9.1 suite of ab initio quantum chemistry programs.
28

 Geometry 

optimizations were performed with the B3LYP
24b-e, 29

 functional using the 6-31G** basis 

set.
30

 Palladium was represented using the Los Alamos LACVP** basis set that includes 

relativistic core potentials.
25

 Single point energies were computed from the optimized 

geometries using Dunning’s correlation-consistent triple-ζ basis set (cc-pVTZ(-f)
26

) that 

includes a double set of polarization functions. Vibrational frequencies were computed at 

the B3LYP/6-31G** level of theory were used to derive zero point energy and 

vibrational entropy corrections from unscaled frequencies. Solvation energies were 

evaluated by a self-consistent reaction field (SCRF) approach with the dielectric constant 

ε = 2.38 (toluene) using the optimized gas phase structures.
27

 Gibbs energy was 

calculated according to the formula G = (E(SCF)*23.0605423 + ZPE) – 373.15*S + 

G(solv). ΔG is compared to int-3.5.1. Table 3.5 includes the energies of these 

components for each ligand. 

 

New Phosphines 

Phosphines Cy-cBRIDP, cBRIDP, AZPhos, tBuXPhos, PhSPhos, CPhos, 

PtBuCy2 and PtBu2Cy were not included in the study presented in Chapter 2. The 

structures were obtained using the same methods from Chapter 2 and these steps are 

repeated here. 
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Table 3.5. Calculated energy values. 

Structure 

E(SCF) 

(eV) 

ZPE 

(kcal/mol) 

S (gas) 

(cal/mol) 

G (solv) 

(kcal/mol) 

ΔG 

(kcal/mol) 

PMe3 int-3.5.1 -26600.714 204.00 152.75 -2.27 0.00 

PMe3 TS-3.5.1 -26600.072 204.31 153.25 -1.95 15.25 

PMe3 RE prod -26602.085 206.08 158.58 -2.34 -31.78 

PMe3 TS-3.5.2 -26600.271 202.07 147.82 -2.75 9.65 

PMe3 βHE 

prod -26600.415 202.86 149.76 -3.48 5.66 

PtBuPh2 int-

3.5.1 -40248.198 324.84 207.55 -3.44 0.00 

PtBuPh2TS-

3.5.1 -40247.699 324.99 202.36 -3.00 14.03 

PtBuPh2 RE 

prod -40249.716 326.59 207.49 -3.06 -32.86 

PtBuPh2 TS-

3.5.2 -40247.689 322.66 197.34 -3.72 13.09 

PtBuPh2 βHE 

prod -40247.762 323.39 200.23 -3.91 10.87 

PtBu2Ph int-

3.5.1 -38239.471 344.41 203.56 -2.63 0.00 

PtBu2Ph TS-

3.5.1 -38238.948 344.69 204.37 -2.56 12.11 

PtBu2Ph RE 

prod -38240.931 346.39 201.32 -2.34 -30.56 

PtBu2Ph TS-

3.5.2 -38238.896 342.62 195.72 -3.03 14.00 

PtBu2Ph βHE 

prod -38238.972 343.49 197.47 -3.02 12.47 

PtBu3 int-3.5.1 -36230.359 365.24 201.40 -2.12 0.00 

PtBu3 TS-3.5.1 -36229.903 365.25 199.54 -1.85 11.49 

PtBu3 RE prod -36231.87 366.76 203.66 -1.47 -33.52 

PtBu3 TS-3.5.2 -36229.76 363.29 194.05 -2.37 14.36 

PtBu3 βHE 

prod -36229.832 364.08 197.03 -2.33 12.41 
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Conformational Search 

A conformational search on the respective phosphine oxides was performed using 

the MacroModel suite from Schrödinger
31

 using an OPLS_2005 force field without 

solvent corrections. A Monte-Carlo molecular mechanics method was employed with 

extended torsional sampling. The output was restricted to 20 structures within 3.11 

kcal/mol (13 kJ/mol) of the lowest energy conformer, with a maximum atom deviation 

cutoff of 1 Å. Each of the eight new phosphines were restricted to having the aryl ring 

(implicated in blocking a coordination site) in a similar direction as the P=O bond. This 

was thought to ensure similarity to how the phosphine would be bound. Conformers were 

submitted to a geometry optimization in Gaussian 09
32

 using the 6-31+G(d,p) basis set 

and M06-2x functional. This basis set was chosen in order to match the conformational 

search basis set. The M06-2x functional was chosen because of its accuracy for a large 

number of main group systems.
33

 Cone angle measurements were performed by changing 

the oxygen atom to palladium and setting the distance between palladium and phosphorus 

to 2.28 Å and then measuring angles with the program Solid-G.
34

 Conformers with the 

largest and smallest cone angles were then submitted to an optimization and frequency 

calculation at the M06-2x/def2-TZVP level of theory to obtain IR vibration data. A triple 

zeta potential basis set was chosen along with the M06-2x functional, as these generally 

lead to quantitative correlations.
33, 35

 Linear scaling factors
36

 were not applied to the 

calculated vibrations because these are constants, and thus would not affect correlation. 

Cone angle measurements were then recalculated for consistency, and Sterimol 

measurements were performed with Molecular Modeling Pro.
37
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Parameters 

Calculated parameters are included in the following four tables. Table 3.6 

includes three parameters from NMR spectra, followed by the measured solid cone 

angles from the minimum and maximum cone angle conformer, and finally the average 

steric values. 
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Table 3.6. Parameters for eight new phosphines presented in this chapter. 

Phosphine 

Phosphine
 

31
P NMR (δ) 

Phosphine Selenide 
31

P NMR shift (δ) 

1
JP–Se 

(Hz) 

Cone 

Max 

Cone 

 Min 

cBRIDP 37.8 86.0 721 184.90 181.59 

Cy-cBRIDP 9.9 62.4 703 191.53 184.82 

AZPhos 18.1 71.2 736 187.68 185.42 

tBuXPhos 21.5 70.6 742 211.00 209.90 

PhSPhos -11.6 

  

173.27 173.27 

CPhos -8.6 

  

223.52 206.40 

PtBuCy2 25.0 

  

147.61 144.61 

PtBu2Cy 48.3 

  

150.91 150.91 

      

Phosphine 

Max P=O 

frequency Min P=O intensity 

Min P=O 

frequency 

Min P=O 

intensity 

cBRIDP 1203.31 39.3959 1201.42 50.1032 

Cy-cBRIDP 1250.06 54.3259 1256.51 44.9595 

AZPhos 1215.05 63.0468 1215.05 63.0468 

tBuXPhos 1214.02 61.8358 1214.02 61.8358 

PhSPhos 1259.52 130.6653 1259.52 130.6653 

CPhos 1254.88 55.9633 1259.26 36.3339 

PtBuCy2 1215.19 73.4128 1206.89 80.7930 

PtBu2Cy 1215.61 41.2241 1215.61 41.2241 

      Phosphine Max B1 Max B5 Max L Max L/B1 Max B1*L 

cBRIDP 4.06 8.72 7.60 1.87 30.87 

Cy-cBRIDP 4.88 8.34 7.06 1.45 34.43 

AZPhos 4.01 6.32 12.16 3.03 48.72 

tBuXPhos 4.00 7.74 10.04 2.51 40.18 

PhSPhos 4.34 7.08 7.37 1.70 31.98 

CPhos 4.11 7.28 7.81 1.90 32.06 

PtBuCy2 4.19 6.82 6.15 1.47 25.77 

PtBu2Cy 4.06 6.84 5.42 1.33 22.03 

      Phosphine Min B1 Min B5 Min L Min L/B1 Min B1*L 

cBRIDP 4.04 8.38 7.07 1.75 28.55 

Cy-cBRIDP 4.59 8.40 6.99 1.52 32.06 

AZPhos 3.96 6.41 11.72 2.96 46.45 

tBuXPhos 4.00 7.73 9.71 2.43 38.85 

PhSPhos 4.34 7.08 7.37 1.70 31.98 

CPhos 4.43 0.69 7.36 1.66 32.63 

PtBuCy2 3.99 6.63 6.15 1.54 24.56 
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Table 3.6. continued. 

Phosphine Min B1 Min B5 Min L Min L/B1 Min B1*L 

PtBu2Cy 4.06 6.84 5.42 1.33 22.03 

      

Phosphine 

Average 

cone Average B1 

Average 

B5 

Average 

L 

Average 

L/B1 

cBRIDP 183.25 4.05 8.55 7.34 1.81 

Cy-cBRIDP 188.18 4.73 8.37 7.02 1.48 

AZPhos 186.55 3.99 6.37 11.94 3.00 

tBuXPhos 210.45 4.00 7.74 9.88 2.47 

PhSPhos 173.27 4.34 7.08 7.37 1.70 

CPhos 206.40 4.27 3.98 7.59 1.78 

PtBuCy2 146.11 4.09 6.72 6.15 1.50 

PtBu2Cy 150.91 4.06 6.84 5.42 1.33 

  

Phosphine 

Average 

B1*L 

cBRIDP 29.71 

Cy-cBRIDP 33.24 

AZPhos 47.59 

tBuXPhos 39.52 

PhSPhos 31.98 

CPhos 32.34 

PtBuCy2 25.16 

PtBu2Cy 22.03 
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CHAPTER 4 

 

SELECTIVE AMINE ARYLATION WITH MULTIPLY HALOGENATED 

PYRIDINES 

 

Introduction 

For synthetic chemists, novel site- and chemo-selective reactions can open 

exciting new routes to generate diverse architectures. Discriminatory synthesis involving 

differentially substituted pyridines are particularly interesting within drug discovery 

efforts, especially when conventional reactivity trends can be inverted. Heterocycles 

bearing identical leaving groups generally react at the more electrophilic position (Figure 

4.1).
1
 However, when different halogens are substituted on the ring, bond dissociation 

energies generally dominate the reactivity trends.
2
 By selecting pyridines in which these 

two driving forces oppose, the expected BDE-based chemoselectivity may be overcome 

via the combination of intrinsic polarization and catalyst promotion.
3
 This chapter 

presents a study to identify conditions under which differentially substituted pyridines 

selectively react under Buchwald-Hartwig coupling conditions, a project performed in 

collaboration with Mitch Keylor and Kian Tan at Novartis. All synthetic chemistry was 

performed at Novartis. 

To initiate our investigation, the reaction between 5-bromo-2-chloropyridine (4.1) 

and aniline was selected as a model (Figure 4.1). A large array of donor ligands was  
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Figure 4.1. General reactivity trends with halogenated pyridines, model reaction 

and ligand screening outcomes. 
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evaluated, yielding primarily the conventional bromo-substitution product. The Buchwald 

class of phosphine ligands was particularly effective in previous Buchwald-Hartwig 

coupling reactions;
4
 however, only product 4.2 was formed under our conditions. Other 

monodentate phosphine ligands additionally resulted in the selective bromide addition 

product with a few exceptions (such as L1). Unfortunately, these exceptions resulted in 

less than 5% yield and could not be optimized further. Bidentate phosphines resulted in a 

greater diversity of outcomes, including a 3:1 yield of products 4.3:4.2 when 1,1’-bis[di-

tert-butyl-phosphino]ferrocene (DTBPF, L7) was used as a ligand. This result was 

improved upon by switching the reaction solvent from toluene to 1,4-dioxane. An 

expanded bidentate ligand set containing ferrocene backbones was evaluated and 

selectivities for product 4.3 were measured. Interestingly, seven of eight ferrocene 

backbone ligands promoted the formation of the favored product with a wide range of 

selectivities (>2.5 kcal/mol difference). This result could possibly indicate an interaction 

between the ferrocene backbone and the reactive palladium center; however, use of di-

tert-butyl-phosphino ferrocene (single coordination site, FerroPtBu2) exclusively yielded 

product 2 indicating that bis-coordination is a likely cause for selectivity. Unfortunately, 

DTBPF remained the optimal ligand from the large empirical screen, with only modest 

selectivity observed (>8:1 ratio of 3:2), prompting an examination of the observed 

selectivity trends using linear regression techniques and computational transition state 

modeling. 

 

 

 



130 

 

 

Bidentate Ligand Parameterization Background and Application 

 Fewer parameters have been described for bidentate phosphine ligands than 

monodentate phosphines (Figure 4.2). The most prominent descriptor is likely the bite 

angle, a measure of the angle between the two donating phosphorus atoms and the metal 

acceptor.
5
 This angle was often reported for solid state structures,

6
 and computational 

chemists continue to use and report this value.
7
 However, the interpretation of the bite 

angle can be complex due to the presence of both steric and electronic effects, as Freixa 

and van Leeuwen have demonstrated.
8
 The authors argue that as the bite angle of the 

phosphine can influence the preferred geometry of the metal, this measure can be viewed 

as an electronic effect.
6e

 However, the bite angle may also be a measure of steric 

interactions between the phosphine and the substrate, indicating a steric interaction.
9
 The 

complex elucidation of the mechanistic role established by a correlation with this 

parameter indicated that other descriptors may be better suited for our needs. 

 As parameters from the Fey group had previously been useful in interrogating 

ligand effects, we elected to explore the ligand knowledge base that had been expanded 

to include bisphosphines (Figure 4.2).
10

 Due to the size of the complexes, the authors 

chose to study only two organometallic complexes: the ZnCl2(LL) and PdCl2(LL) 

complexes, where LL is the bidentate ligand. The Pd complex enforces a fairly rigid 

square planar geometry, forcing the ligand into a small bite angle near 90º. In contrast, 

the Zn complex is relatively flexible, enabling much larger angles to be accommodated. 

Further organometallic complexes were considered but excluded for reasons including 

partial ligand dissociation and slow convergence times for the computation. Parameters 

from these complexes were combined with descriptors from the free ligand in two   
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Figure 4.2. Parameters for bidentate phosphines. 
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geometries. Additionally, the authors chose to split the ligands from the backbone in 

order to more accurately measure the HOMO and LUMO energies. The structures used 

for this division were determined according to the backbone: if the atom attached to the 

phosphorus was an sp
3
 carbon, a methyl group was used as a placeholder. If the atom was 

instead an sp
2
 carbon, a phenyl group was instead chosen. This allowed the authors to 

closely interrogate the role of σ bond donation and π acceptor ability, even in non-

symmetric ligands. As a first analysis, the descriptors collected were compared to the bite 

angles previously reported. The authors found that the P–Zn–P angle was better 

correlated to the reported bite angles, supporting the hypothesis that this species enables 

much more variation in structural geometry. However, extensive data sets of bite angles 

were not previously published, showing the utility of computational descriptors. 

Furthermore, a comparison within the ligands and descriptors was performed to classify 

each according to their properties. Follow-up work in 2012 from Fey and coworkers 

expanded the number of ligands contained in their ligand knowledge base,
10b

 as well as 

predicted values of possible ligands that may be synthesized (LKB-PPscreen 2013).
10c

 

 The extensive database from Fey and coworkers enabled linear regression 

analysis with the outcomes from the model reaction (Figure 4.3). Many reactions resulted 

in either solely product 4.2 or less than 10% yield, both of which are intractable for our 

analysis. Therefore, ligands that fell into either category were discarded. A total of seven 

ligands remained that were represented in the LKB-PPscreen from Fey and coworkers. A 

positive correlation (R
2
 = 0.88) between the Pd–Cl distance (from the L2PdCl2 complex) 

and the measured selectivities (ΔΔG
‡
) was identified. This relationship indicated that a 

possible ligand trans-influence (σ-donating ability) may be prevalent in the selectivity   
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Figure 4.3. Univariate correlations suggest electronic rather than steric 

interactions dominate selectivity. 
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determining step. However, the small data set limited the confidence in our interpretation. 

Given that the 1,1’-ferrocene backbones resulted in a large range of selectivities, 

additional analyses focused on this ligand class. A second correlation was identified 

between the 
31

P NMR shift (δ) and the reaction selectivity, again indicating that ligand 

electronics were likely important, though steric influences could not be ruled out. To 

delineate the relative importance of steric and electronic interactions, we initiated a 

parameterization effort grounded in the previous work we had done with monodentate 

phosphines and guided by the work from Fey and coworkers. Cleavage of the 

bisphosphine structures into three portions effectively renders a monodentate phosphine, 

allowing a single phosphorus donor to be interrogated. As the phosphorus is attached to 

the ferrocene backbone at C(sp
2
), the Fey group truncated the structures as phenylPR2. 

We followed the same protocol followed by calculation of the phosphine oxide and 

phosphine selenide, due to our success with these structures. Univariate correlations 

seemed to confirm our hypotheses: the solid cone angle (from the Pd-complex) did not 

correlate to the measured selectivity (R
2
 = 0.52) indicating ligand steric effects are not 

dominant. Conversely, the calculated natural bond orbital (NBO) charge of the Se atom 

of the phosphine selenides compared favorably to the selectivity (R
2
 = 0.84). This 

outcome confirms our hypothesis that σ-donating effects primarily dictate the reaction 

outcome with more electron donating ligands resulting in higher ratios of the desired 

product 4.3. Based on this trend, DTBPF is expected to be the best performing ligand 

among a virtual screen of dialkyl-ferrocene phosphine structures.  

Following the preceding correlations, we considered di-heteroatom-ferrocene 

phosphine ligands as plausible extensions. Phosphonites (P(OR)2R’) are considered 



135 

 

 

uniformly weak σ-donors and strong π-accepting ligands and therefore, we expected this 

ligand class to perform poorly in our reaction. Conversely, the electronic properties of 

diaminophosphines are highly tuneable. For example, the Tolman electronic parameter 

(νCO) measured for trans-L2Rh(CO)Cl spans from 2007 cm
-1

 for PhP(pyrrolyl)2 to 1949 

cm
-1

 for PhP(pyrrolidinyl)2.
11

 Fortunately two dialkylamino phosphino ferrocene 

structures are commercially available: 1,1’-bis[di-(dimethylamino)phosphino]ferrocene 

(DMAPF) and 1,1’-bis[di-(diethylamino)phosphino]ferrocene (DEAPF). Analysis of the 

appropriate surrogate structures indicated a possible modest improvement in selectivity 

according to the Se NBO charge correlation as compared to DTBPF (-0.5505 versus -

0.5486). Similarly, the 
31

P NMR shift of DMAPF (95.4 ppm) is significantly downfield 

compared to DTBPF (27.51 ppm); thus the best model predicts DMAPF would afford a 

DDG of 3.41 kcal/mol (compared to 1.47 kcal/mol for DTBPF, a >10 fold increase in 

selectivity). Gratifyingly, Fey and coworkers had computed DMAPF despite the lack of 

its use in catalysis, and the correlation to Pd–Cl bond distance further supported an 

increased selectivity of  >100:1. Upon testing the DMAPF ligand, we were delighted to 

find an extremely selective reaction, with >315:1 selectivity (ΔΔG
ǂ
 = 3.93 kcal/mol) and 

95% yield, a dramatic improvement compared to the results from the initial empirical 

screen.  

The phenomenal reactivity observed with DMAPF was exciting synthetically; 

however, outliers remained, prompting a more detailed analysis. For example, using the 

simple 
31

P NMR trend above, DEAPF would be expected to be nearly as selective as 

DMAPF (δ = 90.5 ppm). The isopropyl analog, 1,1’-bis[di-(di-iso-

propylamino)phosphino]ferrocene (DIPAPF, δ = 49.9) would be expected to result in a 
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reaction just as selective as DTBPF. Both of these ligands were tested, and neither 

satisfied expectations (DEAPF ΔΔG
‡
 = 2.27 kcal/mol, DIPAPF ΔΔG

‡
 = -1.20 kcal/mol). 

Furthermore, we were curious as to the origin of bifurcative outcomes from mono- versus 

bis-phosphines. To further investigate these questions we chose to pursue computational 

studies of the presumed selectivity determining step. This work was completed at KAIST 

under the direction of Mu-Hyun Baik during a research exchange. 

 

Computational Studies of Ligand Promoted Selectivity 

To interrogate the aforementioned questions, oxidative addition pathways 

utilizing four ligand structures were calculated using the B3LYP-D3
12

 functional with 6-

31G**/LACVP** basis set:
13

 DMAPF, DTBPF, DIPAPF, and the monodentate 

phosphine FerroPtBu2. All structures were confirmed to be stationary points via 

vibrational calculations using cc-pVTZ(-f) basis set
14

 (0 imaginary frequencies for 

ground states, 1 vibrational frequency for transition states) and an implicit solvent 

correction was applied using ε = 2.25 to represent 1,4-dioxane.
15

  

An initial hypothesis of the loss of selectivity when utilizing the large 

diaminophosphines (DEAPF and DIPAPF) implicated a plausible hemi-lability of the 

ligand. Therefore, the energy differences between mono- and bis-ligated structures were 

measured using the substrate N-bound palladium complexes. For the three bisphosphine 

structures, a significant difference in binding energy was not present (ΔGDTBPF = 9.6 

kcal/mol, ΔGDMAPF = 11.4 kcal/mol, ΔGDIPAPF = 8.7 kcal/mol), contradicting the initial 

hypothesis. Importantly, a PdLi2 complex with monodentate FerroPtBu2 could not be 

identified; therefore, a binding energy could not be constructed, indicating the PdLi 



137 

 

 

pathway is likely viable when monodentate phosphines are analyzed.  

To compare the putative oxidative addition pathways to the C–Cl or C–Br bonds, 

transition state structures of the bisligated complexes with DMAPF, DTBPF, and 

DIPAPF were calculated and the monoligated complex with FerroPtBu2 (Figure 4.4). 

Relative energies were compared to the measured product ratios via the Curtin-Hammett 

principle. A direct conversion of the monophosphine product ratio could not be 

performed as product 4.3 was not isolated. Instead, we expected to see a large barrier 

difference favoring addition to the C–Br bond. For DTBPF, the experimentally measured 

energy preference of 1.5 kcal/mol favoring addition to the C–Cl bond compared 

favorably to the computational difference (4.6-TS – 4.5-TS = ΔΔG
‡
 = 1.0 kcal/mol). 

DMAPF was calculated to have a 1.9 kcal/mol barrier difference, again favoring 4.5-TS, 

in agreement with the experimentally identified trend (ΔΔG
‡
 = 3.9 kcal/mol). 

Fortunately, DIPAPF was correctly calculated to have a small preference along the 4.6-

TS pathway (ΔΔG
‡
 = 0.9 kcal/mol). Additionally, monophosphine FerroPtBu2 was 

correctly calculated to react with the C–Br bond with a large barrier difference of 5.0 

kcal/mol (4.5-TS – 4.6-TS). 

Having established that the selectivity trends are correctly represented in the 

calculated reaction pathways, interrogation of the origin of selectivity commenced using 

the distortion/interaction analysis developed by the Houk and Bickelhaupt groups (Figure 

4.5).
16

 The bisphosphine ligands compressed during the oxidative addition step as 

expected; for example, the P–Pd–P angle (bite angle) drops significantly for each ligand, 

regardless of the oxidative addition position. DTBPF goes from a measured ligand bite 

angle of 119° in the starting material (4.4) to 105° in both addition products (4.5 and 4.6).   
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Figure 4.4. Oxidative addition energy profile with four ligands. 
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Figure 4.5. Distortion-interaction differences between DMAPF and DTBPF 

indicating a more strained Pd-aryl species.  
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DMAPF starts at a slightly smaller angle (116°) and compresses to 99° for addition to the 

C–Cl bond (4.5) or 106° for addition to the C–Br bond (4.6). However, neither of these 

ligands requires large amounts of energy to perform this compression as the two 

cyclopentadiene (cp) rings can rotate about the iron center. The strain energy of DTBPF 

is 0.3 kcal/mol in 4.5-TS and 1.3 kcal/mol in 4.6-TS. DMAPF has a 0.6 kcal/mol lower 

energy in 4.5-TS and 1.3 kcal/mol higher energy in 4.6-TS. These small energy 

differences highlight the utility of the flexible ferrocene ligand class in this reaction, and 

could be interpreted as the origin of the selectivity difference between DMAPF and 

DTBPF. However, much more drastic differences between ligands were identified when 

comparing the Pd-Aryl strain and interaction energies. In DMAPF 4.5-TS a much more 

distorted Pd-Aryl species is present in comparison to DTBPF 4.5-TS (15.3 kcal/mol 

versus 10.2 kcal/mol). This energy penalty is countered by a stronger interaction with 

DMAPF (-8.0 kcal/mol) versus DTBPF (-2.8 kcal/mol). Overall, these outcomes are 

consistent with DMAPF being more electron donating, resulting in a more nucleophilic 

palladium, in agreement with the univariate correlations identified previously. 

 Having confirmed the experimentally proposed trends with DMAPF and DTBPF, 

we turned our attention to FerroPtBu2 and DIPAPF. Visual inspection of DMAPF 4.5-TS 

and DTBPF 4.5-TS suggested that the pyridine nitrogen may interact with the palladium 

in this transition state, lowering the barrier to oxidative addition at the adjacent C–Cl 

bond (Figure 4.6). In comparison, neither DIPAPF 4.5-TS nor FerroPtBu2 4.5-TS 

includes this proposed interaction, resulting in significantly higher energy pathways. In 

DIPAPF, the dramatically larger P(NiPr2)2 groups do not allow the pyridine substrate to 

approach the palladium close enough to engage with the nitrogen lone pair. The loss of   
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Figure 4.6. Transition state structures from the four ligands interrogated. 

Hydrogens removed for clarity. Atom colors: grey = C, red = Br, green = Cl, dark 

blue = N, orange = P, teal = Pd, purple = Fe.  
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this stabilizing interaction raises the energy of 4.5-TS, resulting in addition to the C–Br 

bond being favored. With FerroPtBu2 , the pyridine nitrogen again does not interact with 

the palladium as the forming bond is oriented orthogonal to the nitrogen lone pair. This 

outcome is likely due to mono- versus bis-ligation, which is hypothesized to affect the d-

orbital orientations. Further work is ongoing to confirm this hypothesis. 

 

Reaction Scope and Conclusions 

 Concurrent to the theoretical mechanistic investigations, the Novartis team 

pursued the exploration of the reaction scope (Figure 4.7). Using the highly selective 

catalyst system identified with DMAPF, a broad range of substrates were effectively 

reacted. Numerous pyridine heterocycles were tolerated, including substrates in which the 

2-position was electronically deactivated (4.7a) or sterically encumbered (4.7a-e) 

compared to the bromide. Substitution at the 4 (4.9) and 6 (4.10) positions adjacent to the 

Br enhanced the coupling at the 2-Cl. The trihalogenated precursor to 4.10 coupled with 

complete selectivity at the 2-position, and the regioisomeric precursor to 4.11 coupled 

with moderate preference for the more hindered chloride. Pleasingly, 3-bromo-2-

chloropyridine derivatives (4.12a-e) also coupled with moderate yields and selectivities 

under the optimized conditions. Most impressively, product 4.15 is formed with 

reasonable selectivity despite the presence of two bromides.  

 Various amine coupling partners were additionally evaluated, with broad 

tolerance displayed. Substituted anilines bearing steric and electronic perturbations 

performed well (4.16a-e, 4.17a-d), and primary and secondary amines were generally 

high-yielding and selective. Intriguingly, potentially useful compounds such as 18 could   
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Figure 4.7. Reaction scope. Major product drawn.  
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readily be formed, allowing facile access to its hydrolysis product. Finally, the coupling 

of hindered α,α,α-trisubstituted primary amines occurs under the current conditions, 

albeit in low yields.  

 In summary, a 2-Cl-selective coupling of multiply halogenated pyridine 

heterocycles has been achieved through the use of palladium-bisphosphine catalysis. The 

use of linear regression analysis of truncated model ligands yielded relevant structure-

selectivity models, allowing for extrapolation to an unexplored ligand. The unique 

selectivity of DMAPF under the reaction conditions was interrogated using DFT methods 

to quantify the origin of the empirical result. The calculations suggest that mono- versus 

bis-ligation influences the orbital orientation, resulting in the stabilization of the 2-

selective pathway with bis-ligated phosphines. Overall, this workflow enabled the 

identification of an entirely non-intuitive extrapolation, a method that will be applied to 

future studies. 

 

Experimental 

 All experimental work was completed at Novartis by Mitch Keylor so only 

computational data is presented here. 

Phosphine oxide structures were optimized in Gaussian 09
17

 with M06-2x and 

def2-TZVP to match previous work.
18

 Input geometries contained the phenyl ring parallel 

to the P=O bond. Solid cone angles were measured in Solid-G
19

 by replacing the oxygen 

with a palladium atom and setting the P–Pd bond distance to 2.28 Å. Phosphine selenide 

structures were computed at the same level of theory in Gaussian 09 using the output file 

from the phosphine oxide structures and replacing the oxygen for selenium. NBO charges   
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were calculated using NBO 6 as implemented in Gaussian 09.
20

 Table 4.1 contain all data 

used in Figure 4.3. 

 

DFT Computational Details 

All calculations were performed using density functional theory
21

 as implemented 

in the Jaguar 9.1 suite of ab initio quantum chemistry programs.
22

 Geometry 

optimizations were performed with the B3LYP-D3 functional
12

 using the 6-

31G**/LACVP** basis set.
13

 Single point energies were computed from the optimized 

geometries using Dunning’s correlation-consistent triple-ζ basis set (cc-pVTZ(-f)
14

) that 

includes a double set of polarization functions. Vibrational frequencies were computed at 

the B3LYP-D3/6-31G** level of theory were used to derive zero point energy and 

vibrational entropy corrections from unscaled frequencies. Solvation energies were 

evaluated by a self-consistent reaction field (SCRF) approach with the dielectric constant 

ε = 2.25 (1,4-dioxane) using the optimized gas phase structures.
15

 Gibbs energy was 

calculated according to the formula G = (E(SCF)*23.0605423 + ZPE) – 353.15*S + 

G(solv). ΔG is compared to 4.4 for each ligand. All energies from these calculations are 

reported in Table 4.2. 
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Table 4.1. Data for Figure 4.3. 

Phosphine 
4.3 

yield 
4.2 

yield 

ΔΔG
‡ 

kcal/mol 

Cone Angle 

(º) 

Se NBO 

charge 

31
P NMR  

(δ) 

DPPF 33.6 30.5 0.066 131.38 -0.50454 -16.6 

DIPPF 59.5 22.2 0.672 133.16 -0.54427 0.5 

DTBPF 67.9 7.8 1.475 148.27 -0.54855 27.5 

DCYPF 37.8 26.8 0.234 144.80 -0.52593 -8.0 

DMAPF 94.2 0.3 3.928 133.83 -0.55051 95.4 

DEAPF 84.9 3.0 2.278 148.23 -0.55550 90.5 

DIPAPF 2.0 11.7 -1.204 159.38 -0.56195 49.9 

Hiersophos 4.6 22.7 -1.088 124.73 -0.46701 -64.9 

Me-Ferrocelane 15.9 6.1 0.653 130.58 -0.51863 -0.3 

Et-Ferrocelane 45.1 11.3 0.943 137.49 -0.52303 -7.0 

iPr-Ferrocelane 58.8 19.3 0.759 140.46 -0.52515 -9.5 

 

Phosphine 

Pd–Cl 

distance 

(Å) 

ΔΔG
‡ 

kcal/mol 

DPPF 2.373 0.067 

DTBPF 2.381 1.472 

Diphenylphosphino ethane (dppe) 2.383 1.966 

Diphenylphosphino benzene (dppbz) 2.376 0.806 

Diphenylphosphino propane (dppp) 2.380 1.462 

Diphenylphosphino butane (dppb) 2.374 1.037 

2,2’-Bis(diphenylphosphinomethyl)-

1,1’-biphenyl (BISBI) 2.369 -1.022 
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Table 4.2. Computational energy data. 

Structure 

E(SCF) 

(eV) 

ZPE 

(kcal/mol) 

S 

(cal/mol) 

G(solv) 

(kcal/mol) 

ΔG 

(kcal/mol) 

DTBPF 4.4 -72690.817 449.80 256.04 -2.64 0.00 

DTBPF 4.5-TS -72690.345 447.65 254.76 -4.14 7.69 

DTBPF 4.5 -72691.565 451.47 244.56 -6.09 -14.98 

DTBPF 4.6-TS -72690.521 450.26 246.30 -4.72 8.65 

DTBPF 4.6 -72691.662 451.76 245.12 -7.42 -18.45 

DTBPF mono 

ligated -72690.266 449.74 261.19 -3.85 9.62 

DMAPF 4.4 -70155.973 348.86 244.20 -3.29 0.00 

DMAPF 4.5-TS -70155.712 349.13 235.11 -6.00 6.79 

DMAPF 4.5 -70156.882 350.74 232.37 -7.57 -19.19 

DMAPF 4.6-TS -70155.715 349.34 232.22 -5.27 8.68 

DMAPF 4.6 -70157.086 350.23 238.50 -8.04 -27.03 

DMAPF mono 

ligated -70155.339 349.14 251.94 -4.05 11.41 

DIPAPF 4.4 -87278.741 636.29 317.58 -2.57 0.00 

DIPAPF 4.5-TS -87278.263 636.10 310.79 -2.86 12.94 

DIPAPF 4.5 -87279.299 637.99 308.42 -5.24 -10.60 

DIPAPF 4.6-TS -87278.305 636.95 308.99 -4.54 11.78 

DIPAPF 4.6 -87279.411 638.79 305.99 -6.69 -12.98 

DIPAPF mono 

ligated -87278.150 635.44 326.87 -3.38 8.69 

FerroPtBu2 4.4 -54822.754 300.39 207.86 -3.02 0.00 

FerroPtBu2 4.5-TS -54822.249 299.49 203.04 -3.81 11.66 

FerroPtBu2 4.5 -54823.067 300.30 206.34 -4.49 -8.24 

FerroPtBu2 4.6-TS -54822.505 299.84 200.79 -4.03 6.68 

FerroPtBu2 4.6 -54823.617 300.76 204.67 -7.99 -23.37 
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CHAPTER 5 

  

QUANTIFICATION OF ACYCLIC DIAMINO CARBENE LIGAND  

EFFECTS IN A GOLD(I) CATALYZED ISOMERIZATION- 

CYCLIZATION 

 

Concurrent to the studies of gold catalysis presented in Chapter 2, we were 

presented with an opportunity to explore a recently developed class of carbene ligands 

with the Toste team. This ligand class had been reported previously for rendering three 

reactions enantioselective with moderate success. The range of enantiomeric excess was 

broad for a reaction that the Toste lab had been working to develop, yet they had been 

unable to increase the selectivity to useful levels. Thus, our groups decided to expand the 

collaboration to develop new parameters to describe this ligand class with the goal of 

better understanding the roles the ligand plays in imparting enantioselectivity. The 

totality of this project is encapsulated in this chapter. It is important to note that Dmitri 

Krakhovsky and Suresh Pindi performed all experiments. 

 

Introduction 

 Gold catalysis has rapidly expanded over the previous decade, as noted in Chapter 

3.
1
 This expansion has been enabled by diverse ligand structures, notably phosphines

2
 

and carbenes.
3
 However, enantioselective gold-catalyzed reactions have generally relied 
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on phosphorus ligands,
4
 as carbene ligands are limited by their “fence-like” structure, 

which orients the “arms” of the ligands away from the reaction site.
5
 Additionally, 

relatively few parameters are known for carbene ligands, dominated by the Tolman 

electronic parameter, percent buried volume, and bond dissociation energies.
6
 These 

parameters offer limited insight into the controlling features of this ligand class, resulting 

in few enantioselective transition metal-catalyzed transformations utilizing carbenes.
7
  

However, there is recent work from multiple groups that has started to identify 

structural motifs of carbene ligands that can induce useable levels of enantioselectivity in 

homogeneous gold catalysis (Figure 5.1). The Espinet group identified acyclic diamino 

carbenes as possible carbene ligand structures, testing the organogold complexes in two 

reactions.
8
 The first, an enantioselective cyclopropanation of styrene derivatives yielded a 

maximum of 24% ee with a carbene ligand. The second, an enantioselective 

hydroalkoxylation of an allene, resulted in a maximum ee of 22%. Both of these results 

were significantly improved with (S)-DTBM-SEGPHOS, a phosphorus ligand. 

Fortunately, further development of this structural motif by the Slaughter
9
 and Toste 

groups
10

 has revealed ligand structures that have resulted in high enantioselectivity in 

gold carbene catalyzed reactions.  

Specifically, the Toste lab has focused their efforts on acyclic diaminocarbene 

(ADC) ligands with appended aryl groups at the 3,3’ positions of the ligand backbone to 

attenuate the enantioselectivity. Their initial report utilizing this ligand class unveiled a 

dynamic kinetic asymmetric cyclization of propargyl esters.
10a

 Presumably, this reaction 

proceeds through an initial [3,3] rearrangement of propargyl esters, resulting in the 

generation of allenes. This intermediate can interact with the cationic gold to produce an   
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Figure 5.1. Diamino carbene ligands utilized by various groups. 
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achiral intermediate that can be trapped by the pendant phenol nucleophile. Variations 

about the 3,3’ aryl group on the binaphthyl backbone allowed the group to quickly 

identify an appropriate ligand for this transformation. Following this disclosure, the 

group was able to report conditions that yield allylic amines or allylic azides starting from 

the appropriate allene.
10b

 However, each of these reactions necessitated the use of a 

different optimal ligand structure. Further applications using this ligand class were 

limited by the lack of information of the structural effects of the molecular framework.  

Therefore, the goals of the study were twofold: first, could we identify molecular 

parameters to interrogate structure selectivity effects, and second, could these be applied 

to a novel reaction to render it enantioselective. We elected to study a tandem [3,3]-

sigmatropic rearrangement-[2+2]-cyclization reaction of propargyl esters that had 

previously only been published as a racemic variant.
11

 This reaction furnishes a highly 

functionalized heterocycle, making an enantioselective reaction attractive. The models 

derived offer insight into the origin of selectivity and simultaneously build a foundation 

to improve asymmetric catalysis. 

 

Development and Analysis of Descriptors for ADC Catalysts 

 Initial efforts were aimed at building a training set for analysis (Figure 5.2). The 

ADC ligands are highly variable, though differences had focused on two areas. The 3,3’ 

positions of the ligand backbone had been essential in controlling selectivity in previous 

reactions; therefore, substitution about the aryl groups included both electron donating 

and withdrawing substituents. Additionally, the pyridine portion was interchangeable 

through the use of commercial pyridines that included a 2-amino group. Other   
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Figure 5.2. Tandem [3,3]-sigmatropic rearrangement-[2+2]-cyclization under 

study and results from an initial screen. 
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heterocycles were considered but found ineffectual (vide infra). The backbone was 

chosen to be constant as the H8-BINAM scaffold was crucial for easy ligand purification 

and stabilization.  

 The initial training set revealed a few notable observations. First, the 

enantioselectivity induced by varying the aryl group was relatively large, spanning a 

range from 90.5:9.5 to 65.0:35.0 (ΔΔG
‡
 = 1.34 to 0.37 kcal/mol) with the best performers 

being electron-withdrawing. Secondly, non-pyridine heterocycles resulted in nearly 

racemic products. Lastly, substitution at R
1
 had a profound influence on selectivity, 

wherein the facial selection was switched upon replacement of hydrogen by an oxygen 

substituent. In an effort to model these effects, we chose to model two individual 

surrogate structures containing the aryl group and heterocycles. This additionally 

drastically reduced the computational load, allowing for more rapid modeling. 

 To simulate the two diversity points, computational molecular models were 

constructed (Figure 5.3). The aryl group was visualized using a biaryl carboxylic acid 

that allowed for the torsion between the aryl group and the backbone to be simulated. It 

should be noted that other structures were considered including a simple aryl carboxylic 

acid and a methoxy biaryl moiety. These were each discarded in favor of the biaryl 

carboxylic acid, computed using M06-2x and def2TZVP.
12

 The heterocycle attached to 

the diaminocarbene was simulated (with M06-2x and jun-cc-PVTZ
13

) using a urea 

structure that conserved a hydrogen bond between the terminal urea hydrogen and the 

heterocycle, an initial design element. Ground state geometries were optimized and 

various molecular descriptors were extracted. These parameters included charges,
14

 

molecular distances, IR frequencies and intensities,
15

 and molecular size measurements.
16
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Figure 5.3. Two surrogate molecules were computationally constructed to 

analyze the appropriate aryl and heterocycle structures. 
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 With the parameters in hand we analyzed the initial results. The nearly racemic 

reactions from the nonpyridine heterocycles were of particular interest, prompting the 

hypothesis that some ligands may be reacting in a mechanistically distinct manner. To 

evaluate this possibility, we sought out single parameter correlations where the non-

pyridine heterocycles were found to be outliers (Figure 5.4).
17

 This resulted in the 

identification that the proposed hydrogen bond between the heterocycle nitrogen and the 

terminal urea hydrogen was either significantly longer or shorter for each of the three 

non-pyridine heterocycles. 

 Having gained an understanding of the role of the heterocycle, we returned to the 

observation of selectivity inversion due to substitution at R
1
. We again searched for 

univariate correlations to the reaction outcomes, with additional parameters seeking to 

specifically probe this question. It was identified that oxygen substitution resulted in a 

distorted sp
2
 carbon at C

3
 of the arene, wherein the R

1
-C

3
-C

2
 angle was significantly less 

than the idealized 120°. For example, methoxy substitution at R
1
 resulted in an angle of 

115°, whereas the similarly sized methyl substitution results in an R
1
-C

3
-C

2
 angle of 

121°. Despite the similar size, the methoxy substitution yields a smaller R
1
-C

3
-C

2
 angle, 

indicating a plausible attractive interaction between the oxygen and the internal urea 

hydrogen. Indeed, upon measuring the distance from R
1
 to the internal urea hydrogen, 

clustering of the substitution patterns is revealed with high sensitivity to ΔΔG
‡ 

(Figure 

5.5). Specifically, hydrogen or oxygen substitution about R
1
 yielded a range of 

enantioselectivity, whereas other atoms resulted in nearly racemic reactions. 

 To further confirm the presumed hydrogen bonding framework, we selected a 

novel scaffold for synthesis and crystallization containing –OCH2(1-adamantyl) at R
1
.   
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Figure 5.4. Nonpyridine heterocycles were outliers compared to the pyridines. 
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Figure 5.5. The nature of the R
1
 atom had a significant effect on 

enantioselectivity. 
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Solid state analysis (Figure 5.6) confirmed our suspicions, where the O-C
3
-C

2
 angle was 

matched with the computed surrogate (115° for both). Pleasingly, this result indicates that 

the surrogate structures are accurately portraying the relevant structural features of the 

heterocycles, inspiring confidence in the previously identified trends. 

 Returning to the initial training set, we removed the six outlier structures that 

were presumed to react in a mechanistically distinct manner. Multivariate modeling was 

recommenced, and fortunately, a surprisingly simple model quickly emerged that 

contained two parameters: the NBO charge of the carbonyl carbon atom (NBOC) from the 

biaryl carboxylic acid, and the distance between R
1
 to the internal urea hydrogen (Figure 

5.7). This model, identified with 16 training set ligand results, accurately describes 6 

validation points. One final external validation was well-predicted, confirming the 

statistical robustness of the model. In sum, the predicted versus measured values are in 

excellent agreement with an R
2
 of 0.90 and an average error of 0.21 kcal/mol.   

 The simplicity of the overall model rendered a facile interpretation. The R
1
-H 

distance, as previously noted, primarily dictates the facial selectivity. Both hydrogen and 

oxygen substitutions result in a clustering of distances, with oxygen substitutions being 

closer to the urea hydrogen. The binary effect of this substitution can be implicated as the 

origin of bifurcation of enantioselectivity in the overall reaction, despite the (S)- 

enantiomer of the binaphthyl backbone being maintained throughout all catalysts. 

Therefore, the degree of enantioselectivity is primarily dictated by the aryl group via 

through space and inductive effects, as represented by NBOC. Complexes that induce 

more positive enantioselectivity contain 2-substituted aryl groups (L6-8) which reorients 

the dihedral between the arene and the backbone (aryl-aryl dihedral = 80-88°).  
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Figure 5.6. Crystal structure of complex L23*(AuCl2)2. 
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Figure 5.7. Overall multivariate model containing training and validation sets, as 

well as an external validation. 
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Accordingly, each of the simulated biaryl carboxylic acids have relatively higher charges 

on the carbonyl carbon, with the highest enantioselectivity being associated with the 

highest NBOC (2,6-(CF3)2C6H3 L8, ΔΔG
‡
 = 1.35, NBOC = 0.788). Intriguingly, the biaryl 

carboxylic acid accurately recreates the differing reactivity between 2,6-(CF3)2C6H3 and 

3,5-(CF3)2C6H3. In essence, use of 3,5-(CF3)2C6H3 results in a more negative selectivity, 

and this result is mirrored in the NBOC, with a relatively less positive charge (0.777). 

This result can be attributed to the aryl-aryl ring overlap and the dihedral angle between 

the carboxylic acid and the aryl ring. For example, the 3,5 substituted biaryl carboxylic 

acid structures (aryl group 1-5) each contain a similar aryl-aryl dihedral (50-55°). 

However, the 3,5-CF3 arene contains the most overlap between the carboxylic acid and 

the aryl ring (dihedral = 20° versus 27-31°) resulting in a less positively charged carbon. 

The ability to describe the nuanced effects of the aryl ring substitution highlights the 

utility of the computed biaryl carboxylic acid structures.  

 Satisfied by the simple model offering easy interpretation, we returned to 

optimizing the rearrangement-cyclization reaction under study. Proposed catalyst 

structures to increase enantioselectivity were not synthetically plausible; therefore, we 

focused on augmenting other reaction factors. Due to the importance of the hydrogen 

bonding network, we hypothesized that a less polar solvent would facilitate a better 

reaction. Indeed, upon changing the solvent from dichloromethane to toluene, higher 

yields and enantioselectivities were obtained. Importantly, the selectivity trends did not 

change (Figure 5.8). A small array of substrates was tested that displayed the utility of 

this reaction as well as some limitations (Figure 5.9). Substituted indoles were generally 

well tolerated, with the exception of substitution about C
4
. Bulkier substituents at R”   
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Figure 5.8. Comparison of reaction enantioselectivity between dichloromethane 

(DCM) and toluene. 
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Figure 5.9. Substrate scope of [3,3]-sigmatropic rearrangement-[2+2]-cyclization 
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increased the enantiodiscrimination when L23 was utilized; however, an opposite effect 

was observed with L18. 

 

Conclusion 

 In total, a gold catalyzed [3,3]-sigmatropic rearrangement-[2+2]-cyclization 

reaction was used to interrogate acyclic diaminocarbene ligands. Computational 

modeling of surrogate structures identified the disparate role of the aryl group and the 

heterocycle structure, a surprising result. The ability to identify nonintuitive results 

displays the power of molecular modeling for future mechanistic studies. 

 

Experimental 

 All synthetic work was completed by the Toste team and thus only computational 

work is detailed here.  

 Biaryl carboxylic acids used for parameterization were submitted to a geometry 

optimization in Gaussian 09
18

 using the Def2TZVP basis set and M06-2x functional. This 

basis set and functional has been shown to be accurate for a large number of main group 

systems.
12, 19

 Input geometry for the unsubstituted biaryl carboxylic acid used a 90º 

dihedral angle between the two aryl rings, and a 0º dihedral angle between the carboxylic 

acid and the aryl ring. The –OH moiety of the carboxylic acid was pointed away from the 

second aryl ring. The optimized geometry of the unsubstituted biaryl carboxylic acid was 

used as the starting point for all subsequent calculations, with the 2-substitution being 

deemed the carbon closer in space to the carboxylic acid. Geometry optimization was 

then carried out on these structures.  
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Urea molecules used for parameterization were submitted to a geometry 

optimization in Gaussian 09 using the Jun-CC-pVTZ basis set and M06-2x functional. 

This basis set was chosen as a compromise between computation efficiency and accuracy 

with possible hydrogen bonding interactions.
13

 Input geometry for the unsubstituted 

pyridine-urea (R
2
, R

3
, R

4
 = H) used a fully planar molecule. Output from this geometry 

optimization was used to build the input geometries for all subsequent molecules. Input 

geometries generally utilized planar molecules, with the exception of the –NMe2 group, 

which had one bond in plane with the pyridine, and one 30º out of plane to conserve the 

sp
3
 hybridization. 

Triple zeta potential basis sets were chosen along with the M06-2x functional, as 

these generally lead to quantitative correlations. Infrared frequency and NBO charge
14a

 

distribution calculations were carried out on the optimized geometry. Linear scaling 

factors were not used as this would not affect the correlations.
20

 All optimized structures 

lacked any imaginary frequencies and were thus deemed ground states and not transition 

states. Sterimol values were calculated using Molecular Modeling Pro.
21

 Multivariate 

models were constructed and analyzed using Matlab Statistical toolbox version 2014a.
22

  

Figure 5.10 includes the catalyst structures, the computed biaryl carboxylic acids, 

and the computed urea structures. 

Figure 5.11 displays the labels used in Table 5.1, which tabulates the data for the 

biaryl carboxylic acids. Figure 5.12 displays the labels used in Table 5.2, which tabulates 

the data for the ureas. Table 5.3 contains the measured versus predicted values for Figure 

5.7 as well as the normalized values of the parameters for the same figure. 
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Figure 5.10. Catalysts and the computed surrogate structures. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 



174 

 

 

# Structure Aryl Group (#) 

20 

 

 

(5) 

21 

 

 

(5) 

22 

 

 

(5) 

23 

 

 

(5) 

Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.10. Continued. 
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Figure 5.11. Labels used for biaryl carboxylic acids. 
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Table 5.1. Tabulated data for biaryl carboxylic acids. 

Biaryl 

Carboxylic 

acid 

# 

C=O stretch 

Frequency 

(cm
-1

) 

C=O 

Stretch 

Intensity 

2,3/5,6 

Stretch 

Frequency 

(cm
-1

) 

2,3/5,6 

Stretch 

Intensity 

1,1’ 

Stretch 

Frequency 

(cm
-1

) 

1,1’ 

Stretch 

Intensity 

1 1858.34 341.1736 1688.33 1.0418 1558.90 2.7241 

2 1857.77 342.1896 1685.94 11.3233 1548.29 13.3398 

3 1859.04 336.3355 1677.51 25.8803 1545.59 31.9882 

4 1863.37 340.6566 1694.34 142.4133 1552.38 25.8095 

5 1855.24 355.1680 1701.23 5.3772 1678.04 6.5687 

6 1854.09 360.8599 1707.51 38.7875 1572.63 4.2720 

7 1851.38 362.8027 1705.80 2.1496 1544.48 13.6410 

8 1849.34 361.5283 1690.77 13.9801 1554.57 6.7959 

       

Biaryl 

Carboxylic 

acid 

# 

OCC 

Sway 

Frequency 

(cm
-1

) 

OCC 

Sway 

Intensity 

OCOH 

Bend 

Frequency 

(cm
-1

) 

OCOH 

Bend 

Intensity 

Biaryl 

Dihedral 

(°) 

O--C 

Distance 

(Å) 

1 1388.10 115.2057 1222.86 219.1623 54.41 2.91940 

2 1385.48 115.2831 1218.27 193.8588 53.66714 2.93723 

3 1385.80 110.4202 1219.03 195.6319 50.94804 2.94753 

4 1386.55 113.5134 1224.03 168.2045 54.22598 2.94595 

5 1392.83 134.5383 1220.02 192.8528 55.51729 2.85557 

6 1398.04 145.8788 1222.42 189.9250 80.26448 2.76589 

7 1395.47 128.0073 1221.36 207.9752 82.19531 2.75754 

8 1396.24 142.4949 1220.61 181.7475 88.27557 2.72472 

      

Biaryl 

Carboxylic 

acid 

# NBOC NBOO1 NBOO2 NBOH 

OCCC 

Dihedral 

(°) 

1 0.77962 -0.57415 -0.68885 0.49707 27.34645 

2 0.78035 -0.57490 -0.68901 0.49600 29.08915 

3 0.78037 -0.57616 -0.6884 0.49543 30.04504 

4 0.78022 -0.57290 -0.68806 0.49575 31.20879 

5 0.77732 -0.57847 -0.68341 0.50020 20.2494 

6 0.78729 -0.58453 -0.68256 0.50066 16.35259 

7 0.78631 -0.58425 -0.68338 0.50080 13.75359 

8 0.78793 -0.58741 -0.68394 0.50060 4.15664 
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Figure 5.12. Labels used for ureas. 
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Table 5.2. Tabulated data for ureas. 

Urea 

(#) 

C=O 

Stretch 

Frequency 

(cm
-1

) 

C=O 

Stretch 

intensity 

NH2 

Scissor 

Frequency 

(cm
-1

) 

NH2 

Scissor 

intensity 

C–N 

Stretch 

Frequency 

(cm
-1

) 

C–N 

Stretch 

intensity 

1 1812.26 719.8500 1593.91 420.2538 1539.53 134.5852 

2 1809.28 741.5668 1596.02 452.3287 1556.00 401.0913 

3 1810.35 670.8827 1596.60 463.4122 1555.41 378.9649 

4 1815.44 674.1773 1597.21 439.2809 1551.15 345.7587 

5 1807.86 689.5108 1596.56 467.3407 1554.21 382.3888 

6 1809.05 695.9058 1591.84 438.1336 1537.68 255.3079 

7 1806.80 764.7300 1596.51 346.2401 1559.79 487.5909 

8 1804.17 799.7262 1597.21 371.2573 1560.89 489.5687 

9 1811.88 715.9719 1592.88 360.1643 1553.68 613.3307 

10 1818.21 703.7302 1598.82 394.2805 1545.92 464.3906 

11 1820.30 720.7243 1600.44 370.5854 1538.73 207.3897 

12 1817.63 697.1746 1591.14 391.2295 1523.99 158.5279 

13 1802.79 657.8325 1594.75 471.7443 1553.51 386.1295 

14 1805.51 780.7431 1598.50 404.5116 1563.21 581.6123 

15 1809.95 724.4114 1596.06 488.0869 1551.71 383.9920 

16 1807.63 686.7122 1595.65 473.4317 1554.28 384.1221 

17 1809.93 708.1454 1590.92 481.5817 1532.96 206.3635 

18 1807.76 704.6705 1596.09 471.1118 1553.30 375.3427 

      

Urea 

(#) NBOC NBOO NBON1 NBON2 NBONpyr 

1 0.80419 -0.66130 -0.84622 -0.63986 -0.52532 

2 0.80474 -0.65987 -0.84750 -0.64497 -0.51350 

3 0.80503 -0.65970 -0.84751 -0.64573 -0.51214 

4 0.80453 -0.65350 -0.85649 -0.64740 -0.51634 

5 0.80450 -0.66167 -0.84743 -0.64550 0.51400 

6 0.80597 -0.66282 -0.84551 -0.64834 -0.52275 

7 0.80293 -0.66560 -0.84855 -0.64282 -0.50787 

8 0.80280 -0.66756 -0.84910 -0.64218 -0.50936 

9 0.80536 -0.65673 -0.84631 -0.64884 -0.49558 

10 0.80379 -0.65054 -0.84546 -0.63834 -0.54423 

11 0.80401 -0.65253 -0.84395 -0.63838 -0.49172 

12 0.80624 -0.66026 -0.84272 -0.63995 -0.54222 

13 0.80517 -0.66255 -0.84759 -0.64551 -0.51244 

14 0.80395 -0.66432 -0.84986 -0.64810 -0.49508 

15 0.80405 -0.65940 -0.84796 -0.64418 -0.51433 

16 0.80483 -0.66200 -0.84776 -0.64553 -0.51317 
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Table 5.2 continued. 

Urea 

(#) NBOC NBOO NBON1 NBON2 NBONpyr 

17 0.80446 -0.66320 -0.84730 -0.63916 -0.54708 

18 0.80425 -0.66133 -0.84790 -0.64539 -0.51487 

    

Urea 

(#) 

N--H 

Distance 

(Å) 

C–N 

Distance 

(Å) 

R2--H 

Distance 

(Å) 

1 1.988 1.383 2.307 

2 1.992 1.379 2.171 

3 1.991 1.379 2.167 

4 1.995 1.379 2.231 

5 1.992 1.380 2.164 

6 1.978 1.385 2.395 

7 1.994 1.389 2.317 

8 1.990 1.389 2.322 

9 1.993 1.381 2.564 

10 2.006 1.384 * 

11 2.010 1.378 2.323 

12 1.964 1.379 2.493 

13 1.990 1.378 2.159 

14 1.997 1.384 2.184 

15 1.990 1.379 2.181 

16 1.991 1.380 2.165 

17 1.979 1.384 2.325 

18 1.991 1.379 2.165 
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Table 5.3. Values for Figure 5.7. 

Ligand 

Measured 

ΔΔG
‡
 

(kcal/mol) 

Predicted 

ΔΔG
‡
 

(kcal/mol) 

Normalized 

NBOC 

Normalized 

R
1
—H 

(Å) 

1 0.960 0.634 0.04236 0.147 

2 0.367 0.687 0.25387 0.147 

3 0.732 0.689 0.25966 0.147 

4 0.803 0.678 0.21620 0.147 

5 0.460 0.465 -0.62403 0.147 

6 1.335 1.196 2.26464 0.147 

7 0.840 1.124 1.98070 0.147 

8 1.335 1.243 2.45007 0.147 

9 -0.354 -0.569 0.21620 -1.102 

10 -0.699 -0.782 -0.62403 -1.102 

11 -0.651 -0.826 -0.62403 -1.145 

12 -0.495 -0.233 -0.62403 -0.552 

13 -1.152 -0.849 -0.62403 -1.169 

16 0.530 0.767 0.21620 0.237 

17 0.354 0.554 -0.62403 0.237 

18 1.016 0.601 -0.62403 0.284 

23 -1.063 -0.897 -0.62403 -1.217 

24 -0.446 -0.666 -0.62403 -0.985 

25 1.027 1.380 2.45007 0.284 

26 -0.502 -0.695 -0.62403 -1.015 

27 -0.878 -0.843 -0.62403 -1.163 

28 0.716 0.622 -0.62403 0.305 

29 -0.741 -0.844 -0.62403 -1.164 
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