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ABSTRACT

Electronic Health Records (EHRs) provide a wealth of information for secondary
uses. Methods are developed to improve usefulness of free text query and text processing
and demonstrate advantages to using these methods for clinical research, specifically
cohort identification and enhancement.

Cohort identification is a critical early step in clinical research. Problems may
arise when too few patients are identified, or the cohort consists of a nonrepresentative
sample. Methods of improving query formation through query expansion are described.
Inclusion of free text search in addition to structured data search is investigated to
determine the incremental improvement of adding unstructured text search over
structured data search alone. Query expansion using topic- and synonym-based expansion
improved information retrieval performance. An ensemble method was not successful.
The addition of free text search compared to structured data search alone demonstrated
increased cohort size in all cases, with dramatic increases in some. Representation of
patients in subpopulations that may have been underrepresented otherwise is also shown.
We demonstrate clinical impact by showing that a serious clinical condition, scleroderma
renal crisis, can be predicted by adding free text search.

A novel information extraction algorithm is developed and evaluated (Regular
Expression Discovery for Extraction, or REDEX) for cohort enrichment. The REDEx

algorithm is demonstrated to accurately extract information from free text clinical



narratives. Temporal expressions as well as bodyweight-related measures are extracted.
Additional patients and additional measurement occurrences are identified using these
extracted values that were not identifiable through structured data alone. The REDEx
algorithm transfers the burden of machine learning training from annotators to domain
experts.

We developed automated query expansion methods that greatly improve
performance of keyword-based information retrieval. We also developed NLP methods
for unstructured data and demonstrate that cohort size can be greatly increased, a more
complete population can be identified, and important clinical conditions can be detected
that are often missed otherwise. We found a much more complete representation of
patients can be obtained. We also developed a novel machine learning algorithm for
information extraction, REDEX, that efficiently extracts clinical values from unstructured
clinical text, adding additional information and observations over what is available in

structured text alone.
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CHAPTER 1

INTRODUCTION

1.1 Background

Electronic Health Records (EHRs) provide a wealth of information for secondary
uses. EHRs are designed for the primary use of immediate patient care [1], requiring
specialized methods to be developed for secondary uses. Some secondary uses include
cohort identification for prospective and retrospective clinical research studies and active
monitoring for clinical surveillance systems. EHRs generally consist of two categories of
data, structured and unstructured. Structured data take the form of distinct values for
predefined data points, such as diagnosis codes, vital signs, laboratory results, and
demographics. Unstructured data take the form of free text clinical narratives, such as
progress notes, discharge instructions, radiology reports, and history and physical reports.
Unstructured data are written in narrative form by clinicians, generally with some semi-
structured sections interspersed throughout the narrative.

Research and administrative data use from EHRs has primarily been in the form
of structured data use. Structured data are relatively accessible and straightforward to
interpret. Conversely, unstructured data have been more difficult to access and are much
more ambiguous [2]. However, unstructured data are rich in information that is
incompletely represented or entirely missing in structured data [3-5]. Searching and

interpretation of narrative text has been an active area of research since the earliest days



of computers. Early research in machine translation was overly optimistic, with
predictions of complete translation systems by the end of the 1950s [6]. Although these
early efforts fell short, much progress has been made since that time. Relatively accurate
contemporary systems are available for well-formed language. However, clinical
narrative still remains a challenge. Clinical narrative is often not well formed and has
many nongrammatical structures. This has given rise to a distinct area of research for the
automated processing of clinical narratives [7-9].

The focus of this dissertation is on the use of EHR data in clinical research. In
particular, the tasks of cohort identification and enrichment are researched and
corresponding methods are developed to demonstrate advantages of free text query and

processing (Figure 1.1).

1.2 Cohort Identification

A critical early step in clinical research is the identification of patients who meet
inclusion and exclusion criteria for the study. Many problems can arise in this stage,
some of which are identifying too few patients for sufficient statistical power, and
identifying only a portion of the qualifying population, resulting in a nonrepresentative
sample. Traditionally patient sampling has been performed using structured data;
however, this has been shown to be insufficient in many cases. Littman et al. [10] found
that 32.8% of veterans visiting Department of Veterans Affairs (VA) medical centers in
the northwest U.S. did not have height or weight vital signs recorded in their structured
data. Kern et al. [11] found that less than 45% of veterans nationwide with diabetes and
chronic kidney disease (CKD) had diagnostic codes for CKD. Li et al. demonstrated that

a combination of structured and unstructured data sources was useful in identifying
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patients with ischemic stroke and coronary artery disease. A more recent study by
Abhyankar et al. [12] demonstrated that over half of the ICU patients receiving dialysis in
their respective medical systems were only identifiable from their unstructured data.
Additionally, some types of data including family history, past medical history, past
smoking and alcohol use, and mental health status, frequently are not accommodated in

the structured portion of electronic medical record (EMR) systems, and are only available

via unstructured data [13].

1.2.1 Query Formation

Many studies begin with an information retrieval step where clinical notes are

searched and retrieved. This may be an end in itself, or the first step in a larger analysis




for the purpose of patient identification, such as construction of a cohort of patients
experiencing a disease or set of symptoms, or for surveying use of medical procedures in
a medical system, etc. Residual error at this stage will cascade to later stages and magnify
the error. Identifying patients with specific characteristics from unstructured data can be
approached as an information retrieval problem where queries are formulated from a set
of keywords. Keyword search is especially effective for rare conditions, which are
normally not found in semistructured templates, slot-value sets, or check-boxed lists, and
are less common in differential diagnosis sections of documents. It is important to have a
broad enough search to produce a result set that is representative of the population of
interest. Searches are based on finding documents containing a set of keywords known to
be associated with the subject of interest; however, an incomplete set of keywords may
result in the omission of relevant documents. Notes containing the keywords indicate an
association between the patient to which the clinical note belongs and the characteristic in
question. Information retrieval is an active area of research in the medical informatics
community as well a much wider community, for example internet searching [14, 15].
Clinical information retrieval has been recognized as having unsolved problems, and was
the subject of the medical records track of the Text REtrieval Conference (TREC)
focused on methods of accessing free text fields in clinical notes [16-19].

A challenge for keyword-based searching is the creation of a set of keywords that
is inclusive enough to find all relevant documents, but specific enough to not include
irrelevant documents. Query expansion is a technique that has been used to address this
[20, 21]. It has limitations when applied to clinical notes because the vocabulary used can

be very different from that in other domains [22-24]. Also, a single expansion method is



generally used which may not be suitable for all situations [25]. In Chapter 2, three
separate individual expansion techniques are used, each one with a vocabulary derived
from the biomedical domain. In addition, an ensemble method is investigated which
integrates the results from the other three in an attempt to improve on the individual

methods.

1.2.2 Comparing Free Text and Structured Queries

An essential element of population studies is the identification of groups of
patients meeting investigative criteria. Standard database systems used in electronic
medical record (EMR) systems support search of structured data, but have very limited
support for searching of clinical notes. Search engines such as StarTracker, EMERSE,
ARC, and Voogo have been developed to support the use of structured and unstructured
data with some success, but have limited usage and require adaptation to different EMR
systems from those on which they were developed [26-31]. Identification of patients
sharing specific criteria is an essential task for cohort creation. It can be difficult to
identify a large enough group of patients for a clinical study, especially in the case of rare
or poorly documented conditions. Large EMR systems help in providing a large volume
of patients, but this may not be sufficient where the condition in question is not

represented in the structured data.

1.2.2.1 Cohort Size

By adding free text query of unstructured data, cohort size can be increased
considerably. An important limitation to free text query alone, however, is that retrieval

results can include negated mentions of a condition (e.g., “denies smoking”) or mentions



that apply to someone other than the patient (e.g., “mother suffers from chronic kidney
disease”). By adding an additional natural language processing (NLP) step, we can
address these irrelevant mentions a condition. Systems have been developed for this
purpose [13, 32-34] that are highly effective on narrative text, but are limited when used
with semistructured text. Maximizing cohort size using unstructured data is explored in
detail in Chapter 3, where we identified specific patient cohort requests from researchers,
determined the patient population identifiable through query of EMR structured data, and
determined the additional patient population that could be identified through free text

query and NLP of clinical notes.

1.2.2.2 Cohort Characteristics

When including structured and unstructured data, it is important to consider the
possible differences between the patient populations identifiable using those methods. By
inclusion of unstructured data, we are able to increase the size of study patient
populations and perform studies that may not be possible otherwise. In a large EMR
system such as that of the Veterans Health Administration (VHA) with tens of millions of
patients, patterns can emerge as to the completeness and methods of documentation of
conditions. Patients may be treated in clinics within the same medical system, referred to
external providers, or denied treatment depending on many factors including the
condition, insurance coverage, geographic accessibility, and regional policy. These
patterns of treatment may be represented differentially in structured and unstructured
data. For example, a patient receiving treatment from an external provider for a specific
condition will normally not have those procedure codes and diagnostic codes reflected in

the in-system billing codes. The differences in populations represented by structured and



unstructured data are explored for acupuncture treatments in Chapter 4. In that chapter,
we identify a treatment that is underreported in structured data but identifiable in clinical
narrative, develop an NLP method for positive identification of the treatment in clinical
narrative, and investigate differences in the size and characteristics of the patient

populations identified through structured data and NLP of unstructured data.

1.2.2.3 Clinical Impact

It has been shown that inclusion of unstructured data in the search process can
considerably increase the number of patients identifiable for cohort inclusion. This
method can be extended to domains for which EHR structured data are not suited. Using
unstructured data allows us to identify patient cohorts in domains that are largely
inaccessible through structured data [10-13]. A challenge in many clinical studies is the
under coding of a diagnosis of interest. It is a common practice to identify patients with a
clinical condition from their diagnostic billing code, such as the International
Classification of Diseases (ICD) versions 9 and 10. Some conditions are underreported,
especially when they are secondary diagnoses, do not have adequately matching billing
codes, are rare and not widely recognized, or are syndromic, consisting of many co-
occurring symptoms and conditions [35-38]. This can become important in cases where a
condition has serious counter-indications. These conditions, however, can be identifiable
through analysis of the unstructured clinical notes. Both the condition itself, or its co-
occurring symptoms and conditions, can be identified and the condition of interest
deduced. This can be a powerful tool in detection of conditions that may be only
minimally documented or not documented at all in the structured data [39], in which case

inclusion of unstructured data enables studies that are not possible otherwise. To illustrate



this, a specific clinical case of identifying patients with risk of scleroderma renal crisis is
presented in Chapter 4, where we discover a clinical condition not reliably identifiable
through EHR structured data and develop NLP methods for identifying the condition by

integrating EHR structured data with unstructured data in clinical narrative.

1.3 Cohort Enrichment

Although EHR systems have made clinical data much more accessible, at times
important data points may be missing, incomplete, or of insufficient quality. Data points
such as vital signs that are normally stored as structured data are routinely missing in
EHR data stores [40]. Other clinically important values are either not represented in
structured data or not consistently entered [39, 41]. Compounding this problem, clinicians
often enter values as unstructured free text data even when they have the option of

entering them as structured data [38, 42, 43].

1.3.1 Machine Learning to Extract Numerical/Categorical Entities

Information extraction from unstructured data enriches the set of clinical values.
This is a distinct process from information retrieval, which is more interested in
classification. The goal of information extraction is to identify individual data values and
measurements within unstructured text. Information extraction has been a topic of
research since the early 1970s, and was the subject of the Message Understanding
Conferences in the 1980s and 1990s [44]. A common method of extracting values is the
use of regular expressions [45]. Computer programmers in association with a clinical
expert normally author regular expressions for clinical values [41]. This can become a

tedious and brittle process, as hundreds of regular expressions may be required in order to



capture the variety of ways a value may be represented. Sampling is a challenge because
any representation not witnessed by the regular expression author is not incorporated into
the learned set of regular expressions. Any additions to the corpus necessitate manual

review in order to determine if any new representations have been added.

1.3.1.1 Machine Learning Performance

Using a machine learning approach to automatically create regular expressions is
an attractive solution. Various algorithms have been developed for this purpose; however,
they are limited in their generalizability in that they are task specific [46] or have non-
automated steps [47-50]. They are designed for values with very specific patterns that
may occur in many contexts. Clinical values, however, are generally indistinguishable
from other values by themselves, consisting of numbers, ratios, and ordinal and
categorical values. It is only from the context around the value that its meaning can be
determined. To address this need, a novel Regular Expression Discovery for Extraction
(REDEX) algorithm was developed, with an initial prototype used in Chapter 3, then
extended and improved for the use case of temporal expression extraction in Chapter 6.
The Regular Expression Discovery for Classification (REDCI) algorithm [51] was
adapted for the purpose of extracting clinical values. Temporal expressions such as times,
dates, and times relative to events are important in clinical studies in order to establish
temporality of events, which is one of the Bradford Hill criteria for causation [52].
Temporal data are straightforward to obtain from structured data, but an important

challenge in free text [53, 54].
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1.3.1.2 Comparison of Number of Observations and Cohort Size

This has many challenges and complications as investigated in appendix A,
where clinical values are identified in unstructured data that are frequently represented in
EHR structured data. The values available in the structured data, although frequent, are
still incomplete. We adapted the algorithm for application to vital sign values, analyzed
the accuracy of the REDEx implementation, and evaluated the magnitude of enrichment
of clinical values.

In the following pages, the use of unstructured clinical data for patient
identification and feature identification is investigated. A brief overview of the chapter
subjects and findings is presented in Table 1.1. Differing methods including types of
information retrieval and information extraction are used separately and in combination
depending on the task. From keyword based free text search through development of a
novel NLP algorithm for clinical value extraction, we demonstrate the use of unstructured
data to increase cohort size in order to include patients who may not otherwise be

represented, and the ability to perform studies not possible through structured data alone.



Table 1.1 Chapter subjects and findings

11

Chapter Research Clinical Key Findings Publication Contribution
Question Domain

2 Can information PTSD The topic model base ~ Redd D, Rindflesch T, Collaborated in
retrieval in a Diabetes query expansion Nebeker J, Zeng-Treitler study design,
clinical corpus be performed the best. Q. Improve Retrieval performed all
improved through The ensemble method  Performance on Clinical ~ experiments,
query expansion did not perform as Notes: A Comparison of primary author
using an ensemble well. A different Four Methods. of all sections.
of three ensemble approach Proceedings of the 46th
biomedically may be more effective. Hawaii International
derived query Conference on System
expansion Sciences (HICSS). 2013
methods? 2013:2389-97

3 Can free text query Ginkgo/Warfarin ~ Cohort size was Gundlapalli AV, Redd Collaborated in
of clinical notes be ~ Overweight increased in all cases, D, Gibson BS, Carter M, study design,
used to increase the Uncontrolled especially in Korhonen C, Nebeker J,  performed all
size of clinical Diabetes Ginkgo/Warfarin et al. Maximizing experiments,
cohorts? where Ginkgo use was clinical cohort size using primary author

sparsely documented  free text queries. of methods and

in structured data. Computers in Biology results sections,
and Medicine. 2015 1 contributed to
May 2015;60:1-7 all sections.

4 Are there Acupuncture Cobhorts differed in Redd D, Kuang J, Zeng-  Collaborated in
differences geographic Treitler Q. Differences in  study design,
between cohorts distribution and Nationwide Cohorts of  performed all
identified using medical service usage  Acupuncture Users experiments,
structured and patterns. Identified Using primary author
unstructured data Structured and Free Text of all sections.
in medical records? Medical Records. AMIA

Annu Symp Proc.
2014:1002-9

5 Can patients at risk  Systemic sclerosis  Potentially dangerous  Redd D, Frech TM, Designed study,
of complications Scleroderma renal  use of prednisone in Murtaugh MA, Rhiannon guided and
from complex crisis patients with systemic  J, Zeng QT. Informatics  collaboratively
conditions and sclerosis can be can identify systemic performed all
interactions be identified using sclerosis (SSc) patients experiments,
identified using a structured data and at risk for scleroderma primary author
combination of NLP of unstructured renal crisis. Comput Biol of methods
structured and data. Med. 2014 section,
unstructured data? Aug;53C:203-5. PubMed contributed to

PMID: 25168254 all sections.
6 Can automatic Temporality The REDEXx algorithm Redd D, Shao Y, Yang J, Collaborated in

learning of regular
expressions
reliably identify
temporal
expressions in free
text clinical notes?

can be used to
automatically learn
regular expressions to
identify temporal
expressions with high
sensitivity and
specificity.

Divita G, Zeng-Treitler
Q. Automated Learning
of Temporal
Expressions. Stud Health
Technol Inform.
2015;216:639-42

study design,
supervised and
performed all
experiments,
primary author
of all sections.
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Table 1.1 continued

Chapter Research Clinical Key Findings Publication Contribution
Question Domain
A Can bodyweight Bodyweight Regular expressions Murtaugh MA, Gibson Collaborated in

related values be can be automatically ~ BS, Redd D, Zeng- study design,
reliably extracted learned using the Treitler Q. Regular developed and
from clinical notes REDEx algorithm to  expression-based performed
using automatically extract bodyweight learning to extract experiments,
learned regular measures with high bodyweight values from  primary author
expressions? accuracy. clinical notes. Journal of  of methods

Biomedical Informatics.  section,
2015 April 2015;54:186- contributed to
90 all sections.
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Abstract

Query expansion is a commonly used approach to
improving search results. Specific expansion methods,
however, are expected to have different results. We
have developed three different expansion methods
using knowledge derived from medical thesaurus,
medical literature, and clinical notes. Since the three
different sources each have strengths and weaknesses,
we hypothesized that combining the three sources will
lead to better retrieval performance. Evaluation was
performed for the 3 different query expansion
techniques and an ensemble method on two sets of
clinical notes. 1l-point interpolated average
precisions, MAP, and P(10) scores were calculated
which indicate that topic model based expansion has
the best results and the predication method the worst.
This finding points to the potential of the topic
modeling methods as well as the challenge in
integrating different knowledge sources.

1. Introduction

Unstructured text contained in medical and clinical
notes includes valuable information that is often not
available  through associated structured data.
Significant effort and resources are dedicated to the
creation and storage of these records, the generation of
which is accelerating to fill large data stores. Each
patient may have hundreds of unstructured text notes.
This information is of use to many areas outside of the
medical clinic. Researchers may search for specific
patient populations while administrators may seek
collection of performance measures [16, 17]. Quick
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and accurate retrieval has become a significant
challenge.

Initially the challenge can appear to be solvable
with traditional text search, however this is often
ineffective. Searching for “Multiple Sclerosis”, for
example, will miss occurrences where it is commonly
abbreviated to “MS”. However, adding “MS” to the
search will also result in many false positives (MS is
used commonly in clinical documents to indicate an
adult female, milliseconds, morphine sulfate, etc.).
False negatives can also occur when the disease is
referred to by another name, such as disseminated
sclerosis.

A frequent method for improving performance of
a search comes from the field of information retrieval
(IR) in the form of query expansion [10]. This method
consists of adding additional related query terms to the
search. These additional terms are commonly obtained
from a thesaurus or from records of previous related
searches [5, 31]. A certain algorithm is then used to
rank the retrieved documents in order of relevancy.
The process of query term addition may be automatic
or it may be interactive, where the additional terms are
presented to the user, who then chooses which
additional terms to include [14]. Many query
expansion methods have been in biomedical
informatics in literature searching applications [1, 9,
15, 25, 27, 30]. Several studies have used clinical
notes to investigate different query expansion methods
with mixed results.

This study describes our experiments contrasting
three different query expansion techniques with an
ensemble method of combining the results of all three
techniques into a single result. The three query
expansion techniques are based on synonyms, topic
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models, and predications. In the synonym technique,
additional query terms consist of synonyms identified
in a subset of the UMLS vocabularies along with their
lexical variants. In the topic model technique,
additional query terms consist of related words from a
topic model that was created from 100,000 clinical
notes. In the predication technique, additional query
terms are generated from a predication database that
was created from medical literature using SemRep (a
natural language processing (NLP) system). In the
ensemble technique, additional terms are taken from all
3 of the other techniques, the terms are then ranked,
and the most relevant ones are used for query
expansion.

2. Background

Most of biomedical IR research has focused on
literature rather than clinical notes. Prior research in
clinical IR has predominantly been in the areas of
query log analysis [23, 24, 34], temporal relationships
[2, 6, 8, 19], ontology and terminology based query
expansion [20, 29], and bundled query sets [13]. From
the results recent studies testing IR techniques on
unstructured text, evidence has shown that user queries
need to be expanded, however specific expansion
techniques such as relevance feedback and concept
indexing are not universally effective [4, 7, 18, 21, 22,
26]. Term weighting has been demonstrated to
improve document ranking, and applying NLP
techniques to filtering has been shown to improve
precision.

2.1. Synonym based expansion

A number of studies have investigated the use of
synonyms for expansion with mixed results. One such
experiment showed a minor increase in recall by
applying UMLS synonyms, with improved results
being obtained when restricting to the MeSH
vocabulary [12]. Another study showed degradation in
query performance when using synonyms [15]. Some
studies from TREC 2011 did not demonstrate any
performance gain when using synonyms. We have
restricted our synonym expansion process to a subset
of UMLS source vocabularies in an attempt to
optimize expansion performance.

2.2. Topic model based expansion

In this context, a topic can be defined as a
collection of words or terms that frequently occur
together and are related to the same subject. Topic

2390

modeling analyzes the patterns of words, terms, or
concepts in a corpus to elucidate common topics. In
this regard it is related to latent semantic analysis
(LSA). However, while LSA attempts to discover the
relationships  between concepts, topic modeling
attempts to discover the hidden thematic structure in a
document or corpus. An unsupervised method can be
used with topic modeling to obtain topics from a text
corpus [32]. This approach was used by Steyvers and
Griffiths for analysis of abstracts from the Proceedings
of the National Academy of Sciences [11]. They found
the extracted topics represented meaningful structure in
the abstracts that was consistent with class
designations provided by the authors of the articles.
We ourselves had performed a couple of experiments
using sample-based implementations of Latent
Dirichlet Allocation (LDA) [3, 15] to test the use of
topic modeling in IR [36].

2.3. Predication based expansion

We employed a predication database in this study
that was constructed by applying the SemRep NLP
system [28] to MEDLINE citations. SemRep identifies
semantic propositions (predications) in biomedical
documents. It uses the MetaMap system to assign
semantic types to noun phrases, the SPECIALIST
lexicon for lexical variant identification, and the Xerox
part-of-speech tagger. Evaluation studies of SemRep
report it’s precision to be approximately 75%. The
database of predications we used contains 25 million
predications from ten years of MEDLINE (1999-
2009).

2.4. Ensemble expansion

In this technique, we merge the highest ranked
related terms from the Synonym, Topic Modeling, and
Predication techniques to assemble a combined set of
expanded terms. To merge the related terms we
calculated the overall semantic distance between the
query terms and the normalized ranks from the other
techniques.

3. Methods

We will describe the data sets used in the
evaluation, details of the four query expansion
methods, and then our methods of scoring and
evaluation.
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3.1. Data Sets

Data sets were obtained from the VINCI database
that contains structured and unstructured data. VINCI
is an initiative to promote analysis of VA data by
improving access for researchers while ensuring data
privacy and security [33]. VINCI is partnered with the
VA Corporate Data Warehouse (CDW) and hosts data
available through CDW as well as some other data
sources, currently containing over 1.8 billion clinical
notes for over 30 million patients. Two data sets were
used for evaluation, a PTSD data set and a Diabetes
data set. The PTSD data set was taken from patients
with two or more ICD9 codes of 309.81, while the
Diabetes data set was taken from patients with two or
more ICD9 codes of 250.%. Each data set consisted of
300 clinical notes randomly selected from the
identified patient sets.

3.2. Synonym based expansion

We identified synonym using the UMLS. We first
mapped query terms to UMLS concepts, if possible,
using MetaMap. If no concept mappings were found
using MetaMap, concepts were assigned using a term-
to-concept table derived from MRCONSO 2011AA.
To reduce the rate of uninformative concepts, we
restricted the data sources to SNM, SNOMEDCT,
MSH, and ICD. Once query terms were mapped to
concepts, those concepts were used to look up related
concepts in the MRREL table. Related concepts were
ranked by frequency, with individual weights being
determined by relationship type. We assigned “child”
relationships a weight of 2, “not related, no mapping”,
“allowed qualifier”, and “can be qualified by”
relationships a weight of 0, and all other relationships a
weight of 1.

3.3. Topic model based expansion

We used the MALLET program to identify 1,000
topics using implementations of the Latent Dirichlet
Allocation  (LDA), Pachinko Allocation, and
Hierarchical LDA algorithms. Topic models are
assembled by assigning the words of each document to
one of a number of topics. It is used to automatically
group words into meaningful topics. A sample topic is
shown in Table 1.

Topics were generated from a corpus of 100,000
clinical documents from the VINCI dataset. The
corpus was assembled by determining the 100 most
frequent document types in the VINCI dataset, then
selecting 1,000 documents from each of those
document types. The topics containing the query terms

were then identified, and related terms in those topics
were selected. The related terms were ranked by
relative weight in the topic and overall topic weight.

Table 1. Sample Topic

Word Probability of word
occurrence in the topic
Diabetes 0.56
Insulin 0.37
Glucose 0.21
HbAIC 0.09
Hypertension 0.01

34. Predication based expansion

Subjects of predications where the object was one
of the query terms were found in a predications
database. Those matching subjects were ranked by the
frequency of co-occurrence with query term objects.
The predication database was created using the
SemRep program with MEDLINE abstracts as the
source documents. No restrictions were placed on the
type of predicate.

3.5. Ensemble expansion

To combine the results of the sources for
expansion, the scores of each result set were first
normalized to values between O and 1 using the
equation:

if Score(Cy, Cy, 5)>0
is(Cx Cy,5)
In (Score(Cx, Cy,s)) +1

I (MAX(Score(Cx, Cn,s))) +1
if Score(Cx, Cy, s) =0
is(Cx, Cys) = 0

where
Cy is the query term
Cy is a related term
C,, is any related term
s is the source of the expansion
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The normalized result sets were then combined and the
resulting term scores were determined by calculating
their semantic distance:

Semantic Distance
= (iangnc X 1000) + isypuc

where
ianBnc = la* i *ic
iauBuc =
ipt+ig+ic—(iga*ig) — (axic)
— (g *ic) + (ig * i * i¢)

are the fuzzy intersection and union of the result sets
from the 3 expansion sources.

3.6. Query Expansion Scoring

Two document sets were used in scoring the
expansions, one being a set of documents related to
PTSD and the other related to diabetes. The two
document sets consisted of 300 VINCI TIU documents
each selected randomly from patients with ICD9 codes
of 309.81 and 250. To facilitate query expansion
scoring, TF-IDF scores were calculated for every term
in the two document sets. Query expansions were
scored for each document by summing the individual
TF-IDF scores of the expanded terms in each
document.

Table 2. Examples of synonym based expansion, topic model based expansion, predication
based expansion, and ensemble expansion

Original query

education, cognitive, behavioral,

diet, exercise

therapy
Synonym based accident, behavior, qualifier, nutritional, diet, diets, exercise, fasting,
expansion compulsion, education, proneness, vegetarian, diabetic, find, nutrition,
general, habits, modifier, cognitive, dietary, supplement, conditioning, diet
qualifiers, social, behavioral, sexual,
therapy
Topic model based condition, functioning, learn, learning, | control, nutrition, counseled, intake, inr,
expansion education, barriers, cognitive, diet, fat, exercise, psa, warfarin,

provided, therapy, advance

emotional, mental, behavioral,

cholesterol, wt

Predication based
expansion
education, surgery, destinati

control, university, immune,
transplantation, implant, available,

on,

improved, cognitive, surgical,
behavioral, compression, therapy

supplementation, safflower, diet, exercise,
regimen, regimens, manipulation, oil,
complete, soybean, supplemented, salt,
treatments

Ensemble expansion

injurious

method, sib, treatment, behaviour,
immunotherapy, occupational, self,
education, median, cognitive, school,
behavioral, therapies, therapy,

exercise, dietary, fat, intake, diet,
exercises, exercised, diets, sustained,
calorie, ambiguous, nutrition

3.7. Evaluation

Six PTSD and six Diabetes queries were manually
evaluated by a clinician against each document in the
two data sets. The queries are show in Table 3. A
Likert scale was used in ranking each document: O:
irrelevant, 1: possibly relevant, and 2: definitely
relevant. The category of “possibly relevant” is
needed because at times the context of the document
may indicate relevance without making it clear. This
may happen in a document where symptoms of a
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disease are mentioned but not the disease itself, for
example.

We applied three query expansion techniques, a
fourth technique that combined the expansions of the
other three techniques, and a baseline without query
expansion for a total of 5 expansion techniques. Six
PTSD queries were used for the PTSD document set
and six Diabetes queries were used for the Diabetes
document set. We used TF-IDF scoring to rank the
documents retrieved by each of the five expansion
techniques.
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We calculated the 11-point interpolated average
precision (IAP) for each query. This is a standard
method of evaluating ranked results in IR. We ranked
each document by TF-IDF, then calculated precision
and recall at each TF-IDF ranking in the document set.
Interpolated precision was determined at each of the 11
recall points by taking the maximum precision for
recalls greater than each recall point. A composite 11-

point IAP was calculated across all queries for overall
comparison of expansion methods.

We determined the mean average precision (MAP)
score by averaging the precisions at the points where
each relevant document was retrieved. We determined
the precision at 10 (P(10)) score by taking the precision
at the point where the tenth document was retrieved.
The average P(10) score for each query was then
calculated.

Table 3. Query definitions

Query set Query label Query terms
PTSD PTSD query PTSD
Suicide ideation query suicide, ideation, homicide, SI, HI

Medication query

psych, PTSD, medication, drug

Change query

better, worse, change

Symptom query PTSD, symptoms, intrusive, upsetting, memories, flashbacks,
nightmares, intense, distress, reactions, reminders, event

Therapy query

education, cognitive, behavioral, therapy

Diabetes Diabetes query diabetes

Neuropathy query

wound, neuropathy

Medication query

diabetes, medication, drug

Change query

better, worse, change

Symptom query

diabetes, symptoms, frequent, infections, blurred, vision, cuts,
bruises, slow, heal, tingling, numbness, hands, feet, recurring, skin,
gum, bladder, infection

Therapy query diet, exercise

4. Results

We calculated the 11-point interpolated average
precisions for each query and plotted precision-recall
curves. We then calculated the composite 11-point
IAP averaged across all of the queries. Mean Average
Precision (MAP) and Average Precision at 10 (P(10))
scores were then calculated for each expansion
method. The plot with the largest area under the curve
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indicates the best retrieval method because it represents
overall higher precision and recall. Although the
individual curves are highly varied, the composite IAP
indicates the topic model and synonym curves
outperform the ensemble and predication methods,
although all methods outperformed the baseline. The
MAP and average P(10) scores also show the topic
model and synonym methods outperforming the other
methods.
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Figure 1. 11-point IAP for PTSD and diabetes queries. X-axis is recall, Y-axis is int. precision
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Figure 2. Composite 11-point IAP of all queries
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Figure 3. Mean Average Precision (MAP) of expansion techniques

1.1

Baseline