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ABSTRACT

Computer simulations of biomolecules can provide insight into biological structure and

dynamics at the atomic level. For simulations to be accurate and reliable, the underlying

force field that describes that system has to tested and assessed against experimental

values. Evaluating the latest AMBER nucleic acids force fields at microsecond time scales is

important for determining how updated force field parameter sets compare to earlier models

and updated, competing models. The latest two improvements to the AMBER nucleic acid

force field were compared to each other and previous, widely used versions. Both of the

latest versions, bsc1 and OL15, showed improvement over earlier versions and reproduced

many structural properties in agreement with nuclear magnetic resonance (NMR) and X-ray

crystallography experiments. Having a force field that accurately models duplex DNA is

important, but it is also necessary to validate protein-nucleic acid simulations. To examine

this, the E2-DNA system was chosen for simulations to see if DNA backbone substates

observed in the X-ray structure were reproducible in simulations. In particular, the BI/BII

substates were scrutinized. The BI substate is dominant in duplex DNA but ε and ζ

dihedrals populate both trans/gauche- (t/g-) and gauche-/trans (g-/t) conformations, the

latter being the BII state. It was determined that dinucleotide steps crystallized in the

BII were correspondingly highly-populated in simulations. Additionally, ε and ζ dihedrals

were manipulated to decoy states and found to converge to native distributions on the

microsecond time scale in E2-bound DNA, and in less time for free DNA. During the

investigation of BII substates in E2-DNA, the surprising observation was made that BI/BII

transitions are dominant modes of motion in E2-bound DNA. This inspired research into

whether these modes are sequence-dependent or completely induced by the E2 protein, and

if the dynamics are conserved across E2 types. Simulations of E2-DNA found that the BII

state is determined by a combination of DNA sequence and E2 binding partner.
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CHAPTER 1

INTRODUCTION

1.1 Overview and Background

Understanding the structure of biological molecules has been of primary interest to

scientists throughout contemporary history. The discovery of the DNA double helix was

one of the major scientific breakthroughs of the last century and intensive efforts continue

to elucidate molecular structures through X-ray crystallography, NMR, and cryo-EM [1–3].

Molecular dynamics (MD) simulations can complement these experimental approaches by

simulating biomolecular dynamics on the submillisecond time scale [4,5] and provide insight

to structure, dynamics, and energetics of biomolecules. Simulations can be routinely run

into the microsecond time scale, for example a 25 kDa protein like dihydrofolate reductase

can achieve sampling of over 100 ns/day with explicit solvent and ions, ∼25,000 atoms,

on graphical processing units (GPUs) running AMBER software [6, 7]. This is remarkable

considered that 20 years earlier, simulation times for even smaller systems was 1000 times

slower [8]. These advances in hardware and simulation methods have led to renewed interest

and optimism that suggest computer simulations will continue play an important role in

researching biological structure, dynamics, and function.

Molecular dynamics are based on Newtonian mechanics to simulate the motions of

particles and provide information about how the system evolves over time [9–11]. A

potential energy function comprised of terms for bonds, angles, dihedrals, and nonbonded

van der Waals and electrostatics, along with an accompanying parameter set, is known as

a force field. The pairwise additive force field used in AMBER [12] is shown below

V (r) =
∑
bonds

kb(r − r0)2+
∑
angles

kθ(θ − θ0)2 +
∑

dihedrals

Vn(1 + cos[nφ− γ])

+
N−1∑
i=1

N∑
j=i+1

[
Aij

Rij
12 −

Bij

Rij
6 +

qiqj
εRij

]

(1.1)

with a harmonic expression describing the bonds and angles, a Fourier expression for

dihedrals, a Lennard-Jones term for van der Waals, and a Coloumbic term for electrostatics.
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The boding term contains the force constant kb (kcal/mol) and equilibrium bond length r0

(Å); parameters for the angle terms are the force constant kθ (kcal/mol/radian2) and the

equilibrium angle θ0; torsions are described by the barrier height Vn (kcal/mol), the phase

γ (degrees), and the periodicity n. The nonbonded terms describe the van der Waals and

electrostatic interactions. The A term is defined as εR12
min, where ε (kcal/mol) is the depth

of the potential well that separates atoms i and j, and Rmin is the distance (Å) separating

atoms i and j at ε. Similarly, B is 2εR6
min, where ε and Rmin have the same values as in A.

The electrostatic terms contain partial charges qi and qj . A detailed discussion of AMBER

parameters can be found in the AMBER15 manual [12].

Newton’s equations of motion use the potential energy to calculate forces, which are

integrated to update the coordinates for the next step, and the process repeats, to propagate

the system over time. Time steps are limited by the highest frequency motions in the system,

but advances like hydrogen mass repartitioning allow a 4 fs time step [13]. Force field

development for biomolecules is an active and progressing area of research. As simulations

are expanded to longer time scales, weaknesses in the force field are often revealed and

reparameterized. Increasing computational power also allows for higher level quantum me-

chanical calculations used in parameter development. Limitations in molecular dynamics are

generally due to insufficient sampling or inaccuracies in the force field. Progress continues

to be made in overcoming both, leading to improved simulation results.

Current methods in molecular dynamics simulations provide insight to systems of up

to millions of atoms and on time scales reaching to the millisecond. Molecular processes

such as predicting folded protein structures [14, 15], converging DNA dynamics [5, 16], and

observing drug molecules find their target binding site [17] are notable examples of recent

applications and demonstrate the role of simulations in providing biological insight.

Molecular dynamics studies of nucleic acids, specifically DNA, demonstrated stability at

the nanosecond time scale in 1995 [18], and the microsecond time scale in 2007 [19]. With

extended time scales came new understanding of weaknesses in the underlying models.

The inclusion of particle mesh Ewald (PME) methods for the treatment of long-range

electrostatics was an important fix to a problem obscured by low sampling times, and

led to reliable simulations > 1 ns. More recently, the challenge has been accurately

representing dihedrals in the backbone [20–24], simulating the crystal environment [25],

understanding sequence specific behavior [26–29], and understanding terminal base pair

fraying [30]. Despite these challenges, state of the art B-form duplex DNA simulations

show strong agreement with experiment, are stable over long time scales, and inform new
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views of biological structure and function.

1.2 DNA Backbone Substates in Free and
Protein-Bound DNA

1.2.1 BI/BII Substates

The DNA double helix is as familiar as any image in the biological sciences. The

structure appears simple and elegant, and the genetic information encoded within it is

awe inspiring. The dynamics of DNA, however, are complex and polymorphic [31, 32].

Duplex DNA bends, in plane and out of plane, the strands twist like an extended sponge,

and DNA breathes, the base pairs open, internally and at the termini.

The DNA backbone, consisting of α, β, γ, δ, ε, and ζ dihedrals (Figure 1.1), contributes

to these dynamics. The α and γ dihedrals are dynamically coupled, and posited to be

involved in protein-DNA complex formation [33]. The α and γ dihedral parameters were

also targeted for force field improvement in the bsc0 parameter set because the previous

force field overpopulated α in g+ and γ in t conformations [20]. The alternative Z-DNA

conformation also undergoes backbone transitions, largely through the β dihedral [24]. The

δ dihedral is involved in north and south pucker conformations. Finally, the ε and ζ dihedrals

populate BI (ε=t and ζ=g-) and BII (ε=g- and ζ=t) states [34].

A structural survey determined that the BII state exists in both free and protein-bound

DNA, unlike the unusual α and γ states that only appear in protein-bound structures [35].

This strengthened the idea that BII states were not due to protein-induced conformations

or crystal packing, and that BII could be observed in solution, though this was difficult

because NMR measurements could not directly confirm the BII state. More recent work

has confirmed BII in free DNA in solution, due to better characterization and quantification

of BII states [36–38].

The dynamics have been implicated in specific recognition of protein-binding partners

[39]. Typically, specific protein-DNA interactions are due to the interaction of conserved

protein residues with the chemical signature presented by the faces of DNA base pairs, this

is referred to as direct readout and plays a major role in protein-DNA interactions [40].

Shape and dynamics of DNA, in bases not directly contacted by the protein, have been

found to play a role as well, this is referred to as indirect readout [41]. This mechanism is

less well understood than direct readout, but BI/BII dynamics were shown to be important

for the recognition of NF-κB to DNA binding [39]. A picture has emerged of DNA as a

conformationally diverse and active molecule, that bends, twists, breaths, and rearranges

its backbone conformation upon protein binding.
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1.2.2 E2-DNA

To explore BI/BII dynamics in protein-bound DNA we needed a system that had

experimental data to compare to and was well-studied so we could see how our results

compared to previous reports. The E2 family of proteins are master regulators in the

papillomaviruses, and most importantly for this work, they bind DNA in a sequence specific

manner [42–44]. E2 proteins recognize ACCGN4CGGT, where N are any 4 bases called the

spacer region, and on either side are two consensus half-sites, ACCG and CGGT, see Figure

1.2. X-ray crystal structures exist for bovine papillomavirus type 1 (BPV) E2 bound to

DNA with spacer sequence ACGT [43], human papillomavirus (HPV) type 6 E2 bound to

DNA with spacer AATT [45], and HPV 18 E2 bound to DNA with spacer AATT [46].

DNA binding studies determined that the HPV E2 proteins preferentially bind DNA with

the AATT spacer over the ACGT spacer, and that BPV E2 showed no preference for AATT

over ACGT [45–48].

E2-bound DNA smoothly bends around the protein and makes direct contact with E2

at the two consensus half-sites. E2 is a homodimer, preformed prior to DNA binding, with

a β barrel fold decorated with α1 and α2 helices. The α1 helices insert into consecutive

major grooves of DNA, where they make base-specific, and direct, contact with DNA. The

DNA spacer sequence, between the consensus half-sites, does not make direct contact with

DNA. The E2-DNA system was chosen for the studies in this work because it was well

characterized, the X-ray crystal structure of BPV E2-DNA was high-resolution (1.7 Å), the

crystal structure contained dinucleotides in the BII substate, and the differential binding

to different DNA spacer sequences was poorly understood.

1.3 Summary of Research Aims and Major Findings

The work presented in this dissertation builds on the improvements in simulation meth-

ods and force fields that enable routine and reproducible simulations of nucleic acids and

extends them to investigate protein-DNA interactions. A crucial component of any simu-

lation is the underlying model, and Chapter 2 is an assessment of the two latest AMBER

DNA force fields. The force fields are shown to be an improvement over earlier models and

demonstrate close agreement with NMR reference structures. Evaluating and validating the

model in duplex DNA is important, but determining how well the model performs in more

complex systems adds interest. The DNA backbone BI/BII substates were investigated in

a protein-bound environment to determine whether dinucleotide steps crystallized in the

BII state could be reproduced in high populations by the simulations, and to determine
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BII convergence times in a protein-bound system. High BII populations were observed

in dinucleotide steps that corresponded to steps crystallized in the BII state, and BII

substates converged at ∼1 µs time scale. BI/BII backbone dynamics were observed to be

dominant modes of motion in the protein-DNA complex (a papillomavirus E2 transcription

factor-DNA complex), so simulations were run with two DNA sequences to determine

whether the motions were E2 protein-induced or DNA sequence-dependent. The BI/BII

transitions were found to depend on both E2 binding and on sequence. The BII populations

differed between free and E2-bound DNA, and in E2-bound DNA the BII populations

differed between the two sequences. In addition, the BI/BII transitions were found to

dominate in one sequence, with an ACGT spacer, and be almost entirely absent in another,

with an AATT spacer. The biological implications of sequence-dependent backbone substate

dynamics in E2-bound DNA are discussed.
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Figure 1.1: DNA dihedral angles. The DNA sugar phosphate backbone is shown with
backbone atoms and dihedrals labeled. Chain direction is 5’ to 3’, top to bottom. A
nucleotide unit is from P to O3′. Phosphorus are colored tan, oxygen red, carbon cyan, and
nitrogen blue.
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Figure 1.2: E2-DNA and internal 12 base pair sequences with consensus half-sites and
ACGT/AATT spacer DNA. The E2-DNA complex is shown from four perspectives. The
molecular representations show the E2 homodimer and 18 base pairs of duplex DNA. The
sequences below show the DNA recognition sequences with two different spacers, ACGT
and AATT, which are between consensus half-sites. α1 helices insert into consecutive major
grooves of DNA, where the consensus half-sites are located. The spacer region of DNA lies
between the consensus half-sites, in the region where the minor groove faces E2. The
model shown is from the BPV X-ray crystal structure (PDB ID 2BOP). The protein is
in newcartoon representation and colored by secondary structure; α helices are purple, β
sheets yellow, turns cyan, and loops white. DNA backbone atoms are represented as a gray
ribbon, and all atoms represented as lines. Phosphorus are tan, oxygen red, carbon silver,
and nitrogen blue.



CHAPTER 2

ASSESSING THE CURRENT STATE OF

AMBER FORCE FIELD

MODIFICATIONS

FOR DNA

2.1 Chapter Notes

This chapter has been adapted and submitted as:

R. Galindo-Murillo, J.C. Robertson, M. Zgarbová, J. S̆poner, M. Otyepka, P. Jurec̆ka,

T.E. Cheatham III. Assessing the Current State of AMBER Force Field Modifications for

DNA. J. Chem. Theory Comput., Under Review

R. Galindo-Murillo, J.C. Robertson, and T.E. Cheatham III designed the experiments.

R. Galindo-Murillo ran the simulations. R. Galindo-Murillo and J.C. Robertson performed

the analysis and wrote the manuscript. M. Zgarbová, J. S̆poner, M. Otyepka, and P. Jurec̆ka

revised the manuscript.

2.2 Abstract

Molecular dynamics (MD) simulations have made enormous advances due to the avail-

ability of optimized MD software and access to significant computational power including

GPU multicore computing engines. This has led researchers to routinely extend the sam-

pling time to the microsecond level and beyond. The extended sampling time has allowed the

community to discover deficiencies and overcome problems with the force fields. Accuracy

of the force fields is a key component, along with sampling, towards being able to generate

accurate and stable structures of biopolymers. The AMBER force field for nucleic acids has

been used extensively since the 1990s and multiple artifacts have been discovered, corrected,

and reassessed by different research groups. We present a direct comparison of two of the

most recent and state of the art AMBER force field modifications, bsc1 and OL15, that

focus on accurate modeling of double-stranded DNA. After extensive MD simulations with

five test cases and two different water models, we conclude that both modifications are a
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remarkable improvement over the previous bsc0 force field. Both force field modifications

show better agreement when compared to experimental structures. To assure convergence,

one of the test systems was simulated using 100 independent MD simulations, each extended

to at least 11 µs, with the independent MD simulations concatenated a single one-millisecond

long trajectory file. The bsc1 and OL15 force fields render average structures that are

less than 1 Å in deviation from the average experimental structures, with only small and

point differences between the two. Any future research involving double-stranded DNA

simulations using the AMBER force field should switch to the bsc1 or OL15 modifications.

2.3 Introduction

The ability to simulate nucleic acids, especially DNA at atomic resolution over biologi-

cally relevant time scales, has led to new insight to the richness and complexity of dynamics

on the submillisecond time scale. The ability to achieve advances in DNA simulations has

been driven by improvements to hardware, simulation methods, and continual development

and optimization of the underlying physical model that describes the system, the force

field. As improvements to force fields are made it is important to understand the strengths

and weaknesses of the models, and evaluate them with simulations that reach well into the

microsecond time scale.

Convergence and reproducibility of the structure and dynamics of the internal portions

of a DNA helix on the 1-5 µs time scale were recently demonstrated [5,16] and microsecond-

length simulations of fully solvated, atomistic duplex DNA are now routine [6, 7], so the

previous limitations of not being able to achieve enough sampling have been eliminated (for

modestly sized systems). This provides an opportunity to focus on developing as accurate

a force field as possible. The efforts of multiple research groups have led to two force fields

that deserve close scrutiny to determine how well each reproduce experimental observables

so that users in the community can determine the best force field to use to suit their

needs. If the past experience serves, it is expected that longer simulations and usage by

a larger community will inevitably uncover further deficiencies in the current force fields:

nevertheless, it is prudent to learn as much about the current models as possible. Even

on the microsecond time scale, simulations reveal limitations of the force fields that can

provide insight into where to focus efforts for even further improvement.

Since the original parm94 force field [49,50], was updated to parm98 [51] and parm99 [52],

the development of new parameters has progressed along two primary paths (Figure 2.1).

One fork follows the efforts led by the group at the Barcelona Supercomputing Center (BSC).
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The bsc0 [20] modifications published in 2007 improved upon parm99 by updating the α and

γ dihedrals. This corrected α overpopulated in g+ and γ overpopulated in t conformations.

The most recent bsc1 [21] force field developed by this group, released in 2015, includes

the bsc0 modifications and additional modifications to the sugar pucker, the χ glycosidic

torsion, and the ε and ζ dihedrals. The other fork follows the collective work from research

groups in Czech Republic, and include ”OL” in the name based on the territory of Olomouc

in the Czech Republic, where these parameters were generated. The number represents

the version for that particular parameter, for example, χOL4 represents the 4th version

for the χ dihedral. Development along this path progressed in an incremental fashion as

improvements from parm99 were made to the χ glycosidic torsion with χOL4 [53]. The next

OL improvements came when updates were made to the ε and ζ dihedrals [23]. At this point,

AMBER15 was released and the recommended DNA force field was the combination bsc0

+ χOL4 + ε/ζOL1. These parameters resulted in improvements over bsc0 by increasing

populations of BII, increasing twist, and reducing major groove width. Since then, the β

dihedral has been reparameterized to improve Z1 and ZII substates in Z-DNA and the new

ff-nucleic-OL15 parameter set, a combination of parm99 + bsc0 + χOL4 + ε/ζOL1 + βOL1,

has been released [24]. The OL15 version thus represents, compared to the original 1995

Cornell et al. force field [49], a complete one-dimensional (uncoupled) reparameterization

of all the DNA dihedral backbone potentials and may reach the accuracy limits obtainable

by tuning the dihedral parameters of the Cornell et al. parameters.

We present an exhaustive comparison using relatively long time scale MD simulations

of recent AMBER force field modifications developed to improve the accuracy of molecular

dynamics simulations of double-stranded DNA. The systems tested include two with solu-

tion NMR reference structures, which allows comparison to experiment. The two latest,

and most advanced versions of the force field, bsc1 and ff-nucleic-OL15, inspired these

in-depth comparisons. The different approaches to developing the force fields, and the

resulting parameter sets, demonstrate that an accurate force field is a difficult problem

to solve. The updated parameters do show improvement over previous versions and, in

general, demonstrate increased agreement with experiment. Nucleic acids and protein

simulations are routinely performed in explicit solvent, mainly the TIP3P [54], SPC/E [55]

and TIP4P/Ewald [56] water models. The Optimal Point Charge ”OPC” water model

developed in 2014 [57] has been shown to optimize simulations for certain systems [58]. This

model was parameterized to capture the charge asymmetry of a water molecule, and indeed,

it shows improvement in simulating bulk water properties [59]. We included the force field
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comparison with the commonly used TIP3P water model and the OPC water model and

detected a slight overall improvement in all of the tested systems when using OPC, although,

with a considerable hit in the simulation speed (∼30% slower). Our extended simulations

(around 7 ms of combined sampling time on 5 tested systems) confirm improvements of

simulated DNA with both bsc1 and OL15 force fields when compared to high-resolution

experimental X-ray structures and NMR spectroscopy structures. Both bsc1 and OL15

perform in a remarkable similar way and only very detailed, point differences were detected.

2.4 Methods

The systems considered to evaluate the different force field modifications are presented

in Table 2.1. All systems were modeled using three different force fields: the current

parm99 with the bsc0 correction (referred as bsc0), the recent bsc1, and the OL15

(combination of ff99bsc0 with modifications ε/ζOL1, χOL4 and βOL1). Additionally, we

include information on simulations of the test systems using the ε/ζOL1χOL4 (without

the β dihedral adjustment Table 2.2) modifications, which has been in use since 2013 by

a large community of users who may want to better understand the implications for their

unpublished work of the force field comparisons.

Crystallographic water molecules and counter ions were removed in each case. This

starting structure was then solvated with either the TIP3P [54] or the OPC [57] water

model in a truncated octahedral box using a 10 Å buffer distance between the solute and

the edges of the box. Sodium counter ions were added to neutralize the charge using

the Joung-Cheatham [60, 61] model and an excess of NaCl was added to achieve a final

concentration of ∼200 mM. Ten individual copies were created for systems 1SK5, 3GGI,

and 1I0T, each copy with a total simulation time of 11 µs. For systems 1BNA and 1FZX, 100

individual copies were built, each copy with a total simulation time of 11 µs for 1BNA and

6 µs for 1FZX.. In all copies of each system, the ions were randomized using CPPTRAJ:

a random water molecule was swapped for an ion at least 4.0 Å from each other and

no closer than 6 Å from solute atoms. Initial equilibration for each copy was achieved

using incremental minimization steps where the solute was remained fixed with a harmonic

restraint of 5 kcal/mol−Å2 for 1 ns. This restraint was decreased in subsequent 1 ns long

simulations until the full system was unrestrained. Equilibration was performed using a

time step value of 0.001 fs. Production simulations were run in the NTP ensemble at 300K

using Langevin dynamics for temperature control [62, 63]. The SHAKE methodology was

used to restrain hydrogen atoms (tolerance of 0.0000001). Hydrogen mass repartitioning was
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used in all simulations allowing a time step of 0.004 ps [13]. Periodic boundary conditions

were used and long-range electrostatics were treated using the Ewald methodology with

a cutoff value of 10 Å and default parameters [64, 65]. Aggregated trajectories used to

perform the analysis were created deleting the first 1000 ns of sampling time for each

copy and concatenating the remaining frames into a single trajectory file. Example of the

CPPTRAJ analysis script for the DDD system is available in the supporting information.

In addition to the scripts in the Supporting Information, the topologies, the raw (solvent

and ion stripped and aggregated) trajectories, and all of the analysis files are available for

download at http://www.amber.utah.edu/FF-DNA-bsc1-OL15/.

All simulations were performed using the CPU and GPU version of pmemd as available in

Amber14 [6,7,66–68]. Analysis was performed using CPPTRAJ v16 [69] and Curves+ [70].

Molecular graphics were rendered in VMD [71] and principal component pseudo-trajectories

visualized with the help of the Normal Mode Wizard plugin [72]. An example of the

CPPTRAJ analysis script for the DDD system is shown below.

#

# Example for the d(CGCGAATTCGCG) DNA structure (12 base pairs)

# Input the simulation topology and simulation trajectory file (NETcdf format)

# Input reference PDB (downloaded from the PDB for each system)

# Read RMSd using the reference for each frame,

# including all residues, no hydrogens

# Read RMSd using the reference for each frame,

# only internal base pairs, no hydrogens

# Calculate atomic fluctuations

#

parm vacuo.prmtop

trajin aggregate.nc 1 last 10

check @N1,N2,P,OP1,OP2,C1′,C2′,C3′,C4′,O3′,O4′ skipbadframes silent

reference ddd-nmr-average.pdb

rms reference :1-24&!@H= out data/rms ref.dat time 200

rms reference :3-10,15-22&!@H= out data/rms ref-internal.dat time 20

atomicfluct out data/fluct byatom bfactor.dat :1-24 bfactor

atomicfluct out data/fluct byres bfactor.dat :1-24 byres bfactor

atomicfluct out data/fluct byatom.dat :1-24
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atomicfluct out data/fluct byres.dat :1-24 byres

#

# Calculate interhelical and intrahelical parameters,

# internal base pairs only, using the

# NAStruct command, output to files inside data folder.

#

nastruct NA1 reference resrange 3-10,15-22

run

writedata data/major.dat NA1[major]

writedata data/minor.dat NA1[minor]

writedata data/helical-twist.dat NA1[htwist]

writedata data/helical-inclination.dat NA1[incl]

writedata data/hb.dat NA1[hb]

writedata data/shear.dat NA1[shear]

writedata data/buckle.dat NA1[buckle]

writedata data/stretch.dat NA1[stretch]

writedata data/stagger.dat NA1[stagger]

writedata data/prop.dat NA1[prop]

writedata data/opening.dat NA1[open]

writedata data/shift.dat NA1[shift]

writedata data/tilt.dat NA1[tilt]

writedata data/slide.dat NA1[slide]

writedata data/rise.dat NA1[rise]

writedata data/roll.dat NA1[roll]

writedata data/twist.dat NA1[twist]

2.5 Results and Discussion

2.5.1 DDD

The Drew-Dickerson dodecamer (DDD) is the defacto benchmark system regarding B-

form DNA duplex structure and dynamics due to the availability of very high-resolution

NMR data in the solution phase, and therefore DDD was commonly studied as new force

field parameters were developed and optimized [20,21,23,24,53].

The root-mean-square-deviation of the eight internal base pairs of the DDD sequence

(neglecting the two terminal base pairs on each end that tend to fray on the microsecond
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time scale), using the NMR structure as a reference and compared to converged average

structures from the MD simulations, shows that in general both bsc1 and OL15 have root-

mean-square-deviation (RMSD) values that are closer to the reference structure than bsc0.

This was true for both water models (Figure 2.2 and Table 2.3). The sub 1 Å deviation

in all cases is remarkable, especially considering that the instantaneous deviations on the

nanosecond time scale are considerably larger. Visual inspection of the trajectory files show

stable duplex structures throughout the entire simulation time, and consistent with previous

MD simulation reports, the observation of transient fraying evens of the first and second base

pairs on either side of the DNA chain. These fraying events are present in the short-lived

bumps in the RMSD plots [5] and have been well characterized [30]. As noted previously,

terminal base pair fraying can cause long-lived noncanonical structure conformation that

affects the end results (See, e.g., Figure 6 of [23] and references [30] and [73]). The amount

of fraying (separation of strands) for each force field modification was calculated based on

the average number of Watson-Crick (WC) bonds between base pairs (Figure 2.2B). From

the figure we can see that the internal section of AATT residues show a steady count of 2

WC bonds and that G4C21 and C9G16 base pairs average three WC hydrogen bonds. This

is consistent for the three force fields and expected based on low RMSD values and visual

inspection showing stable duplexes. Maintenance of the internal base pairs is expected

since internal base pair opening times are on the order milliseconds. The terminal base

pairs, however, show decreased average WC hydrogen bonds, instead of a canonical value of

three. This is caused by multiple fraying events that break canonical hydrogen bonds and

lead to distorted conformations such as trans WC/sugar edge, stacked, and so forth. [30].

Although fraying is more frequent with bsc0 and least frequent in bsc1, it is difficult to

ascribe less frequent terminal base pair opening to ”better” behavior since the characteristics

and frequency of terminal base pair openings are not well characterized on these rapid time

scales. As fraying tends to distort the canonical structure, for MD simulations on time scales

that are currently routine (ns to µs), better representation of the expected structure can

be expected from simulations that fray less. The fraying frequency trend with the various

force fields is observed regardless of the water model applied. However, for the TIP3P water

model, more variation is detected even up into the third base pair from each end of the

DNA. As this affects the overall structure (in the absence of more complete sampling) of

the backbone and the base pairing, perhaps simulations with OPC may be recommended

in shorter simulations, however, this is a tradeoff due to the increased costs. The best

method would be to run the MD simulations to sufficient length to converge the structure
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and dynamics, which if not possible choose the force field and water model appropriate to

the resources or consider inhibiting terminal base pair fraying through application of weak

WC base pair restraints on the termini.

The root-mean-square-fluctuations (RMSF) representing the fluctuations above the av-

erage structure for each tested force field are presented in Figure 2.2C, and show nearly

complete agreement for the inner base steps. A small increase in atomic fluctuation is

detected for the bsc0 force field at the terminal base pairs, which is in agreement with the

measurement of WC bonds for each base pair (as previously discussed). The more frequent

fraying events present when using the TIP3P water model for both bsc1 and OL15 could

partially explain why the simulations using OPC present an overall better agreement when

compared to experimental structures. Overall, the structures look extremely similar when

compared with the NMR experimental reference. The RMSD difference using only the

heavy atoms and the eight internal base pairs are 0.74 Å, 0.52 Å, and 0.42 Å(TIP3P)

and 0.69 Å, 0.50 Å, and 0.37 Å(OPC) for bsc0, bsc1, and OL15, respectively. These

sub 1 Å deviations are remarkable considering the absence of experimental restraints. An

overlay of these average structures is presented in Figure 2.3. A detail of dA6 with the four

structures (NMR reference, bsc0, bsc1, and OL15) shows strong similarity to the reference.

We notice that the bsc1 and OL15 structures are very similar and are overall closer to the

experimental structures. Average values for structural, inter, and intra helical properties

from our simulations using bsc0 and the optimized bsc1, and OL15 force fields using two

water models for the DDD are presented alongside NMR and X-ray reference values in

Table 2.3. Overall, and as already suggested by the RMSD plot, both bsc1 and OL15 force

field modifications generate structures that are in a better agreement with experimental

structural properties than the earlier bsc0 force field. The most notable differences from

the experimental values are observed in the twist, propeller, and groove widths.

Underestimation of the twist value has been a concern since the Cornell et al. conception

of the AMBER DNA force field and its posterior bsc0 modification [74]. The helical twist

values predicted by both bsc1 and OL15 are on average closer to the observed experimental

values (NMR and X-ray average value of 34.9◦). Helical twist of the eight internal base

pairs shows better agreement for OL15 in TIP3P with a value of 35.2◦ and 35.6◦ for the

bsc1 modification. Regardless of the water model, and despite these small differences, both

force field modifications represent improvement over bsc0 of the helical twist structural

parameter of DNA. Base step detail of the twist value provides further information (Figure

2.4). The data shows that bsc0 is consistently off in almost every step compared to both
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bsc1 and OL15. Symmetrical behavior of the per-base step twist value around the central

step is seen, characteristic of a palindromic sequence. This symmetrical feature is obtained

only in a fully converged ensemble of simulations as presented on this work. CpG steps

are underestimated by bsc1, and overestimated by OL15 regardless of water model used,

but closer to the reference value in both cases compared to bsc0. GpA base steps stand

in very good agreement in both force fields, especially in the OPC water model where the

values are less than 0.3◦ of the reference value. The same behavior is seen in ApA base step

where the values for bsc1 and OL15 for OPC are off by 0.6◦ and 0.9◦, respectively. For the

ApT base step the bsc1 modification has a value of 33.1◦ and OL15 of 33.0◦ with TIP3P

(OPC is 32.8◦ and 32.7◦, respectively), which makes them essentially identical, yet below

the NMR experimental value of 34.6◦. Propeller twist in the DDD system is consistently

off by ∼5◦ for OL15 and ∼7◦ for bsc1 (assuming the NMR reference value, Table 2.3). A

per base pair comparison shows a general overestimation (Figure 2.4), especially for base

pairs near the end of the DNA chain. The high propeller twist near the termini is likely due

to fraying effects influencing the structure and modifying the base pairing. Improvement is

also obtained in both grooves with differences of ∼0.1-0.5Å for bsc1 and OL15, regardless

of water model used. This is expected after the improvements on the majority of helical

parameters. Plots showing all of the DDD structural parameters are in Figures 2.5, 2.6,

2.7, and 2.8.

Backbone dihedrals distributions for DDD are displayed in Figure 2.9. Close agreement

with the experimental value, and between the compared force fields, is observed for α and γ

dihedrals. The OL15 modifications that are centered on ε/ζ, χ, and β dihedrals appear to

have reduced completley a low trans population in the γ dihedral, evident in bsc0 and bsc1

(in a very low population, however). The bsc1 modification for the β dihedral is in good

agreement with the NMR value of 173◦ and shows an increased population close to 60◦ in

comparison with bsc0. The β dihedral representation for OL15 is also in good agreement

with the experimental value and displays the low population at ∼130◦ which was observed

in previous work13 and aids in the BI/BII substate balance [75]. The δ dihedral, which is

part of the furanose ring, presents improvement over the earlier bsc0 version in both bsc1

and OL15 although slightly over estimated by 5◦ and 8◦, respectively. Good agreement

with experimental values is also detected in the ε/ζ dihedrals for bsc1 and OL15, and the

later shows increased populations in the g- region for ε and t for ζ, which corresponds to an

increased percentage of the DNA BII state. The fraction of the ensemble in the BII substate

was calculated by taking the ε - ζ difference, frames that had ε - ζ > 0 were considered to
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be in the BII state. The fraction of BII populations for the DDD systems is shown in Table

2.4 and displays an almost identical increment of BII population for both bsc1 and OL15 in

both water models used. Per base step analysis (Figure 2.10) shows similar BII estimates

for OL15 and bsc1. Improvements over bsc0 at the CpG and GpC steps at both ends of

the DDD are evident although under representation of the central AT, TT, and TC is still

present in both bsc1 and OL15.

To directly compare the modes of motion present in the simulations, principal component

analysis (PCA) over all heavy atoms of each trajectory was calculated and is shown in Figure

2.11. The combined PC analysis consisted of calculating the covariance matrix from both

trajectories of the two force fields being compared (an example of a CPPTRAJ analysis

script can be found in reference [76]). This technique provides insight into the collective

dynamics that are sampled during a simulation and is able to rank the contribution of

each mode of motion [16]. Each of the histograms represent the projection of an individual

mode of motion for each force field tested. For clarity, only the first three projections of

the principal components are shown. These three projections contribute with ∼80% of

the eigenvalue, and hence ∼80% of the overall motion of the system. Trajectories that

explore equivalent dynamical processes will have overlapping PC projections. The best

overlap for TIP3P systems is observed with bsc1 and OL15, which is expected since bsc1

and OL15 consist of newer and updated parameters, and based on the agreement with

average properties shown in Table 2.3. However, the poor overlap between bsc0/bsc1 and

bsc0/OL15 projections, led us to explore the principal modes in the individual force field

trajectories and compare the top modes through visualizing the pseudo trajectories. We

found that the top mode for each force field was twisting. Bsc0 and bsc1 showed agreement

with the second mode, bending toward the major groove (asymmetric bend), while this

motion was the third ranked mode for OL15. Again, bsc0 and bsc1 exhibited agreement

with the third mode, another bending mode, but more symmetric than the previous bending.

OL15 demonstrated this mode as well, but it was the second-ranked mode rather than the

third. The eigenvalue fractions for the twisting mode were 0.39, 0.35, and 0.40; for the

asymmetric bend the fractions were 0.21, 0.21, and 0.16; the symmetric bending mode

eigenvalue fractions were 0.19, 0.19, and 0.22 for bsc0, bsc1, and OL15, respectively. The

top three modes showed near equivalent dynamics in the three fore fields but the ranking

of the bending modes differed between OL15 and the other parameter sets.

Additional systems considered to assess the performance between bsc0, bsc1, and OL15

were chosen mainly to evaluate the capacity of these force field modifications in their ability
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to reproduce experimental data, hence, we used DNA structures with the highest resolution

available from the Protein Data Bank. It is important to mention that known artifacts occur

in X-ray crystallography data mainly due to crystal packing, causing small but noticeable

variations in the conformation; with that in mind, we also included the 1FZX model which

was obtained by NMR spectroscopy. In the same way as the DDD NMR structure already

mentioned, we calculated an average structure from the 10 submitted conformers available

in the PDB and used this average structure as a reference. RMSD histograms of each of

the tested systems is shown in Figure 2.12. Overall, and as previously detected with the

DDD analysis, both bsc1 and OL15 have lower RMSD values, which translate to a better

agreement on the reference experimental structure.

2.5.2 1FZX

For the case of the 1FZX system (NMR structure), both bsc1 and OL15 are within 1.3

(TIP3P) and 1.2 (OPC) Å from the reference structure and 0.5 Å between the two force

field modifications. Although the agreement with experiment appears not as good as with

the high-resolution DDD structure, this could be due to the fact that the 1NAJ DDD PDB

structure was solved with considerably more NMR RDC and 31P chemical shift anisotropy

restraints and is arguably a higher resolution structure. With the 1FZX system, the OPC

water model increases the performance of the bsc0, which is now close to bsc1 (Figure 2.12).

This appears to be caused by increased twist values in the central base pairs, effectively

reducing the population of structures over an RMSD value of ∼2 Å. Propeller twist does

not appear to be as influenced by the OPC water model as the helical twist (Figure 2.13).

As previously discussed in the DDD case, it has been observed an underestimation of the

population of BII state with bsc0. This DNA substate is increased considerable in a similar

fashion for bsc1 and OL15 (Table 2.5). Structural properties for 1FZX can be found in

Figures 2.14, 2.15, 2.16, and 2.17.

2.5.3 1SK5

The 1SK5 system, bsc1, and OL15 are within ∼1.4-1.6 Å from the reference regardless

of water model, although the OPC simulations reduced considerably the population of

structures with an RMSD of ∼3.5 Å for bsc1, effectively reducing the difference between

bsc1 and OL15 to less than 0.2 Å (Figure 2.12). Twist value shows improvement over bsc0

for TT and AA steps and an over estimation of TA base steps of ∼4◦. Propeller twist is

not improved by bsc1 (Figure 2.13) and shows underestimation of TA and AT base pairs

(in both water models). Bsc0 and OL15 render values very close to each other and an also
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a general underestimation. Structural properties for 1SK5 can be found in Figures 2.18,

2.19, 2.20, and 2.21 as well as Table 2.6.

2.5.4 3GGI

The 3GGI system is also benefited by bsc1 and OL15 although not as much as the

previously mentioned systems. The RMSD values for bsc1 and OL15 with respect to the

experimental structure shows values of ∼3.8-4.1 Å for TIP3P and ∼3.8-4.1 Å for OPC

(Figure 2.12). Bsc0 shows maximum population on 4.4 and 4.3, respectively, with a broader

histogram profile, which translates in a higher appearance of structures with RMSD values

higher than 4.3 Å. Twist is underpopulated in bsc0 as previously discussed with both bsc1

and OL15 in a better overall agreement with experiment. GG and GC steps are off by ∼5◦

in both cases and with both water models (Figure 2.13). Propeller, on the other hand,

is slightly over represented by bsc1 and under represented by OL15, still both force field

modification are within ∼2◦ of the observed experimental value in each base pair. BII

population is almost without change with OL15 showing a slight increased fraction (Table

2.7). Structural properties for 3GGI can be found in Figures 2.22, 2.23, 2.24, and 2.25.

2.5.5 1I0T

The last system we included in the analysis is the peculiar Z-DNA structure 1I0T,

which is notoriously difficult for simulations. In this particular case, the OL15 modification

performs in a more adequate manner than bsc1. RMSD values on the performance of the

modified force fields on this structure show modest improvement (Figure 2.12). OL15 shows

increased population close to the 3.2 Å value followed by bsc0 in the same region, although

with a ∼1% less population. A maximum of 3.3 is present for the bsc1 force field. Between

water models, OPC reduced a very small population of structures within 3.8 Å for the bsc1

force field but little to none influence besides that. The twist values are in good agreement

with the experimental reference, showing a difference of ∼2◦ for the central CG/GC step

(Figure 2.13), which is not the case with propeller twist. The internal CG and GC values

are off by ∼5-6◦ for the three tested force fields, which helps explain the high RMSD

values observed before. One of the main goals of the last torsion adjustment for the OL15

(βOL1) was to influence the ZI/ZII equilibrium [24]. Values for these different substates

are presented in Table 2.8. The OL15 generates a significant increase in ZI population

compared to bsc0, while bsc1 performs poorly with the Z-DNA system. This indicates

that the β refinement that is entirely absent in bsc1 may significantly improve description

of some noncanonical DNAs and may be potentially important for deformed structures.
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Structural properties for 1I0T can be found in Figures 2.26, 2.27, 2.28, and 2.29

2.6 Conclusion

We assessed the performance of two recent modifications to the AMBER force field,

designed to enhance the representation of double-stranded DNA. The individual modifica-

tions (bsc1 and OL15) reviewed here increase the overall performance of DNA simulations,

and are to be considered a general force field for most of the DNA systems. It is then

important to have a direct comparison of these two force fields aimed to enhance the

ability to simulate DNA and be confident that the rendered simulations are adequate for

research. No force field is perfect and, as experience over the years has suggested, we doubt

that there will be a universal force field capable of representing the enormous structural

diversity of biopolymers. Inclusion of polarization terms that allow the representation of the

dynamic redistribution of electronic charge over time could lead to a more universal force

field but still lack the computational efficiency of the nonpolarizable potential [77]. This

work concludes that both OL15 and bsc1 force field modifications increase the accuracy of

representing averaged structures of DNA compared to the earlier models (or, as we would

like to comment; they are both less wrong). It is recommended that users switch to either

bsc1 or OL15 force field for molecular dynamics simulations of DNA with the AMBER force

field. Moreover, we would like to stress that bsc1 and OL15 render such similar structures

that the difference for the majority of parameters measured are judged within tenths of

an angstrom or tenths of a degree. This makes structural comparisons complicated since

measuring nucleic acids properties depends heavily on the used reference system (global vs.

helical axis) and the software used (Curves vs. 3DNA, to name the most common). These

individual differences are to be taken into consideration when a particular research problem

is planned to take advantage of the strength and weakness of either bsc1 or OL15 to better

suit the simulations.
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Table 2.2: Average structural parameters for the DDD system with εζOL1χOL4 parameters.
The two terminal base pairs on each side of the DDD were excluded for the average
value calculation. NMR and X-ray values obtained from Reference [78,79]. RMSD values
calculated using an average structure over 10 µs of simulation time.

TIP3P OPC

Property of NMR X-ray bsc0εζOL1χOL4

Interest Avg Std Dev Avg Std Dev Avg Std Dev Avg Std Dev

Shear (Å) 0.0 0.2 0.1 0.2 0.0 0.1 0.0 0.1
Stretch (Å) -0.3 0.1 -0.2 0.1 0.0 0.0 0.0 0.0
Stagger (Å) -0.1 0.1 0.1 0.2 0.0 0.1 0.0 0.1
Buckle (◦) 0.0 2.9 0.2 5.9 0.0 3.7 0.0 4.0

Propeller (◦) -17.6 3.9 13.3 5.6 12.4 6.4 12.1 6.0
Opening (◦) -1.1 1.2 1.3 3.4 0.2 0.5 0.2 0.6

Shift (Å) 0.0 0.3 0.0 0.3 0.0 0.3 0.0 0.2
Tilt (◦) 0.0 1.1 0.3 2.5 0.0 2.0 0.0 1.8

Slide (Å) -0.2 0.2 0.1 0.5 -0.1 0.4 -0.2 0.3
Rise (Å) 3.2 0.2 3.3 0.1 3.3 0.0 3.3 0.0
Roll (◦) 3.0 3.5 2.0 3.2 3.3 2.5 2.4 2.9

Twist (◦) 35.7 1.9 34.2 5.2 35.3 1.3 35.7 1.4
X-disp (Å) -0.8 0.3 -0.2 0.5 -0.7 0.3 -0.7 0.2
Y-disp (Å) 0.0 0.4 0.1 0.9 0.0 0.4 0.0 0.3

Hel. Rise (Å) 3.2 0.1 3.3 0.1 3.3 0.0 3.3 0.0
Hel. Incl. (◦) 5.0 5.9 4.0 6.7 5.5 4.2 4.1 4.8

Tip (◦) 0.0 1.9 -0.7 4.7 0.0 3.2 0.0 2.8
Hel.Twist (◦) 36.0 1.7 34.6 4.8 36.3 1.4 36.6 1.5

Maj. Width (Å) 19.6 0.2 19.1 0.5 19.4 0.2 19.5 0.2
Min. Width (Å) 12.2 0.3 12.2 0.3 12.3 0.1 12.3 0.1

Pucker (◦) 137.1 14.2 129.5 26.7 148.1 11.2 147.9 11.0
α (◦) 298.8 6.2 299.2 6.6 290.1 3.3 291.1 3.5
β (◦) 172.4 4.9 175.7 10.4 170.6 4.2 171.8 4.2
γ (◦) 50.3 4.9 56.5 7.3 54.4 1.8 54.1 1.7
δ (◦) 126.7 9.0 122.8 19.6 131.0 5.8 130.7 6.0
ε (◦) 188.5 5.2 190.4 27.4 194.5 12.7 191.3 12.0
ζ (◦) 257.1 12.0 251.3 37.6 249.4 15.9 251.4 14.4
χ (◦) 249.2 7.9 243.9 14.7 250.4 5.0 249.9 4.7
BII % N/A N/A N/A N/A 12.7 16.2

RMSD all (Å) N/A N/A N/A N/A 1.9 0.4 1.9 0.3
RMSD int. (Å) N/A N/A N/A N/A 1.2 0.2 1.1 0.2
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(Å
)

1
9
.6

1
.2

1
9
.1

0
.5

1
9
.9

0
.2

1
9
.3

0
.2

1
9
.5

0
.2

2
0
.0

0
.2

1
9
.4

0
.2

1
9
.6

0
.2

M
in

.
W

id
th

(Å
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Table 2.4: Comparison of average BII fraction
from simulations. Because 1I0T is Z-DNA, the
1I0T values are for ZI rather than BII.

TIP3P OPC

bsc0 bsc1 ol15 bsc0 bsc1 ol15

DDD 0.13 0.22 0.24 0.11 0.22 0.21
1FZX 0.09 0.17 0.18 0.08 0.16 0.15
1SK5 0.15 0.17 0.20 0.11 0.15 0.18
3GGI 0.20 0.21 0.28 0.15 0.22 0.27

ZI

1I0T 0.29 0.08 0.79 0.25 0.06 0.80
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(Å
)

0
.0

0
.1

0
.0

0
.1

0
.0

0
.1

0
.0

0
.1

0
.0

0
.1

0
.0

0
.1

0
.0

0
.1

S
tr

et
ch

(Å
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(Å
)

1
9
.1

0
.4

1
7
.9

1
.0

1
9
.3

0
.1

1
8
.1

0
.3

1
8
.0

0
.7

1
9
.4

0
.1

1
9
.5

0
.1

M
in

.
W

id
th

(Å
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Figure 2.1: Recent history of force field development in AMBER. Historic
flowchart of the two main forks of the AMBER force field development for
DNA. The combination of parameter modifications that now comprise OL15
is highlighted in green. The parm99bsc0χOL3 is also shown because it was an
important improvement to the RNA force field.
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Figure 2.2: DDD RMSDs, average WC hydrogen bonding, and
RMSFs. a) Running average of the root-mean-square-deviation
and histogram plots for the DDD system. The first and second
base pairs at each end of the DNA sequence are not included in
the calculation. Top plot is using the TIP3P water model, bottom
is with OPC water model. RMSD measurements were made
using the average structure from the 1NAJ NMR as a reference.
The raw RMSD data is shown in gray in light gray, running
average using 500 frames. b) The average amount of Watson-Crick
hydrogen bonds for each base pair in the DDD system using the full
aggregated trajectory. Error bars represent standard deviations.
c) Atomic fluctuations for each force filed modification using the
aggregated trajectories.
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Figure 2.3: Comparison of average structures extracted from the full aggregated trajectory
of DDD. The detail represents D6 (licorice in the full helix) in wire representation.
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Figure 2.4: DDD twist and propeller values. a) Twist values for the seven internal
base pair steps. b) Propeller values at each base pair for the internal 8 bp of DDD. MD
simulations using the different force field modifications are compared with the experimental
NMR structure (dotted-line). The entire aggregated trajectory (1 ms) was used. The two
terminal base pairs at each end were excluded from the analysis.
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Figure 2.5: DDD base pair parameters. Each property was calculated using the CPPTRAJ
implementation of 3DNA.



35

Figure 2.6: DDD base pair step parameters. Each property was calculated using the
CPPTRAJ implementation of 3DNA.
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Figure 2.7: DDD helical parameters. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.8: DDD groove widths. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.9: DDD dihedral histograms. Populations of the six dihedrals of DDD using the
full aggregated trajectory. Only the inner 8 base pairs were included for analysis. The black
line corresponds to bsc0, bsc1 is blue, and ol15 is red. The X-ray and NMR reference values
are shown as vertical lines (gray and black, respectively).
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Figure 2.10: DDD BII populations per base pair step. Comparison of the
BII fraction for each of the internal 8 base pair steps for DDD. Bsc0 (black),
bsc1 (blue), and ol15 (red) is shown with NMR data (green is Tian et. al. [37],
maroon is from Schwieters and Clore [36])
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Figure 2.11: DDD PCA histograms. Principal component analysis projections for the
eight internal base pairs of the DDD simulations.
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Figure 2.12: RMSD histograms for 1FZX, 1I0T, 1SK5, and 3GGI. Values were calculated
using the full aggregated trajectories. The RMSDs were calculated with the experimental
X-ray or NMR structures as reference.



42

Figure 2.13: Twist and propeller values for 1FZX, 1I0T, 1SK5, and 3GGI. TIP3P and
OPC are left and right column, respectively. The black dashed lines are the X-ray (and
NMR for 1FZX) reference values. Black is bsc0, blue is bsc1, and red is ol15.
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Figure 2.14: 1FZX base pair parameters. Each property was calculated using the
CPPTRAJ implementation of 3DNA.
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Figure 2.15: 1FZX base pair step parameters. Each property was calculated using the
CPPTRAJ implementation of 3DNA.
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Figure 2.16: 1FZX helical parameters. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.17: 1FZX groove widths. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.18: 1SK5 base pair parameters. Each property was calculated using the
CPPTRAJ implementation of 3DNA.
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Figure 2.19: 1SK5 base pair step parameters. Each property was calculated using the
CPPTRAJ implementation of 3DNA.
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Figure 2.20: 1SK5 helical parameters. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.21: 1SK5 groove widths. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.22: 3GGI base pair parameters. Each property was calculated using the
CPPTRAJ implementation of 3DNA.
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Figure 2.23: 3GGI base pair step parameters. Each property was calculated using the
CPPTRAJ implementation of 3DNA.
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Figure 2.24: 3GGI helical parameters. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.25: 3GGI groove widths. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.26: 1I0T base pair parameters. Each property was calculated using the CPP-
TRAJ implementation of 3DNA.
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Figure 2.27: 1I0T base pair step parameters. Each property was calculated using the
CPPTRAJ implementation of 3DNA.



57

Figure 2.28: 1I0T helical parameters. Each property was calculated using the CPPTRAJ
implementation of 3DNA.
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Figure 2.29: 1I0T groove widths. Each property was calculated using the CPPTRAJ
implementation of 3DNA.



CHAPTER 3

DNA BACKBONE BI/BII DISTRIBUTION

AND DYNAMICS IN E2 PROTEIN-

BOUND ENVIRONMENT DE-

TERMINED BY MOLECULAR

DYNAMICS SIMULATIONS

3.1 Chapter Notes

This chapter was adapted with permission from:

James C. Robertson and Thomas E. Cheatham III. DNA Backbone BI/BII Distribution

and Dynamics in E2 Protein-Bound Environment Determined by Molecular Dynamics

Simulations J. Phys. Chem. B, 2015, 119 (44) 14111-14119. Copyright 2015 American

Chemical Society

J.C. Robertson and T.E. Cheatham III designed the experiments. J.C. Robertson ran

the simulations, performed the analysis and wrote the manuscript. T.E. Cheatham III

revised the manuscript.

3.2 Abstract

BI and BII conformational substates in the DNA backbone typify canonical B-form

DNA. The BI and BII substates are important for structural variation of DNA and have

been implicated in protein-nucleic acid recognition mechanisms. Recent refinements have

been made to nucleic acid force fields employed in molecular dynamics simulations that

demonstrate a better ability to model the BI and BII states, leading to overall improved

modeling of DNA structure and dynamics. These force field improvements have yet to be

significantly demonstrated in the context of a protein-DNA system extended to long time

scales. Our plan was to run molecular dynamics simulations of a well-studied protein-DNA

system (E2-DNA) into the microsecond time scale and determine the ability of the force field

to populate BII states in the DNA backbone consistent with dinucleotide steps crystallized
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in the BII conformation. The results showed that the dinucleotide steps in the E2-DNA

complex with the highest BII populations from simulation trajectories corresponded to the

dinucleotide steps crystallized in the BII state and that decoy BI and BII states converge

to the same results within approximately one microsecond.

3.3 Introduction

Protein-DNA interactions are critical for the control and regulation of cellular function

and are involved in many key aspects of biology, ranging from transcription and trans-

lation to genome repair and packaging. Despite considerable efforts in structural biology

numerous details of the precise structural and dynamic interaction mechanisms between

proteins and DNA remain poorly understood [84–86]. As an adjunct to high-resolution

crystallography, cryo-electron microscopy, and nucleic magnetic resonance spectroscopy,

molecular dynamics (MD) simulations can be a powerful tool to study these interactions.

However, MD approaches have been limited by force fields that did not adequately represent

nucleic acid structure and dynamics, and by insufficient sampling that restricted MD

simulations to tens or hundreds of nanoseconds [87]. Recent improvements to the AMBER

nucleic acid force field have overcome a number of the inadequacies exposed with previous

force fields that, for example, underestimated helical twist, under populated BII backbone

substates, and over-populated gamma = trans, the glycosidic chi in high anti, and particular

epsilon/zeta backbone substates [20, 23, 88]. Now that the force field has been improved

and advances in hardware and software have taken the state of the art in nucleic acid

simulations to routine microsecond-length, [5–7, 16] it is important to determine how well

simulations can reproduce protein-DNA interactions, particularly the DNA backbone BI

and BII substates. As over half of protein-DNA interactions occur through side-chain

interactions with the DNA backbone, and many involve selecting for or inducing different

DNA backbone conformational substates, [89] this underscores the importance of accurate

modeling of DNA backbone structure and dynamics.

The epsilon and zeta torsions in the DNA backbone undergo correlated transitions from

t, g- (BI) to g-, t (BII); also defined as epsilon in the 120-210◦ range and zeta from 235-295◦

range for BI, and epsilon in the 210-300◦ range and zeta 150-210◦ range for BII [34, 35,

38, 90]. Alternatively, epsilon − zeta < 0 for BI and epsilon − zeta > 0 for BII. The

BI/BII rearrangements are associated with changes in helical twist and roll, and changes

in the geometry of the major groove [34, 35, 38, 87, 91–95]. Because of these dynamics and

structural changes − further evidenced by the key role nonspecific contacts play in protein-
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DNA interactions − the hypothesis has emerged that backbone structure and dynamics

play as significant a role in protein-DNA interactions as base specific contacts [84, 85, 96–

98]. Demonstrating that simulations with state of the art force fields, extended into the

microsecond range with multiple copies to show statistical significance and reproducibility,

can faithfully reproduce DNA backbone geometry is important to showing that MD is a

valuable tool in studying protein-DNA interactions on the nanosecond to microsecond time

scale. In this work we demonstrate the E2 protein interacting with its consensus DNA

sequence and focus primarily on characterizing BI/BII substates through the course of the

simulations.

The E2 protein from papillomaviruses contains a DNA binding domain (henceforth

referred to simply as E2) that recognizes ACCN(6)GGT consensus sequences (when N is

any nucleotide) in the upstream regulatory region and acts as the master regulator of

transcription [42, 44, 99–101]. The E2 protein forms a homodimer prior to DNA binding,

and the recognition helices (helix 1) of each monomer insert into the major grooves at

the conserved bases ACC and GGT of the consensus sequence, forming numerous specific

interactions with bases and the DNA backbone [43]. Figure 3.1 shows the full DNA sequence.

In the crystal structure, the noncontacted spacer sequence, GACGTC, lies between the

two recognition half-sites on DNA. This sequence can vary, and there are believed to be

12 unique spacer sequences with various E2 binding affinities, but the GACGTC spacer

sequence was included in the DNA crystallized with E2 by Hegde et al. in 1992. The

E2-DNA system with GACGTC is well suited for studying BI/BII states in simulations for

multiple reasons. A crystal structure [43] shows BII states at four locations (per strand),

which allows us to see how well the force field reproduces this structural preference. The full

DNA sequence is palindromic and the contacts with E2 are at the same locations in each

of the E2 monomers so the results are expected to have symmetry, i.e. it is expected that

BI/BII populations, and all other helical parameters and protein-DNA interactions, in one

strand are identical, or very close to it, in the complimentary strand, providing additional

evidence of reproducibility. Past studies have performed simulations studying BI/BII in

E2-DNA but used force fields that underpopulated BII states, and the simulations were

on time scales below what is required to converge BII populations, as determined in this

study [102, 103]. The results of the previous studies allow us to show progress in the field

due to both improvements in the force fields and also the computational methods that allow

for long time scale sampling.

In this study we start with the native E2-DNA complex and run multiple copies of
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microsecond length unbiased MD to determine whether BII states from the X-ray structure

can be reproduced by simulation, and to determine the time scale required for the BII

populations to converge. In addition, we manipulate the native state to two so-called decoy

states that shift where the BI/BII states are located: decoy1 starts with the backbone

entirely in the BI state, and decoy2 starts with the same number of BII states as the

native state but in alternative positions on the backbone. The native and decoy states are

found to converge to the same BII populations, those that match experiment, within ∼1 µs,

though even at 4 µs are not completely converged. DNA from the E2-DNA complex is also

simulated in the absence of E2, hereafter referred to as free DNA, and the decoy states are

also studied in free DNA. BII populations are found to converge on a shorter time scale and

more completely than the E2-bound DNA, and the BII distributions in free DNA form a

landscape different than that of E2-bound DNA. Essentially, we show that the initial BI/BII

state of the DNA backbone in the protein-DNA complex does not matter, that with about 1

µs of sampling the BII populations converge to the same values, that the dinucleotide steps

in the complex with the highest BII populations correspond to the steps crystallized in the

BII state, and that free DNA and E2-bound DNA populate different BI/BII landscapes.

The importance of BII substates in the E2-DNA recognition and binding mechanism is also

discussed as well as differences in overall dynamics between the E2-bound DNA and free

DNA.

3.4 Methods

3.4.1 Native State Molecular Dynamics Simulations

The coordinates for the E2-DNA complex were taken from PDB entry 2BOP, an X-

ray crystal structure of the bovine papillomavirus E2 DNA-binding domain bound to a

17-mer duplex DNA at 1.7 Å resolution [43]. BIOMT symmetry transformations were per-

formed with the mono2poly.tcl script (http://www.ks.uiuc.edu/Research/vmd/script_

library/scripts/mono2poly/mono2poly.tcl) to generate the biological state from the

single strand structure present in the PDB. The X-ray structure had an unpaired base at

the termini to assist with crystallization. To avoid end-effects which are common at the

termini, especially for isolated bases [5, 16,30], a guanine was built in at the 3′ end of each

DNA strand by editing the PDB file by hand to add the residue name, then the LEaP

program from AmberTools [12] and AMBER residue templates were used to complete the

DNA helix. For free DNA, the E2 protein coordinates were stripped away so that only

DNA remained. The 18-mer DNA duplex sequences for both the free and complex DNA
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was d(CCGACCGACGTCGGTCGG)2.

The models were built with LEaP and parameterized using ff99bsc0 that contains the

ff99 charge set and parmbsc0 α/γ dihedral modifications [20]. The χOL4 chi dihedral

modifications and ε/ζOL1 with epsilon and zeta dihedral modifications were also used (the

DNA parameter set currently recommended by AMBER developers) [22,23]. TIP3P explicit

solvent [54] molecules were added to the periodic, truncated octahedron. Na+ ions with

Joung/Cheatham [60] parameters were added to neutralize the system. The mass of all

solute hydrogen atoms was shifted to 3.024 Da, and the mass of all heavy atoms attached

to hydrogen atoms was adjusted so the total mass of each pair was unchanged. This was

done using HMassRepartition in ParmEd from AmberTools, and this allowed for use of 4

fs integration time step during all dynamics [13].

Minimization, heating, and equilibration were run with PMEMD from AMBER 14 [67].

Structures were first minimized with 1000 steps of steepest descent followed by 1000 steps

of conjugate gradient with 25 kcal/mol−Å2 restraints on all solute atoms. The systems

were then heated from 100 to 300 K over 200 ps, with a weak coupling thermostat using

1.0 ps coupling time [104] at constant pressure of 1 atm. Bonds involving hydrogen

were constrained with SHAKE [105], a nonbonded cutoff of 9 Å was used, and PME was

employed for long-range electrostatics with default parameters. Following heating, a series

of minimization steps with decreasing restraints on solute atoms and equilibration steps with

constant temperature and pressure were performed. Specifically, restraints were decreased

from 5 kcal/mol−Å2 to 1.0 kcal/mol−Å2 over five minimizations, each with 500 steps of

steepest descent followed by 500 steps of conjugate gradient. Restraints for equilibration

steps followed the same scheme as the minimizations; each of these equilibration steps

was 100 ps. Weak distance restraints were placed between terminal base pairs of DNA to

prevent fraying and end effects. These were put in place for the final two equilibration

steps: first with restraint energy of 0.5 kcal/mol for 1000 steps, the second with restraint

energy of 3.0 kcal/mol for 5 ns. Restraints were between N3 of cytosine and the hydrogen

of N1 on guanine, the lower and upper bounds of the square well were set to 1.0 and 3.0 Å

respectively, with parabolic sides to 0 and 999 Å. The weak restraints at the termini were

retained for production. Restraints were used for two reasons. First, dynamics that involve

breaking of Watson-Crick base pairing at the termini are poorly understood in experiment

and accurate modeling with force fields has proved difficult [30]. Second, the E2 protein

binds to the DNA recognition site in a continuous strand of DNA, so we determined it was

important to maintain the duplex, double-helical conformation of DNA as best we could,
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even if it meant applying artificial restraints.

Prior to production, ion positions were randomly swapped with water molecules; ions

were placed at least 4.0 Å from each other, and at least 6 Å from solute atoms. Randomiza-

tion of ions was repeated for each system to create three unique copies. All production runs

were on GPUs using PMEMD.cuda from AMBER 14 and AMBER 15 [12,67]. Production

simulations were run at constant pressure using the Monte Carlo barostat and 1.0 ps pressure

relaxation time. Constant temperature was maintained with Langevin dynamics [63] using

collision frequency of 2 ps−1; random starting velocities were used for all simulations. The

nonbonded cutoff was set to 8.0 Å, and PME with grid spacing of 1 Å was used for calculating

electrostatics. Coordinates were saved every 1000 steps.

3.4.2 Decoy State Molecular Dynamics Simulations

The procedure outlined above for native state systems is identical to that for decoy

systems except additional steps were taken to manipulate the DNA backbone for the decoy

systems prior to production. After equilibration, dihedral restraints were placed on specified

epsilon and zeta dihedrals in DNA. For decoy1, the restraint energy was 1000 kcal/mol and

a square well potential was used to keep all dihedrals within the BI range. The lower and

upper bounds for epsilon were 120 and 210 ◦, while the lower and upper bounds for zeta

were 235 and 295 ◦. Parabolic sides extended a single degree from each bound and were

linear beyond that. The restraints were applied in conditions identical to the equilibration

conditions above, but without positional restraints on the solute, and they were applied for

2500 steps.

Decoy2 was prepared in similar fashion to decoy1, but the restraints were applied so

that epsilon and zeta were in the BII state at steps C2pG3, C5pC6, C12pG13, C14pG15.

Lower and upper bounds for epsilon were 210 and 300 ◦, and 150 to 210 ◦ for zeta. Prior to

production the ions were randomized as described above to create three copies. The decoy

restraints were removed for production, and simulation conditions for both decoy states

were identical to native state.

3.4.3 BI/BII Restraints at C9pG10pT11 Steps

Restraints on epsilon and zeta dihedrals were placed at dinucleotide steps 9 and 10 in

various combinations (discussed in Percent BII Distribution below). The restraints were

placed in the same manner as described above for decoy1 and decoy2 except that the

restraint energy was to 500 kcal/mol. These systems were prepared in similar fashion to

the decoy systems, but the restraints were limited to dinucleotide steps 9 and/or 10. Each



65

system was reproduced to make three copies of each, and each copy was run in production

MD for 80 ns per copy. The overall bend and percent BII were then calculated with Curves+.

3.4.4 Analysis of Trajectories and DNA Structures

CPPTRAJ [69] from AMBER 14 and AMBER 15 was used to analyze all trajectories.

The DNA dihedral angles used to calculate BII substates were obtained using CPPTRAJ.

Percent BII was calculated from dividing the number of frames with epsilon in the range

210-300 ◦ and zeta in the range 150-210 ◦ by the total number of frames, then multiplying by

100. Principal component analysis (PCA) was performed using CPPTRAJ; see refs [?, 69]

for more on PCA. Groove widths, inter− and intrabase pair helical parameters, and bend

were calculated with Curves+ [70]. DNA and E2-DNA structural representations were

generated with VMD [71]. Porcupine plots were created with NMWiz [72], a VMD plugin

for viewing vectors describing molecular motion.

3.5 Results and Discussion

3.5.1 Convergence of Percent BII for Native and
Decoy Simulations

Regardless of the starting position of the BII state, whether it was native, decoy1 or

decoy2, the percent BII at each dinucleotide step converged to the same value for that step in

both free DNA and E2-bound DNA (Figure 3.1). For example, at G3pA4 of the protein-DNA

complex, the native system started in the BII state while decoy1 and decoy2 started in the

BI state, yet by 1 µs all systems had reached 70% BII populations. Convergence on this

time scale was observed across the DNA backbone for both free DNA and E2-bound DNA;

however, the E2-bound DNA did converge slower than free DNA, especially at C9pG10 and

G10pT11, which never converged as completely as free DNA. Figure 3.1B shows convergence

for a single strand; however, the complimentary strand displayed similar trends, and by 1

µs there were no differences between the two strands in free DNA. For E2-bound DNA at

1 µs, there were differences less than 2 percentage points at 15 of 17 dinucleotide steps.

Steps C9pG10 and G10pT11 differed by 10 and 8%, respectively, which was consistent with

the overall poor convergence at these positions in the E2-bound DNA. The free DNA was

extremely well converged by 1 µs, but minor differences were present in the E2-bound

DNA BII populations at C9pG10 and G10pT11 even at 4 µs (Figure 3.2). The additional

degrees of freedom in the protein influenced the dynamics of the DNA so that helical

parameters, in addition to BII populations, were slower to converge (Figures 3.3 and 3.4).

The heterogeneity of the DNA dynamics due to the presence of the protein was also apparent
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by the differences in epsilon and zeta dihedrals measured on average structures of the native

and decoy systems (Figure 3.1C, Tables 3.1 and 3.2). In contrast, there was nearly complete

agreement of the epsilon and zeta values, not simply the percent BII, for free DNA.

The per step percent BII of native and decoys systems was converged by 1 µs for free

DNA and reasonably well converged by 1 µs for E2-bound DNA, demonstrating that epsilon

and zeta dihedrals artificially manipulated to BI or BII beginning states approach the

same BI or BII conformation given sufficient sampling. The percent BII time series is now

considered for native free DNA and E2-bound DNA. Not surprisingly, considering percent

BII convergence of native and decoy systems, dinucleotide steps in free DNA quickly settle

on percent BII values and show little fluctuation over time. This can be seen in Figure 3.5

for steps G3pA4, C9pG10, G10pT11, and C16pG17. E2-bound DNA, however, shows percent

BII values fluctuate over time compared to free DNA. The four steps shown in Figure 3.5

are representative of the behavior of all dinucleotide steps and were chosen for the plot

because of the relatively high percent BII at these positions compared to other steps, and

these are the BII steps found in the reference structure. Regardless of the position of the

backbone in E2-bound DNA, whether it was directly interacting with E2 or not, similar

fluctuations in percent BII over time were observed. For example, step G3pA4 is in close

proximity to the E2-DNA interface while step C16pG17 is on the opposite of the DNA as the

E2-DNA interface. Both steps show percent BII values that fluctuate over time, suggesting

that the overall dynamics of E2-bound DNA with respect to epsilon and zeta are influenced

by E2, not just at the binding interface but at all steps. The E2-DNA complex alters DNA

dynamics leading to longer convergence times for percent BII.

The root-mean-square-deviation (RMSD) of the simulations was quite stable over the

4 µs of sampling per copy (Figure 3.6). This was true for both the free DNA and the

protein-DNA complex. RMSD for the complex was tightly distributed about 2.3 Å, and

RMSD for DNA hovered around 1.9 Å. The conformational variability of the complex due

to E2 was evidenced by calculating RMSD of only the E2 component from the E2-DNA

complex and observing larger jumps in RMSD and less agreement between copies compared

to RMSD for the DNA component from the complex. Visual inspection of the trajectories

confirmed stability and that the E2-DNA complex did not dissociate during the simulations.

3.5.2 Percent BII Distribution

Figure 3.7 shows that BII substates are most favorable in the E2-bound DNA at C1pC2,

G3pA4, C9pG10, G10pT11, and C16pG17. The remaining steps have BII states accessed

through the simulation but with generally less than 10% BII populations, and some with
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effectively no BII population. The steps crystallized in the BII state had the largest BII

populations in the simulations of the E2-DNA complex, implying accurate modeling of

the epsilon and zeta torsions by the force field. The exception to agreement with the

experimental structure is at C1pC2. In the X-ray structure C1 is an unpaired base, a tactic

commonly used in crystallizing protein-DNA complexes, but in simulations the DNA chains

were extended to be fully base-paired duplex DNA for the length of the 18-mer. Though

we cannot compare to experimental data at this step, relatively high BII populations were

predicted.

The major grooves of free DNA that face the E2 binding site are lined with dinucleotide

steps with high BII populations (Figure 3.7A). The G3pA4 step is required for binding,

the C12pG13 step contains the preferred C12 and required G13 bases, and the G13pG14 step

contains bases required for binding. These all have high BII populations in free DNA.

Although these BII populations are shifted in the E2-bound DNA, the flexibility of the

backbone in those positions may play a necessary role in the sequence specific recognition

process. In addition, the elevated BII populations at these positions leads to increased

exposure to the bases and the specific contact points in the major groove, possibly a key

part of the mechanism for protein binding.

Steps C1pC2 and G3pA4 both have elevated BII populations in the E2-DNA complex

relative to free DNA, and both have backbone interactions with conserved E2 residues. The

oxygen OP2 of A4 hydrogen bonds with N336, a residue in the recognition helix shown to be

required for DNA binding [42]. The amine group of N336 interacts with the phosphate and

N7 of A4, while the carboxyl oxygen interacts with the amine group of C5. BII geometry at

G3pA4 allows these simultaneous interactions while a shift to BI would alter the distances

and angles of each interaction, possibly reducing binding affinity. At nearby step C1pC2

arginine 344 interacts with the OP2 of C2 through both the epsilon nitrogen and one from

the guanidinium group. R344 mutants have been shown to be DNA binding defective due

to the hydrogen bonding involved in the direct readout at this location. These conserved

interactions serve as a potential explanation for increased BII at these steps in the E2-bound

DNA relative to free DNA. The X-ray structure shows good agreement with average values

from simulation for hydrogen bonding distances (heavy atom to heavy atom) and angles

for ASN336 and ARG344 to DNA. The top 3 hydrogen bond interactions with DNA for

residues ASN336 and ARG344 are shown in Table 3.3.

The increased BII populations of G10pT11, and the neighboring BII population at

C9pG10, in the protein-DNA complex suggests that the capacity to assume BII geometry
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in those positions could play an important role in the ability of DNA to adopt, or at least

maintain, the 30◦ bend around E2, and possibly, the flexibility at those positions expressed

as transitions between BI and BII offset the entropic penalty of complex formation by

having relatively high atomic fluctuations (see DNA Dynamics in Free DNA vs. E2-bound

DNA below). The BII population of G10pT11 in free DNA is only 1% while in the protein-

DNA complex BII population at that same step increases to nearly 20%. To investigate

the association between increased BII substates at the G10pT11 step of the protein-DNA

complex and the increased bending of DNA, short simulations were run on free DNA with

artificial restraints to impose BI or BII states at steps C9pG10 and G10pT11, and the overall

bend of DNA was calculated and compared between these systems (the full list of systems

and results are in Table 3.4). It was found that when BII substates were induced and

maintained at C9pG10 and G10pT11, either on a single chain or both at the same time, the

overall bend increased relative to unrestrained DNA. Free DNA without restraints had an

average overall bend of 13.4 +/- 7.2◦. With BII restraints at both C9pG10 and G10pT11

on both strands, the average bend increased to 20.9 +/- 9.9◦ and the maximum bend was

nearly equal to the maximum bend observed in the E2-bound DNA. Restraints on only a

single strand at C9pG10 and G10pT11 also led to increased bending (18.1 +/- 9.1◦), while all

other BI/BII restraint combinations at C9pG10 and G10pT11 had bend values comparable to

unrestrained, free DNA. Restraining BII at either step individually led to little increase in

bending, though systems with BII restraints at G10pT11 had slightly higher average bends.

BII geometry facing BII geometry on opposite strands of DNA (denoted BII.BII) has

been shown to be rare [35, 106], but the X-ray structure of the E2-DNA complex shows

BII geometry at C9pG10, directly across from the complimentary CpG step, also with BII

geometry. The percent of BII.BII occurrences in simulations were calculated to determine

if this, or other, steps had relatively high BII.BII. It was determined that the terminal steps

actually had the highest percent BII.BII in the E2-bound DNA, but the terminal steps and

the central C9pG10 step were nearly equivalent (Figure 3.8). All other steps in the E2-bound

DNA had simultaneous occurrence of BII geometry in opposite facing steps less than 0.5%

of the simulation. In contrast, the free DNA had a distinctly different landscape of BII.BII

geometries. The internal C9pG10 steps had nearly 5% population of BII.BII, more than

double the same steps in the complex DNA. The relatively high levels of BII.BII percentage

extended from the termini into the first two steps; in free DNA the two terminal steps each

had nearly 2% BII.BII while only the first step in complex DNA had elevated BII.BII and

the next step was nearly 0. Also interesting to note was that the recognition half-sites on the
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free DNA had much higher occurrences of BII.BII compared to the complex. In E2-bound

DNA the BII.BII percent at the half-sites was nearly zero while C5pC6, C6pG7, C12pG13,

and G13pG14 in free DNA each had elevated BII.BII geometry.

Occurrences of BII in consecutive dinucleotide pairs were also found to be quite rare

[106], but, in agreement with the X-ray structure that had BII states at C9pG10 and

G10pT11, the most common dinucleotide neighbors in the complex simulations were at the

same C9pG10 and G10pT11 steps. This implies that E2-bound DNA has increased flexibility

and ability to adopt rare conformations, evidenced by the neighboring BII geometries.

The ability to adopt this unique conformation may play a role in the E2-DNA recognition

mechanism and/or differential binding affinity of this spacer sequence compared to other E2

consensus sequence sites. The other neighboring dinucleotide pair with elevated concurrent

BII geometries in the complex was the pair at the 3′ terminus, which has G18 built in for

the simulations so, as mentioned earlier, it could not be compared to the X-ray structure

because that final base was unpaired. Figure 3.8 shows the percentages of simultaneous

BII geometries in consecutive dinucleotide steps. The neighboring BII states in the spacer

region of the E2-bound DNA was clearly induced by the E2 interaction, as neighboring BII

states in the C9pG10 - G10pT11 neighbors were extremely rare in free DNA. Occurrences of

consecutive C9pG10pT11 steps in the BII substate on both strands was completely absent

in free DNA and extremely rare, only 0.01% of frames, in the protein-DNA complex. Also

compelling in the free DNA is that the highest occurrences of neighboring BII states have

a 3′ pyrimidine while the lowest occurrences have a 3′ purine. For example the top five

highest are C1pC2pG3, C2pG3pA4, C6pG7pA8, C12pG13pG14, and C16pG17pG18 while the

five lowest are A4pC5pC6, C9pG10pT11, G10pT11C12, G13pG14pT15, and G14pT15pC16.

3.5.3 Frequency and Lifetime of BII States

Lifetimes of BII states were calculated for all steps in both free DNA and E2-bound DNA.

Snapshots from the MD trajectory were saved every 4 ps, so any BI/BII transitions that

occurred under this time scale were not accounted for during analysis. With the snapshots

that were collected, however, a BII lifetime was considered present for any occurrence of

a single frame in the BII conformation, and the frames were then converted to time. For

example, if five sequential frames went BI, BII, BI, BII, BII then there would be 2 BII

lifetimes, the first lasting a single frame (4 ps) and the second lasting 2 frames (8 ps). The

average lifetime of BII states varied from step to step but was short-lived, generally around

10 ps (Table 3.5). Long-lived BII states were generally limited to 400 ps with the exception

of G10pT11 in E2-bound DNA, which averaged closer to 800 ps. The differences between
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average and maximum lifetimes of the free DNA compared to E2-bound DNA was minimal

with the exception of the high maximum lifetime for G10pT11 of complex.

The rate of transitions to the BII state strongly correlates to the overall BII population

(Figure 3.9). This demonstrates that a dinucleotide step with high BII population does

not have the high population due to relatively few, extended visits to BII. Rather, the

high BII populations are due to a high frequency of transitions to the BII substate. The

correlation between percent BII and rate of transitions was stronger in free DNA compared

to E2-bound DNA.

Just as the BII populations were strongly influenced by the presence of the protein,

the frequency of transitions was as well. It cannot be said that the protein environment

reduced the frequency of BII transitions, nor can the opposite be concluded from the data.

Rather, there was a position dependent effect. In some cases the frequency of transitions

was increased in the presence of E2, such as steps C1pC2, G3pA4, G10pT11, and C16pG17.

And in other steps, the frequency was reduced in presence of E2, such as in steps C2pG3,

C12pG13, and G13pG14. In C9pG10, the frequency was nearly the same for free DNA and

E2-bound DNA.

3.5.4 DNA Dynamics in Free DNA vs. E2-Bound DNA

The primary focus of this study was the ability of our simulations to reproduce high

BII populations in the protein-DNA complex that corresponded to the dinucleotide steps

crystallized in the BII substate, to determine whether artificial decoy states would converge

to same BI/BII distribution as the native system, and to then compare the BI/BII properties

between free DNA and the protein-DNA complex. Now, we examine overall dynamics of

DNA in the presence and absence of the E2 protein partner. Principal component analysis

(PCA) was performed on all heavy atoms of DNA to determine the dominant, slow modes

of motion in DNA (protein atoms were excluded from the calculation on the protein-DNA

complex).

The primary modes in free DNA were bending and twisting, as expected (Figure 3.10).

In contrast, these modes of motion were absent in the top three principal components of the

E2-bound DNA. Rather the first principal component (PC) in E2-bound DNA was centered

about the backbone of the spacer region, the second PC was on the backbone opposite the

E2-DNA interaction interface, and the third PC was also opposite the E2-DNA interface

and corresponded to stretching that increases the major groove opposite the E2 protein and

compresses the minor groove facing E2 (see Figure 3.10A). The first principal component
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of E2-bound DNA is commensurate with the CGT sequence in the spacer region, which has

elevated BII populations in the simulations.

Motivated by the apparent backbone motions in the spacer region of E2-bound DNA

determined from PCA, epsilon and zeta dihedrals were calculated on the pseudotrajectory

generated from PCA. It was found that motions of the E2-bound DNA spacer region shown

in the porcupine plot for PC-1 of Figure 3.10A are from BI/BII transitions. Epsilon and

zeta dihedral measurements on the pseudotrajectory for PC-1 are shown in Figure 3.10B

for both free DNA and E2-bound DNA. Dinucleotide step C9pG10 shows a transition from

BI to BII in both strands of DNA, while step G10pT11 undergoes transition from BII to

BI. These motions underscore the different dynamics between free DNA and E2-bound

DNA while highlighting the importance of BI/BII transitions in the spacer region. The

significance of BI/BII transitions in E2-bound DNA is not well understood and requires

further investigation. For example, it is not clear if these transitions as primary modes

of motion in the E2-bound DNA are observable in other spacer DNA sequences and in

E2 proteins from other papillomavirus proteins. Further investigation should be aimed at

better understanding the importance of BI/BII transitions in E2-DNA binding and whether

the simulations accurately capture biological motions in this system.

3.6 Conclusion

The improved force fields combined with the ability to run multiple simulations into the

low microsecond time scale allowed us to show that the highest populations of BII geometry

in simulations corresponded to the dinucleotide steps that were crystallized in the BII state;

this was true for DNA in the E2-DNA complex. The same DNA sequence was simulated in

the absence of E2 protein and displayed a BII landscape different than that of the complex,

implying E2 induces backbone geometry favorable to the bound state and the ability of

the sequence to adopt a specific BII landscape plays an important role in binding affinity.

When decoy backbone states were created as starting structures for decoy1 and decoy2

simulations, the BII populations converged for both free DNA and E2-bound DNA, albeit

more slowly in the E2-bound DNA. The dinucleotide steps in the spacer region between

recognition half-sites were particularly slow to converge BII populations, and even at 4 µs

were not as well converged as any step in free DNA at 1 µs. The influence of additional

complexity of protein dynamics causes poor convergence for helical parameters, relative

to free DNA. Interactions between the recognition helices of E2 and the half-sites of the

DNA are maintained throughout the simulations, i.e., binding was never disrupted. The
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spacer region, however, experienced higher fluctuations relative to half-sites compared to

free DNA, and more conformational diversity as shown in the poor overlap between helical

parameters of native and decoy systems.

C9pG10 and G10pT11 deserve special attention because they were crystallized with both

BII.BII facing geometry and consecutive BII states, each a relatively rare occurrence yet

both captured in the 2BOP crystal. These steps were also remarkable in the simulations.

For the E2-bound DNA, they had the highest levels of BII.BII states as well as highest pop-

ulation of consecutive BII states. Even though the BII.BII and consecutive BII populations

for each of the four steps (two per strand) were very low, the four steps each had about 20%

overall BII. This means that although the probability of finding more than one BII state in

those four dinucleotide steps was quite low, it was extremely high to find at least one BII

state, meaning the backbone in that spacer region of the DNA was constantly transitioning

from BII in one step to BII in another step whether it was directly across, across and down

a step, or in the neighboring step. The primary mode of motion from the first principal

component shows this motion in the E2-bound DNA. While the primary mode in free DNA

was bending, the primary mode in E2-bound DNA was BI/BII transitions at steps C9pG10

and G10pT11.

The simulations show that microsecond time scales are required to converge BII popu-

lations and that the latest nucleic acid force fields (a full nucleic acid force field comparison

is beyond the scope of this article, but a brief force field comparison regarding BI/BII

populations is discussed in Figure 3.11) reproduce BI/BII backbone geometry in an E2-DNA

crystal structure. Manipulating the epsilon and zeta dihedrals to decoy states does not

hinder the ability of the backbone to converge BII populations within a microsecond for

free DNA, and 4 µs for E2-bound DNA. Overall the modes of motions for DNA from the

protein-DNA complex were quite different from free DNA, and BI/BII substates required

longer time scales for convergence.
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Table 3.1: Epsilon and zeta from average structures: free DNA. Epsilon
and zeta dihedrals for native, decoy1, and decoy2. Each is from the zeta-
v-epsilon data in Figure 3.1, i.e. the epsilon and zeta were measured from
an average structure. The epsilon for free DNA shows nearly complete
convergence but the complex values differ. Data shown for W strand
only.

Epsilon Zeta
Native Decoy1 Decoy2 Native Decoy1 Decoy2

CpC 192.8 192.6 192.9 255.2 255.6 255.6
CpG 200.3 200.2 201.0 251.3 251.9 250.2
GpA 221.7 221.7 220.8 208.0 208.2 209.4
ApC 180.5 180.5 180.3 264.3 264.6 264.3
CpC 187.6 187.5 187.6 260.4 260.6 260.3
CpG 199.7 199.6 199.8 258.4 258.1 257.5
GpA 229.6 228.6 229.1 198.5 199.7 199.1
ApC 181.9 182.0 182.0 268.1 267.9 268.2
CpG 203.9 203.4 203.9 231.2 231.8 231.0
GpT 180.4 180.5 180.5 264.2 264.1 264.2
TpC 187.5 187.5 187.7 267.4 267.5 267.1
CpG 205.5 206.1 206.0 234.0 232.9 233.4
GpG 196.5 196.3 196.2 238.3 238.4 238.9
GpT 180.8 180.7 180.8 265.4 265.3 265.5
TpC 188.4 188.4 188.3 267.4 267.3 267.3
CpG 206.9 207.2 206.4 232.5 232.1 234.2
GpG 195.9 196.3 196.8 243.6 243.1 243.8
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Table 3.2: Epsilon and zeta from average structures: E2-bound DNA.
Epsilon and zeta dihedrals for native, decoy1, and decoy2. Each is from
the zeta-vs.-epsilon data in Figure 3.1, i.e. the epsilon and zeta were
measured from an average structure. The epsilon for free DNA shows
nearly complete convergence but the complex values differ. Data shown
for W strand only.

Epsilon Zeta
Native Decoy1 Decoy2 Native Decoy1 Decoy2

CpC 260.1 251.7 253.0 170.0 182.2 179.1
CpG 185.9 192.4 192.2 279.4 268.2 270.0
GpA 236.5 236.2 234.1 183.5 185.1 186.5
ApC 180.1 179.7 179.9 272.7 272.6 273.0
CpC 197.0 196.7 196.8 244.1 244.3 244.1
CpG 198.5 198.4 198.7 270.2 268.8 268.3
GpA 172.6 172.4 176.4 258.8 258.9 253.8
ApC 180.6 180.9 181.3 268.1 268.4 267.7
CpG 217.8 223.9 221.3 219.2 210.3 214.0
GpT 207.6 194.4 195.2 229.8 243.1 242.5
TpC 172.6 176.8 174.0 265.2 262.5 264.6
CpG 198.5 197.7 198.9 282.2 279.3 278.9
GpG 179.5 179.0 178.1 272.0 272.3 272.1
GpT 177.0 177.4 177.3 257.0 256.7 257.1
TpC 188.7 188.7 188.7 271.6 271.1 271.0
CpG 220.7 219.3 218.4 208.6 209.9 211.4
GpG 184.7 184.3 185.0 260.7 261.4 260.1
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Table 3.3: Hydrogen Bonding Interactions from E2-DNA Simulations and
X-ray Reference Structure. Hydrogen bonds between two conserved residues
in the recognition helix and DNA are shown. The H-bond fraction is based on
the presence of hydrogen bond within angle cutoff of 135 ◦ and heavy atom
distance of 3 Å.

Atoms Atoms H-bond Frac. Dist. Dist. Angle Angle
E2 DNA MD X-ray MD X-ray MD

ASN336 OD1 C5 N4 0.78 2.8 2.8 163.2 158.2
ASN336 ND2 A4 N7 0.41 2.9 2.9 159.1 155.0
ASN336 ND2 A4 O2P 0.39 3.0 2.8 154.0 158.1
ARG344 NH2 2C O2P 0.78 3.1 2.8 150.9 152.3
ARG344 NE 2C O2P 0.62 3.3 2.8 148.3 150.7

ARG344 NH1 13G N7 0.27 3.6 2.9 111.5 155.6
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Table 3.4: Overall bend (in degrees) and percent BII from the internal 12 bp of unrestrained
E2-bound DNA and free DNA, as well as free DNA with restraints at various combinations
of steps 9 and 10. For example, CpGpT-BI means that both CpG and GpT steps on both
strands were restrained to BI state, CpGpT W-BI means that those steps were restrained
on only a single strand etc.

System Total Bend (◦) Overall Percent BII
Avg. Std.Dev. Range Min. Max.

E2-bound DNA 44.0 5.7 42.0 21.7 66.4 11
Free DNA 13.4 7.2 45.0 0.1 48.3 18
CpGpT-BI 13.1 6.9 48.0 0.1 51.8 14
CpGpT-BII 20.9 9.9 63.0 0.1 64.2 33

CpGpT W-BI 13.5 7.1 49.0 0.0 49.3 16
CpGpT W-BII 18.1 9.1 57.0 0.0 57.2 27

CpG-BI 13.3 6.9 47.0 0.1 48.8 15
CpG-BII 14.2 7.5 50.0 0.1 53.6 24

CpG W-BI 13.4 7.1 49.0 0.1 52.3 17
CpG W-BII 13.7 7.2 55.0 0.0 55.3 20

GpT-BI 13.4 7.1 48.0 0.1 49.2 18
GpT-BII 14.1 7.5 55.0 0.0 61.2 23

GpT-BI W-BI 13.5 7.3 51.0 0.1 55.4 18
GpT-BI W-BII 14.9 7.9 50.0 0.1 50.3 22
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Table 3.5: Average lifetime of BII states per dinucleotide step, the maximum BII lifetime
per step, and the frequency of BII states per step for free DNA and E2-bound DNA. Values
are averages of three simulation copies with standard deviations.

Avg Lifetime (ps) Max Lifetime (ns) BII Substates (ns−1)
DNA E2-DNA DNA E2-DNA DNA E2-DNA

CpC 9.2 ± 0.0 8.9 ± 0.1 0.12 ± 0.12 0.18 ± 0.03 11.81 ± 0.06 38.46 ± 2.21
CpG 14.8 ± 0.1 9.2 ± 3.1 0.25 ± 0.08 0.22 ± 0.11 11.94 ± 0.19 0.41 ± 0.06
GpA 15.6 ± 0.0 18.5 ± 0.9 0.21 ± 0.02 0.40 ± 0.03 27.73 ± 0.18 38.09 ± 1.23
ApC 9.6 ± 0.1 7.8 ± 0.4 0.10 ± 0.01 0.03 ± 0.01 3.40 ± 0.04 0.02 ± 0.01
CpC 10.9 ± 0.1 9.3 ± 0.2 0.19 ± 0.03 0.28 ± 0.05 5.70± 0.03 16.50 ± 1.35
CpG 16.2 ± 0.1 9.8 ± 0.2 0.28 ± 0.10 0.19 ± 0.04 8.05 ± 0.02 2.85 ± 0.55
GpA 15.8 ± 0.0 8.0 ± 0.2 0.22 ± 0.00 0.12 ± 0.02 30.59 ± 0.02 8.42 ± 0.73
ApC 10.7 ± 0.2 9.4 ± 0.1 0.13 ± 0.02 0.10 ± 0.02 1.71 ± 0.04 2.48 ± 0.29
CpG 13.0 ± 0.1 11.7 ± 0.7 0.33 ± 0.07 0.28 ± 0.08 22.68 ± 0.08 22.82 ± 3.19
GpT 7.0 ± 0.1 11.0 ± 0.9 0.12 ± 0.09 0.90 ± 0.62 1.96 ± 0.03 16.60 ± 4.14
TpC 8.9 ± 0.1 6.4 ± 1.0 0.13 ± 0.02 0.30 ± 0.15 1.71 ± 0.02 0.56 ± 0.13
CpG 15.9 ± 0.1 7.9 ± 2.8 0.32 ± 0.06 0.14 ± 0.11 19.48 ± 0.05 0.14 ± 0.12
GpG 15.2 ± 0.1 15.5 ± 4.6 0.22 ± 0.02 0.09 ± 0.05 16.21 ± 0.13 0.01 ± 0.00
GpT 6.5 ± 0.1 6.2 ± 0.3 0.07 ± 0.01 0.08 ± 0.01 1.10 ± 0.02 4.88 ± 1.10
TpC 8.3 ± 0.1 7.3 ± 0.1 0.12 ± 0.02 0.07 ± 0.01 1.64 ± 0.04 0.10 ± 0.04
CpG 16.0 ± 0.1 16.3 ± 0.3 0.26 ± 0.07 0.30 ± 0.05 19.78 ± 0.17 30.63 ± 1.35
GpG 14.3 ± 0.0 12.4 ± 0.2 0.18 ± 0.04 0.16 ± 0.03 14.97 ± 0.26 6.39 ± 1.04
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Figure 3.1: Convergence of percent BII over time. (A) The nucleotide sequence of DNA
used in all free DNA and E2-bound DNA simulations. The numbering scheme shown is used
throughout the manuscript to indicate position of each base in the sequence. The consensus
half-sites are bolded, and the spacer region lies between the consensus half-sites. Red dots
are used to indicate the location of steps crystallized in the BII conformation. Note the
palindromic nature of the sequence. A single strand is shown, however, all simulations were
of duplex DNA. (B) The convergence of percent BII per dinucleotide step is shown for the
native (black), decoy1 (purple), and decoy2 (orange) systems. Percent BII was measured at
each step for the indicated time interval. Every other step is labeled (e.g., CC is step 1 , GA
is step 3, etc.). The red dots at 1000 ns indicate BII positions in the X-ray structure. (C)
Epsilon and zeta dihedral angles for each step were measured prior to production (black)
and on an average structure obtained over the final microsecond of simulation (red). Epsilon
and zeta values in the upper left of each plot are BI, while those in the lower right are BII.
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Figure 3.2: Convergence of percent BII per dinucleotide step over
time for protein-DNA complex. The convergence of percent BII per
dinucleotide step is shown for the E2-bound DNA native (black), decoy1
(purple), and decoy2 (orange) systems. Percent BII was measured at
each step for the indicated time interval.
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Figure 3.3: Helcical parameters for free DNA and complex DNA: native and decoys.
Helical parameters were calculated with Curves+ for free DNA and E2-bound DNA. In the
case of the E2-bound DNA, the helical parameters were also calculated for the experimental
X-ray structure (PDB ID 2BOP). The comparison to the experimental X-ray values for free
DNA can be made by looking at the E2-bound reference values, but were excluded from
the free DNA plots because they are not expected to be in agreement, since the free DNA
and E2-bound DNA are expected to have different structures and helical parameters. A
discussion on the agreement between helical parameters from experimental structures and
averages from simulation for free DNA can be found in reference [23]. Helical parameters
for native, decoy1, and decoy2 states for free DNA (left) and DNA from E2-bound DNA
(right); the values for the X-ray structure are included for the E2-bound DNA. Helical
parameters from simulations were calculated over all three copies for each system. Near
complete overlap is observed for all helical parameters of the DNA systems, while differences
in E2-bound DNA are apparent, especially at the middle bases. Data is shown for a single
strand in all cases, though the same trends were observed in both strands.
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Figure 3.4: Groove widths for free DNA and complex DNA: native and
decoys. the values for The X-ray structure are included for the E2-bound
DNA (values are shown for the internal bases 4-15).
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Figure 3.5: Convergence of percent BII for over time for 4
steps. Percent BII over time for steps 3 (GpA), 9 (CpG), 10
(GpT), and 16 (CpG) converges more slowly for E2-bound
DNA compared to free DNA. The selected steps were chosen
because they were crystallized in the BII state. Average
percent BII (free DNA, black; E2-bound DNA¡ red) from 3
simulations copies with standard deviations in gray.
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Figure 3.6: Root mean square deviations (RMSD) measurements. For the E2-DNA
complex, RMSD was measured using the X-ray crystal structure as a reference. All DNA
heavy atoms and E2 protein backbone atoms (N, C, CA, and O) were used to calculated
RMSD. The RMSD of E2 (backbone atoms) from the complex was calculated separately,
as well as the DNA (all heavy atoms), with the corresponding X-ray component used as a
reference. An average structure was used as a reference for free DNA RMSD calculations,
and all heavy atoms were used to determine RMSD. The average reference structure was
an average of all frames from the three separate free DNA trajectories each run to µs.
The RMSD for each system is quite stable over the course of the simulations. There are
slight jumps in the RMSD of the complex, however, and by separating out the protein
and DNA components it was possible to see how each contributed to overall RMSD. For
example, copy 3 of the complex has higher RMSD in the first 750 ns and the E2 RMSD
clearly contributes to this, while at about the 3750 ns mark of copy 1 there is a short
jump in RMSD and appears to also be from deviations in the protein. These were minor
(about 1 Å or less) jumps in RMSD, and as previously stated in the main body of the text,
the E2-DNA complex did no dissociated during the simulations. However, it does support
the idea that the added complexity of E2 contributes to greater conformational diversity
and longer convergence times of properties in the DNA of the E2-DNA complex. RMSD
over time for E2-DNA complex (top), the E2 component of the E2-DNA complex (second
from top), the DNA component of the E2-DNA complex (third from top), and the free
DNA (bottom). The X-ray structure was used as a reference for the RMSDs calculated on
the complex. RMSD was calculated for protein backbone atoms (C, CA, N, and O) and
all heavy atoms of DNA. An average structure from all copies (4 µs each) was used as a
reference for free DNA. Population histograms are to the right of each RMSD time series.
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Figure 3.7: Percent BII distributions in free DNA and E2-bound DNA. (A) Free DNA is
on the left, the E2-DNA complex on the right. They share the same orientation so that
the major grooves facing E2 in the free DNA are facing the same direction as those bound
to E2 in the complex. Percent DNA is mapped to the DNA backbone and colored blue
for low BII population, gray for medium BII population, and red for high BII population.
The protein is colored by secondary structure: yellow for beta sheets, purple for helices,
cyan for turns, and white for loops. The structures are averages of three simulation copies,
considering structures every 1 ns, and fit to the DNA backbone heavy atoms. (B) The
percent BII at each dinucleotide step is shown for free DNA and (C) E2-bound DNA. The
red dots in panel C indicate the location of steps crystallized in the BII conformation. The
steps are labeled on the X-axis in the 5′ to 3′ direction of the left of the vertical line and
labeled 3′ to 5′ on the right of the vertical lone for both B and C. Percent BII was calculated
at each step for each of three simulation copies. The average value for the three copies with
standard deviation is shown for each step.
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Figure 3.8: Percent BII in facing and consecutive steps. Percent of BII
occurring in facing dinucleotide steps (BII.BII) is shown on the left for free
DNA (top, black) and E2-bound DNA (bottom, red). On the right, the percent
of BII occurring in consecutive steps is shown for free DNA (top, black) and
E2-bound DNA (bottom, red). All measurements are an average of three
copies with standard deviation error bars. Steps are labeled for a single strand,
5′−3′, left to right.
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Figure 3.9: Correlation between percent BII and BII frequency.
Percent BII over number of lifetimes per ns for free DNA (black)
and DNA from E2-DNA complex (red). There are three copies of
data for each system from each simulation copy. The outliers in
the complex system are from steps 1 and 3. Step 3 has transitions
to BII less than expected while step 1 has higher than expected
BII frequency.
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Figure 3.10: Principal component projections calculated from DNA heavy atoms. (A)
Porcupine plots mapped onto free DNA (top) and E2-bound DNA (bottom) show motions
of the first three primary modes. Arrows on the porcupine plots are colored blue (PC-1),
red (PC-2), and yellow (PC-3), and are rendered to show motion in both directions. Nucleic
acid heavy atoms are colored silver in all representations. The E2-DNA complex is bent due
to the interaction with the E2 protein (not shown), but the protein interface is on the right
side of the DNA, the same direction the DNA is bending. All representations of the DNA are
aligned and are oriented the same for each PC. (B) Epsilon and zeta dihedral measurements
for pseudotrajectories for PC-1 of free DNA and E2-bound DNA show BI/BII transitions
for E2-bound DNA at steps 9 and 10.
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Figure 3.11: Force fields and BI/BII states. A full force field comparison was not discussed
in the chapter but percent BII was calculated for the systems simulated with bsc0 [20]
(no chi, epsilon, or zeta corrections) and bsc1 [21] force fields. It was interesting to
see the BII landscape, or relative BII populations per dinucleotide, was fairly consistent
across force fields, but that bsc0 clearly showed underpopulated BII relative to bsc1 and
bsc0χOL4εζOL1. Percent BII for three different force fields are shown above. Free DNA
(left) and E2-bound DNA (right) are shown for bsc0χOL4εζOL1 (the force field used in
this chapter), bsc0, and bsc1. A single strand is shown for each but the symmetry shown
in the main text is consistent for all force fields. The pattern of BII population along the
backbone shares a similar pattern across the force fields.



CHAPTER 4

THE ROLE OF BI/BII TRANSITIONS IN

E2-DNA RECOGNITION

4.1 Abstract

Molecular dynamics simulations of E2-bound DNA recently demonstrated dinucleotide

steps with relatively high BII populations corresponded to steps in the X-ray structure

crystallized in the BII conformation. Additionally, BII DNA backbone subtype populations

in E2-bound DNA have been shown to converge on the low microsecond time scale. The

biological implications of BI/BII substate dynamics have not been clearly elucidated for E2-

DNA complexes, but transitions between BI and BII subtypes in BPV E2-bound DNA have

been observed as dominant modes of collective motion from principal component analysis.

We are interested in determining whether these motions were DNA sequence-dependent or

completely induced by E2, and whether this behavior was conserved across multiple E2

types. Molecular dynamics simulations of of BPV, HPV 6, and HPV 18 E2-DNA with

duplex DNA of each of two different spacer sequences, AATT and ACGT, were run for 3

µs, free DNA with each spacer sequence was also simulated. BI/BII substate populations

and dynamics were found to depend on both the E2 binding partner and the DNA spacer

sequence. E2 proteins from the human papillomaviruses preferentially bind DNA with

the AATT spacer and our results suggest that DNA backbone substate dynamics may be

implicated in differential binding of E2 partners.

4.2 Introduction

Sequence specific recognition of DNA by proteins has numerous biological implications

and is important for functional regulation. Structural data of protein-DNA complexes

has led to understanding these important interactions on many levels but incompletely

[85,86]. The E2 proteins from papillomaviruses present an interesting challenge to determine

the mechanism of sequence specific binding to DNA. The E2 proteins bind to DNA as

homodimers by inserting α1 helices into consecutive major grooves of two DNA consensus
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half-sites [42, 44, 99–101]. The full recognition sequence is ACCGN4CGGT, where N is

any four bases in what is called the spacer region between the two half-sites. The E2

α1 helices make direct contacts through conserved residues with the DNA bases in the

major groove and the phosphate backbone. The spacer region is not directly contacted

by E2 proteins in X-ray crystal structures of BPV E2-DNA [43], HPV 6 E2-DNA [45],

and HPV 18 E2-DNA [46] complexes, yet DNA binding studies have shown that spacer

sequence does matter, and that the HPV E2 proteins show preference for binding spacer

DNA with the AATT sequence over ACGT spacers [46–48, 107, 108]. The BPV E2 was

found to demonstrate no preference for binding spacer sequence. Because the spacer DNA

does not have direct contacts with E2, the indirect readout mechanism has been implicated

in the differential binding of E2 proteins to DNA. Indirect readout has been shown to be

important for TNF κB [39], when replacing DNA bases proximal to the consensus site with

altered BI/BII backbone substate dynamics altered binding. The DNA backbone populates

two substates, BI and BII, determined by ε and ζ dihedrals; when ε and ζ are in t/g-

configuration DNA is BI, when ε and ζ are in g-/t configuration DNA is BII [34,35,38,90].

The backbone substates populations are sequence-dependent in free DNA, and shift upon

protein binding [109]. The X-ray crystal structure of BPV E2-DNA [43] was solved with

two of the steps in the spacer sequence (ACGT) in the BII state, the HPV 6 and HPV 18

E2-DNA [45,46] complexes with AATT spacer lacked the BII state in the spacer. During a

recent molecular dynamics investigation of BII convergence in E2-bound DNA, transitions

of BI/BI substates in the spacer region emerged as a dominant mode of motion [109].

The observation of BI/BII transitions ranked as the highest collective motion in the

BPV E2-DNA complex led to a number of questions that we address in this work. Are

the BI/BII substates dynamics completely induced by the E2 protein, or are the intrinsic

structural properties of DNA sequence preserved in the E2-bound state? To study this we

designed DNA oligomers in silico with the spacer region mutated to AATT, and compared

the results to our simulations with ACGT spacer. There are no X-ray structures of BPV

E2-DNA bound to DNA with the AATT spacer, but DNA binding studies have shown

BPV E2 binds to AATT spacer with similar affinity as the ACGT spacer. Free DNA

of both spacer sequences was also run so that we could investigate the influence of E2

binding on BI/BII substate populations. BI and BII states are dependent on sequence and

the influence of the tetranucleotide environment [28, 36–38], so BII populations in the two

sequences are expected to diverge in free DNA. But would E2-bound DNA, independent of

spacer sequence, have the same backbone substate populations? From X-ray structures of
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HPV 6 E2-DNA and HPV 18 E2-DNA, which are crystal structures with AATT spacers,

and do not have any BII substates in the spacer region, the expectation would be that

sequence-dependent BII persists in the E2-bound state and E2-bound A-tract DNA would

lack significant BII populations. However, the HPV E2 proteins share ∼50% identity with

BPV E2, and it has not been determined how the different protein compositions influence

DNA backbone substates. Would HPV E2-bound DNA with ACGT spacer have relatively

high BII populations in the spacer region? To address this we mutated AATT spacer DNA

in the two HPV E2-DNA complexes to ACGT. In total, molecular dynamics simulations

were performed on BPV E2-DNA, HPV 6 E2-DNA, and HPV 18 E2-DNA, each with AATT

and ACGT spacer sequences. Additionally, free DNA with the two spacer sequences were

run, and free BPV E2 was also simulated. Simulations were run to achieve 3 µs sampling,

based on E2-bound DNA requiring at least 1 µs to achieve BII population convergence.

The E2-bound DNA with ACGT and AATT spacers showed markedly different BII

substate populations. DNA bound to the three E2 types, BPV, HPV 6, and HPV 18,

showed similar BII substate populations in the consensus half-sites and spacer regions.

These BII populations differed from free DNA at many steps, the GpA, CpG, and GpG

steps in the consensus half-sites all had reduced BII populations when E2-bound. The

CpG in the spacer region was similar in both free and E2-bound DNA, but the neighboring

GpT step increased BII state when E2-bound. DNA with the AATT spacer underwent

similar changes to ACGT when free and E2-bound DNA were compared. The BII states in

consensus half-sites shifted similar to ACGT DNA. However, changes in the spacer region

were different because AATT free DNA had modest BII population at the ApA step but

BII was essentially absent in other spacer steps. In AATT E2-bound DNA, the ApA BII

population was decreased and the BII populations at the other steps in the spacer region

remained low. Principal component analysis showed that E2-bound DNA with ACGT

spacer sequences had collective motions with BI/BII transitions that ranked highly over

20 calculated modes, this was true for all E2 types simulated with ACGT spacers. On

the other hand, E2-bound DNA with AATT spacers almost completely lacked the BI/BII

transitions, only a single low-ranking mode was observed in one of the E2 types and absent

in the other two. DNA bending and minor groove widths were also investigated but showed

similarities between AATT and ACGT E2-bound DNA. The contrasts between AATT and

ACGT E2-bound DNA backbone substates opens the question of whether these differences

contribute to preferential binding of AATT spacer over ACGT spacer DNA for, at least,

HPV E2 proteins.
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4.3 Methods

4.3.1 Preparing Systems for Simulations

The coordinates for the BPV E2-DNA complex were taken from PDB entry 2BOP, an

X-ray crystal structure of the bovine papillomavirus E2 DNA-binding domain bound to a

17-mer duplex DNA at 1.7 Å resolution [43]. The setup for this system was previously

described in Reference [109]. The HPV 18 E2-DNA model was built from the 2.4 Å X-ray

crystal structure, PDB ID 1JJ4 [46]. In 1JJ4, residues G324, A325, G326, and N327

were missing from both monomers of E2, and residue E328 was missing from chain A. The

missing residues were built in with LEaP from AMBER 14 [67]. PDB entry 2AYG, an X-ray

structure at 3.1 Å was used to build the HPV 6 E2-DNA complex [45]. BPV E2-DNA was

cocrystallized with DNA that contained the ACGT spacer sequence, while both 1JJ4 and

2AYG were crystallized with the AATT spacer sequence. To swap the spacer sequences and

be able to simulate each system with both ACGT and AATT the PDB files were edited

and the appropriate residues in the spacer region were modified to the desired sequence.

The starting coordinates for free DNA and free E2 were stripped from the BPV E2-DNA

system. An overview of systems prepared for molecular dynamics is presented in Table

4.1, and Figure 4.1 shows the starting structures for the three E2-DNA complexes and the

accompanying DNA sequences.

All systems were built with LEaP, the ff12SB [110] parameter set was used for the E2

proteins, and the bsc0χOL4εζOL1 [20,22,23] parameter set was used for DNA. The systems

were solvated with TIP3P [54] water molecules, and Na+ ions with Joung/Cheatham [60]

parameters were added to neutralize the systems. The simulation cell was built as a

truncated octahedron. The HMassRepartition function in AmberTools ParmEd was used

to shift the mass of all solute hydrogen atoms to 3.024 Daltons and the mass of all heavy

atoms attached to hydrogen atoms was adjusted so the overall mass of each pair was not

affected. The simulation dynamics were then integrated with 4 fs time step [13].

PMEMD from AMBER 14 was used to minimize each system, and all were minimized

following the same protocol. Ion positions were randomly swapped with water molecules;

ions were placed at least 4.0 Å from each other, and at least 6 Å from solute atoms.

Randomization of ions was repeated for each of three copies per system. Structures were

then minimized with 1000 steps of steepest descent followed by 1000 steps of conjugate

gradient with 25 kcal/mol−Å restraints on all solute atoms. The systems were then heated

from 100 to 300 K over 200 ps, with a weak coupling thermostat and 1.0 ps coupling

time [104] at 1 atm constant pressure. SHAKE was used to constrain bonds involving
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hydrogen [105], a nonbonded cutoff of 9 Å was used, and PME was employed for long-

range electrostatics with default parameters. Restraints were decreased over a series of

minimization steps from 5 kcal/mol−Å2 to 1.0 kcal/mol−Å2, these minimizations were

run with 500 steps of steepest descent followed by 500 steps of conjugate gradient. These

minimization steps were interspersed with 100 ps equilibration steps, following the same

scheme as the minimizations of reducing restraints on solute atoms. Terminal Watson-Crick

base pairing restraints were applied to the DNA, as described in [109].

All production runs were on GPUs using PMEMD.cuda from AMBER 14 and AMBER

15 [12, 67]. Production simulations were run at constant pressure using the Monte Carlo

barostat and 1.0 ps pressure relaxation time. Constant temperature was maintained with

Langevin dynamics [63] using collision frequency of 2 ps−1; random starting velocities were

used for all simulations. The nonbonded cutoff was set to 8.0 Å and PME with grid spacing

of 1 Å was used for calculating electrostatics. Coordinates were saved every 5000 steps,

except for BPV, which had coordinates saved every 1000 steps as previously described [109].

4.3.2 Analysis and Visualization

Trajectory analysis was carried with CPPTRAJ [69] from AMBER 14 and AMBER

15. Percent BII was calculated with CPPTRAJ and an example script is shown below.

Essentially, epsilon and zeta dihedrals were calculated for all steps and BII was considered

present when epsilon − zeta > 0. Principal component analysis (PCA) was performed using

CPPTRAJ. Groove widths, inter-, and intra-base pair helical parameters were calculated

with the CPPTRAJ implementation of 3dna. Bend was calculated with Curves+ [70].

Molecular graphics were generated with VMD [71] and porcupine plots generated with the

NMWiz plugin for VMD [72].

# !/bin/bash

# Calculate percent BI/BII

# D. Roe 2016-01-06

#

SOURCEDIR= # set directory where system files are

SYS= # set name of system

N SEGMENTS=3 # set to 1 for BII over entire traj or break into segments

BEGW=3

ENDW=10

BEGC=15



94

ENDC=22

WORKDIR=‘pwd‘

INPUT=cpptraj.in

CPPTRAJ=‘which cpptraj‘

# If DEBUG is set to 1 no runs, only first script will be generated

DEBUG=0

cd $WORKDIR # Return us to the original working directory

MYDIR=$SYS/percent-bii

if [[ ! -e $MYDIR ]] ; then

mkdir -p $MYDIR

fi

cd $MYDIR

# Set up files

TOP=$SOURCEDIR/$SYS/top.prmtop

CRD=$SOURCEDIR/$SYS/traj.nc

# Get total number of frames. Output of ’-tl’ is ’Frames: X’

TOTAL FRAMES=‘$CPPTRAJ -p $TOP -y $CRD -tl | awk ’print $2;’‘

if [[ -z $TOTAL FRAMES || $TOTAL FRAMES -lt 1 ]] ; then

echo "Could not get number of frames." > /dev/stderr

exit 1

fi

echo " Trajectory has $TOTAL FRAMES frames."

# Divide roughly into N SEGMENTS segments

((DIV1 = $TOTAL FRAMES / $N SEGMENTS))

IDX=1

for ((START=1; START < $TOTAL FRAMES; START += $DIV1)) ; do

if [[ $IDX −eq $N SEGMENTS ]] ; then

END="last"

else

((END = $START + $DIV1 - 1))

fi

# Create output directory for segment

OUTDIR="Segment$IDX"
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if [[ ! -e $OUTDIR ]] ; then

mkdir $OUTDIR

fi

# Create cpptraj input for calculating dihedrals

cat > $INPUT <<EOF

parm $SOURCEDIR/$SYS/top.prmtop

trajin $SOURCEDIR/$SYS/traj.nc $START $END

check @N1,N2,P,OP1,OP2,C1′,C2′,C3′,C4′,O3′,O4′ skipbadframes silent

multidihedral EZ epsilon zeta resrange $BEGW-$ENDW,$BEGC-$ENDC \

range360 out $OUTDIR/multidihedral.dat

run

EOF

# Generate cpptraj input for calculating epsilon - zeta for each base,

# as well as BI/BII (via ’datafilter’) and percent BI/BII (via the

# avg() function).

for i in $(eval echo "$BEGW..$ENDW $BEGC..$ENDC") ; do

cat >> $INPUT <<EOF

EZdiff.$i = EZ[epsilon]:$i - EZ[zeta]:$i

datafilter EZdiff.$i min -360 max 0 name BI.$i

PctBI.$i = avg(BI.$i)

datafilter EZdiff.$i min 0 max 360 name BII.$i

PctBII.$i = avg(BII.$i)

EOF

done

# Generate cpptraj input for calculating overall %BII

cat >> $INPUT <<EOF

datafilter BII.* min 0 max 0 name overallPctBII

PctBIIoverall = avg(overallPctBII)

EOF

# Write out raw BI and BII as well as percent BI and BII. Use the

# ’invert’ keyword for the latter so that the values are in a column

# instead of a row.

cat >> $INPUT <<EOF

writedata $OUTDIR/bi.dat BI.*
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writedata $OUTDIR/bii.dat BII.*

writedata $OUTDIR/PctBi.dat invert PctBI.*

writedata $OUTDIR/PctBii.dat invert PctBII.*

writedata $OUTDIR/PctBii.overall.dat invert PctBIIoverall

EOF

# Run cpptraj

if [[ $DEBUG -ne 0 ]] ; then

echo "DEBUG is set, only script for first segment is generated."

else

($CPPTRAJ -i $INPUT 2>&1) | tee $OUTDIR/cpptraj.out

if [[ $? -ne 0 ]] ; then

echo "Cpptraj error." > /dev/stderr

exit 1

fi

fi

((IDX++))

if [[ $DEBUG -ne 0 ]] ; then

break

fi

done # END loop over segments

exit 0

4.4 Results and Discussion

4.4.1 Overview of Dynamics and E2-DNA Interactions

Each simulation was run in triplicate, and each copy had simulation times of 3000 ns,

for an aggregated total of 9000 ns per system. Root mean square deviations (RMSD) of

the trajectories indicated that the simulations were stable over that time scale (Figure

4.2), and relatively low RMSD values near 3 Å for the E2-DNA systems means that the

simulations sampled conformational spaces close to the experimental X-ray structures. This

was especially important to note for the systems with altered DNA spacer sequences, these

systems were well-equilibrated and the base mutations did not disrupt the stability of the

complexes. There was one exception, a single copy of HPV 6 E2-DNA with the ACGT

spacer had relatively high RMSD due to one of the DNA consensus half-sites dissociating
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from the corresponding E2 recognition helix, this event is evident in the RMSD plot as

early as 1 µs and especially at 2 µs where there is a sharp jump in the RMSD and the DNA

half-site loses contact with the E2 helix. Many of the following analyses were performed on

aggregated trajectories, including HPV 6 E2-DNA ACGT, so many values reported reflect

the inclusion of this trajectory. With the exception of the single HPV 6 ACGT copy just

discussed, the RMSD values for systems with ACGT compared to AATT spacer sequences

were very close, especially for BPV and HPV 6. Interestingly, the mutated ACGT sequence

in HPV 18 E2-DNA showed lower RMSD values compared to the X-ray structure AATT

sequence. Average structures from aggregated trajectories of each system also support the

quality of the simulations and how closely the dynamics sampled space around the X-ray

structures. The backbone RMSD of average structures to X-ray structures are reported

in Table 4.2, and are remarkable for being close to 1 Å in all cases. The different DNA

sequences in BPV E2-DNA each resulted in 1.2 Å RMSD, while both HPV 18 E2-DNA

systems had RMSD values under 1 Å. Even with the inclusion of all three copies of HPV

6 ACGT, the RMSD was still low at 1.4 Å and only slightly higher than 1.1 Å for HPV

6 AATT. The relatively high RMSD of free DNA (Figure 4.2) results from the RMSD

reference being E2-bound DNA from the X-ray structure. This DNA was smoothly bent

around E2, and the free DNA simulations quickly lost the bend and sampled conformations

more characteristic of typical B-form DNA.

Free E2 was also stable in simulations on the 3 µs time scale (Figure 4.3). The RMSD

values were mostly below 3 Å and the backbone RMSD of the average structure to the X-ray

was 1 Å, with most of the deviations coming from the disordered regions between β sheets 2

and 3. The atomic fluctuations of free E2, shown in Figure 4.3B, indicated that the highest

root mean square fluctuations (RMSF) were in the loops between β sheets 2 and 3. Atomic

fluctuations in DNA-bound E2 is shown in Figure 4.4. The sharp peak in one of the β2-β3

loops is reduced compared to free E2, and the asymmetry suggests a lack of convergence

of those dynamics. Comparison of RMSF across E2 types shows that the fluctuations of

DNA-bound E2 are similar. The α1 helices show an increase in fluctuations in the N- to

C-terminal direction, while the α2 helices have the highest RMSF, excluding termini. Free

and E2-bound DNA RMSF are also shown in Figure 4.4 and differences between the spacer

sequence, and the E2 type binding the DNA, are difficult to detect. An interesting feature,

however, is that the ACGT spacer sequence has slightly elevated RMSF compared to AATT

spacer DNA, the only region in each RMSF plot where differences can be observed between

the two DNA sequences. This suggests increased atomic fluctuations for ACGT relative to
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AATT.

Principal component analysis on free E2 heavy atoms provided insight into the collective

motions sampled during the simulations (Figure 4.3D). The top mode shows the loops

between β2 and β3 moving toward each other, then extending away from one another.

At the same time the α1 helices move toward and away from each other. The helices

separate and the loops come together, the loops separate and the helices move toward one

another. The motion of the loops are indicated by arrows on the porcupine plots of Figure

4.3D. Principal components 2 and 3 are similar, but show motions primarily on a single

monomer, while PC1 is both monomers dynamically coupled. It is important to note that

the loop regions that are so dynamic in the principal component analysis associate with

the DNA minor groove, and that the average structures of free BPV E2 and E2-DNA

have similar conformations in these loops compared to the X-ray structure, as shown in

Figure 4.5. However, the range of the loop differs from loops that travel relatively short

distances, from 27.1 Å to 34.5 Å in the E2-DNA complex, to loops that cover distances from

19.8 Å to 35.7 Å apart in free E2 (Table 4.3). While the average structures are similar,

and the extended distances between loops similar, the free E2 loops travel closer to each

other, a conformation not allowed by the presence of DNA. This suggests a conformational

capture mechanism as E2 is more likely to receive DNA with the loops extended, rather

than rearrange the loops upon binding. The structural rearrangement of the α1 helices is

also of interest because some of these residues are highly conserved, required for specific

DNA recognition, and directly contact bases in the consensus half-sites. Hooley et al. [45]

reported displacement of alpha helices on binding DNA for X-ray structures and we were

interested in comparing results from simulations to experimental values. Cα atoms from one

of the recognition helices were aligned (RMSD 2.0 Å) and the RMSD between the other two

recognition helices was measured to be 5.3 Å, the alignment based on one of the recognition

helices is shown in Figure 4.6. The results demonstrate close agreement with HPV 16 NMR

studies [47].

4.4.2 DNA Bending and Minor Groove Widths

The smoothly bent DNA around E2 is one of the most immediately noticeable and

interesting features of the E2-DNA complexes. It has been suggested that the HPV E2

proteins preferentially bind AATT spacer sequences because these A-tracts tend to have

increased bend compared to other sequences [111]. The simulations show that free DNA

with the AATT spacer has higher bending (calculated over the internal 12 base pairs)

compared to DNA with the ACGT spacer, 15.4◦ compared to 13.5◦ (see Table 4.4). DNA
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with the AATT spacer sequence also has a higher range of bending motions, exploring

bending up to 63.4◦ compared to 54.6◦ for DNA with the ACGT spacer. Additionally, the

different E2 proteins influence the DNA bend, ranging from 39.9◦ in HPV 6 E2-bound DNA

to 45.5◦ in HPV 18 E2-bound DNA. The low value of 32.4◦ for HPV 6 ACGT E2-bound

DNA was lowest, but this results from one of the three copies of this system losing the

connection between one of the half-sites and its corresponding recognition helix, the DNA

in this system lost the characteristic bend of E2-bound DNA, which led to the low average

bend for HPV 6 ACGT DNA (when the bending analysis was run on the two copies of

HPV 6 ACGT, the average value was 36.9 +/- 5.7◦). The type of E2 protein determines

the amount of bending, but the difference in spacer sequence seems to have minimal effect

on E2-induced bending. BPV E2-DNA bends DNA with the ACGT spacer 43.9◦ and

DNA with AATT spacer 43.4◦, the range of bending in BPV E2-bound DNA is also similar.

Likewise, HPV 18 E2-bound DNA is bent 45.5◦ for ACGT spacer DNA, and 45.3◦ for AATT

spacer DNA. The bending, therefore, is determined by the E2 binding partner, and is not a

sequence-dependent property in E2-bound DNA. Free DNA, on the other hand, bends in a

sequence-dependent manner; DNA with the AATT spacer shows increased bend compared

to DNA with the ACGT spacer. This lends support to the idea that HPV E2 preferentially

binds DNA with the AATT spacer because of the intrinsic property of increased bending in

this sequence, however, the differences between average bending of AATT and ACGT are

only ∼2◦, and regardless of spacer sequence the DNA undergoes considerable deformation

from the average free structure to the average E2-bound conformation. Also, both free

DNA sequences have maximum bends that are beyond the average bends for the E2-bound

structures.

The minor groove of E2-bound DNA between the two consensus half-sites does not

directly contact E2, unlike the two consensus half-sites that make direct contacts with E2

from the major groove to the recognition helices of DNA. The minor groove has, however,

been implicated in differential binding of E2 proteins to AATT and ACGT spacer DNA

[45, 46, 112]. The increased deformability of A-tract DNA and compression of the minor

groove width in AATT spacer has been proposed as an explanation for preferential binding

of DNA with AATT spacers by E2 proteins. In the starting structures we used, we found

that the ACGT spacer in BPV E2-bound DNA had the most narrow minor groove width

averaged over the spacer, 12.0 Å compared to 12.6 Å and 12.3 Å for the minor groove widths

of HPV 6 and HPV 18 AATT spacer DNA, respectively (Table 4.5 and Figure 4.7). The

minor groove widths from simulations of E2-bound DNA with AATT or ACGT spacers
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were within 0.3 Å in all systems, and the ACGT spacer more narrow in each case. The free

DNA minor groove values were 12.3 Å for ACGT spacer, and 12.4 Å for AATT spacer, both

slightly decreased compared to E2-bound DNA. The minor groove width, therefore, appears

to slightly expand, rather than contract, in E2-bound DNA. Solution NMR structures for

these DNA sequences are not available, so the comparison to free DNA cannot be made, but

recent improvements in force fields have shown close agreement with NMR minor groove

widths. The compact minor groove in BPV E2-DNA X-ray structure may be influenced

by the crystal packing environment. The per base pair analysis of groove widths shows

close agreement across the types of E2 proteins. Compared to free DNA, the major groove

compacts around the consensus half-sites due to direct contact with the α1 helices of E2.

From the simulation data presented, it does not appear that E2 induces different minor

groove widths based on spacer sequence, or that free DNA minor groove widths vary by

spacer sequence.

4.4.3 BI/BII Backbone Substate Dynamics

Convergence of BII substates in BPV E2-DNA was recently demonstrated to be on the

low microsecond time scale, and faster for free DNA [109]. In this work, the fraction BII

was calculated at increasing time intervals from 1 ns to 3000 ns, to determine convergence

in E2-bound and free DNA for DNA with AATT and ACGT spacers (Figure 4.8). By

3000 ns the BII fraction in all cases has completely converged or, in the case of BPV

E2-bound DNA HPV 6 E2-bound DNA with ACGT spacers at the middle CpG step,

nearly converged. This is in agreement with previous results on BPV E2-DNA with decoy

and native BII populations, the CpG and GpT steps in the spacer region were slowest

to converge. Here, we demonstrate that HPV 18 E2-bound DNA differs from the other

E2-bound DNA with ACGT spacers by converging at 1 µs. The E2-bound DNA with

AATT spacers also converges quickly, and the low populations in the spacer region are

apparent, this is subsequently discussed. The free DNA, as expected, converged on the

time scale of ∼100 ns. The protein clearly affects the time scale of BII convergence and the

fraction BII at each base step.

The fraction BII from molecular dynamics in the CpG and GpT steps of the spacer

region was recently shown to have the highest BII populations relative to other steps in the

internal 12 base pairs of BPV E2-bound DNA, corresponding to steps that were crystallized

in the BII state [109]. This is the best agreement we have so far that simulations of

protein-bound DNA can reproduce BI/BII equilibrium from experiment. There is more

evidence to support that simulations of free DNA, with the appropriate force fields, have
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improved the agreement with predicted and experimentally determined BII fractions [21,24].

Simulations of free DNA have also shown strong sequence dependence for BII populations.

Based on the X-ray crystal structures of HPV 6 and HPV 18 E2-DNA, it was not expected

that the AATT spacer have high BII populations, but the X-ray structure is a snapshot of

averaged motions, dependent on experimental conditions and crystal packing artifacts, so

we were interested to see whether the MD simulations agreed more with the X-ray structures

or with previous MD simulations of the ACGT spacer. We also wanted to explore whether

E2 proteins induced common BI/BII backbone dynamics independent of spacer sequence, or

whether these states were sequence-dependent in E2-bound DNA. Furthermore, we wanted

to know whether these results differed depending on the type of E2 protein bound to DNA.

The BI/BII backbone dynamics in free DNA are clearly sequence-dependent, and base

steps are influenced by, at least, the neighboring tetranucleotides. The fraction BII was

calculated for each of the internal 12 DNA base pairs for free and E2-bound DNA, see

Figure 4.9. For the two sequences of free DNA, one with the ACGT spacer, the other with

AATT spacer, the fraction BII is in close agreement in the recognition half-sites, especially

steps ApC, CpC, and CpG on the 5’ end of the spacer region. The GpA step is elevated

by ∼15% in DNA with the ACGT spacer. Due to the proximity of this step to the spacer

region, and the different DNA sequences, the neighboring bases of the spacer appear to

influence the population at this step. Beyond the spacer region, all four steps are in close

agreement, though it is interesting to note that the CpG and GpG steps appear to have

flipped populations from one sequence to the next. The influence of neighboring bases in

the spacer region could be playing a role, though this is two positions away from the spacer.

Although populations differ slightly, the overall pattern of BII in the recognition half-sites

matches between the two sequences. Within the spacer the sequence-dependent effects are

clear. The ApC step has little to no BII population while the corresponding ApA is elevated

to ∼20%. The next two steps in the AATT spacer have BII fractions approaching zero, but

in the ACGT spacer the CpG step has fraction BII near 0.40. The GpT step is similar to

TpT, with little to no sampling of BII states.

In DNA with the ACGT spacer, a change in BI/BII backbone substates were observed

between free and E2-bound DNA. The patterns for each type of E2 are similar: the GpA

step upstream of the spacer region is shifted down to 30% or less, the CpG step in the

spacer region remains near 40-50%, the neighboring GpT step jumps dramatically from

zero to about 40% (only ∼20% for HPV 18), and the CpG and GpG steps in the second

consensus half-site drop from ∼40% to less than 10%. The most remarkable step here is GpT
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in the spacer region that jumps from spending almost no time in the BII state to spending

nearly half the simulation occupying the BII state. This also places two steps with ∼50%

BII population next to each other, though it was previously shown that the steps rarely

spent time in the BII substate concomitantly, rather the steps were continuously moving in

alternating fashion between BI and BII states [109]. The pattern of BII populations also

shifts dramatically from free DNA to E2-bound DNA in the systems with AATT spacers.

In this case, all BII fractions are knocked down below 0.10 except the CpC step in the first

recognition half-site, which goes from ∼10% population in free DNA to between 15-30%

for E2-bound DNA, depending on the E2 type. In DNA, whether it had ACGT or AATT

spacer, a clear shift occurred in BII fraction from free to E2-bound DNA. However, the DNA

backbone substate dynamics are not completely E2-induced. The DNA sequence bound to

E2 also determines substate dynamics, demonstrated here with two DNA spacer sequences

and multiple E2 protein types.

To explore the BI/BII transitions as the dominant modes of motion in BPV E2-DNA,

we calculated the top 20 modes for free and E2-bound DNA to determine how common the

modes were in each system, to understand whether the modes were ranked higher in E2-

bound compared to free DNA, to understand the DNA sequence dependence of the modes,

and finally, to determine whether these modes were observed in all E2 types. Principal

component analysis was calculated on all heavy atoms, pseudotrajectories were generated

for each mode, and ε and ζ dihedrals calculated for each pseudotrajectory. BI and BII states

were calculated for the first and last frame of each pseudotrajectory, and a transition was

noted if there was a BI/BII switch between the first and final frames of the pseudotrajectory.

Only the ACGT and AATT spacer regions were considered, because we were interested in

the different dynamics between the two sequences, and the results are presented in Table

4.6. Comparing E2-bound DNA, the ACGT spacer BI/BII transitions are ranked highly; a

transition was observed in the top mode for BPV E2-bound DNA, the sixth mode of HPV

6 E2-bound DNA had a transition, and the second mode of HPV 18 E2-bound DNA. In

contrast, there were no BI/BII transitions for E2-bound DNA with the AATT spacer for

BPV or HPV 6, while the 19th mode of HPV 18 had a BI/BII transition. Out of the 20

calculated modes, E2-bound DNA with the ACGT spacer there were BI/BII transitions in

100%, 65%, and 80% of the modes for BPV, HPV 6, and HPV 18, respectively. The only

E2 type that had similar backbone dynamics was HPV 18, and only a single mode had a

BI/BII transition. For free DNA, a BI/BII transition was observed in the 5th mode for the

ACGT spacer and in the 14th mode for the AATT spacer. Out of the top 20 modes, 30%
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of modes with the ACGT spacer had BI/BII transitions in free DNA, compared to only

5% for DNA with the A-tract spacer. This was not surprising based on the fraction BII

analysis described earlier. It was interesting, however, to visualize the pseudotrajectories

and observe similarity in overall motions between the different DNA spacer sequences. A

representative example is presented in Figure 4.10. The top modes were visualized for BPV

E2-DNA with each spacer sequence. The nucleic acids in the figure are colored according

to the amount of motion at each position and the DNA appear nearly identical. However,

when the ε and ζ dihedrals are calculated along the trajectory, clear differences are observed.

The CpG and GpT steps of the ACGT spacer are both shifting BI/BII states; CpG starts

in the BII state and moves to BI, while GpT starts in BI and moves to BII. Meanwhile, no

backbone substate transitions were observed for the AATT spacer.

4.5 Conclusion

Molecular dynamics simulations of free E2, free DNA, and E2-bound DNA with both

AATT and ACGT spacer sequences were run in triplicate with 3 µs of sampling per copy to

determine BI/BII substate dynamics in free and E2-bound DNA, and establish the influence

of E2 binding partner on the BII populations. Average structures from simulations were in

close agreement with X-ray reference structures, backbone RMSD was ∼1 Å in all cases.

The overall DNA bend differed between the internal 12 base pairs when free DNA with

AATT and ACGT spacers were compared. Sequence dependent bending was expected for

free DNA and we observed increased bend for DNA with the AATT spacer relative to ACGT

spacer DNA. The type of E2 protein bound to DNA was found to determine the bending in

E2-bound DNA. Interestingly, differences in bending were not observed for the AATT and

ACGT spacers. Both sequences had bends of 43.9◦ and 43.4◦ for BPV E2-DNA, 36.9◦ and

39.9◦ for HPV 6 E2-DNA, and 45.5◦ and 45.3◦ for HPV 18 E2-DNA. This indicated that

the E2 binding partner determined DNA bending rather than sequence differences in the

spacer. Minor groove widths in the spacer region were within 0.3 Å for all E2-bound DNA,

and slightly expanded compared to free DNA. Again, the E2 binding partnered influenced

minor groove widths more than differences in spacer sequences.

Sequence dependent BII populations were observed in free DNA, as expected, and shifts

in BII populations were observed between free and E2-bound DNA for both AATT and

ACGT DNA. The resulting populations in each E2 system were similar, but differed between

the spacer sequences. High BII populations were observed in the CpG and GpT steps in

the spacer region of E2-bound ACGT DNA, while low BII populations were observed in
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all spacer steps of AATT DNA. These results indicated that BII populations in E2-bound

DNA are not determined by E2 alone, the populations depend on a combination of E2

binding partner and DNA spacer sequence. The differential backbone substate dynamics

in the spacer region between AATT and ACGT spacers suggest backbone dynamics could

play a role in the binding preference for E2 proteins.
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Table 4.1: Descriptions of each system simulated. All molecular dynamics were run in net-
neutralizing ion conditions with Joung-Cheatham ions [60] and fully solvated with TIP3P
water model [54]. Three copies of each were run. Spacer sequences with an asterisk are the
sequences that were co-crystallized with the E2.

System PDB ID X-Ray DNA Spacer Simulation Time
Resolution (Å) Sequence per Copy (ns)

BPV 1 E2-DNA 2BOP 1.7
ACGT*

3000
AATT

HPV 6 E2-DNA 2AYG 3.1
ACGT

3000
AATT*

HPV 18 E2-DNA 1JJ4 2.4
ACGT

3000
AATT*

Free DNA 2BOP 1.7
ACGT*

3000
AATT

Free E2 2BOP 1.7 N/A 3000
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Table 4.2: RMSD of average structures from simulations
with X-ray structures as reference (Å). The average struc-
ture was calculated from an aggregated trajectory of three
independent copies of each system, totaling 9000 ns of
sampling per average structure calculation. RMSD was
calculated over nucleic acid and protein backbone atoms.

System ACGT Spacer AATT Spacer

BPV 1 E2-DNA 1.2 1.2

HPV 6 E2-DNA 1.4 1.1

HPV 18 E2-DNA 0.9 0.8
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Table 4.3: Center of mass distance between the disordered regions
between β2 and β3 sheets (Å).

System Average Std. Dev. Minimum Maximum

BPV 1 E2-DNA 29.7 0.6 27.1 34.5

Free E2 28.3 2.5 19.8 35.7
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Table 4.4: Total helical bending in free and E2-bound DNA. Bending was
calculated for the internal 12 base pairs of each system using Curves+ [70].

System DNA Spacer Average (◦) Std. Dev. Min Max

BPV 1 E2-DNA
ACGT 43.9 5.7 15.2 74.5
AATT 43.4 5.5 14.5 73.5

HPV 6 E2-DNA
ACGT 32.4 10.1 0.0 63.9
AATT 39.9 5.3 11.7 63.6

HPV 18 E2-DNA
ACGT 45.5 5.7 18.5 78.3
AATT 45.3 5.4 17.5 73.6

Free DNA
ACGT 13.5 7.2 0.0 54.6
AATT 15.4 7.8 0.0 63.4
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Table 4.5: Average minor groove widths for the spacer region of free and E2-bound DNA.

System DNA Spacer Average (Å) Std. Dev. X-ray Average (Å)

BPV 1 E2-DNA
ACGT 12.5 0.1 12.0
AATT 12.7 0.0 -

HPV 6 E2-DNA
ACGT 12.5 0.0 -
AATT 12.8 0.0 12.6

HPV 18 E2-DNA
ACGT 12.5 0.1 -
AATT 12.6 0.0 12.3

Free DNA
ACGT 12.3 0.0 -
AATT 12.4 0.1 -
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Table 4.6: BI/BII transitions in the spacer region of free and E2-bound DNA
from principal component analysis pseudotrajectories. Principal component analysis
was calculated on all heavy atoms of DNA for 20 modes. n/d means that BI/BII
transitions were not observed in any mode.

System DNA Spacer
Highest PC with Fraction of PCs with
BI/BII Transition BI/BII Transition

in Spacer in Spacer (N=20)

BPV 1 E2-DNA
ACGT 1 1.00
AATT n/d 0.00

HPV 6 E2-DNA
ACGT 6 0.65
AATT n/d 0.00

HPV 18 E2-DNA
ACGT 2 0.80
AATT 19 0.05

Free DNA
ACGT 5 0.30
AATT 14 0.05



111

Figure 4.1: X-ray structures of E2-DNA complexes and DNA sequences. A) X-ray
structures show the conserved E2 protein fold and DNA deformation in the E2-DNA
complexes. The E2 proteins are homodimers with β barrel cores and α1 helices that insert
into consecutive DNA major grooves. DNA is bent toward E2 and the minor groove facing
the protein is slightly compressed. Protein is colored yellow for β barrels, α helices are
purple, and loops are cyan. The PDB IDs of the BPV 1, HPV 6, and HPV 18 structures are
2BOP, 2AYG, and 1JJ4, respectively. B) The DNA sequences from each crystal structure
is shown. Consensus half-sites are bold, and in between the half-sites lies the spacer region.
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Figure 4.2: RMSD over time for molecular dynamics trajectories. Three
copies are shown for each system, black, red, and blue. All systems with
ACGT spacer DNA are on the left, and systems with AATT spacers are on the
right. The RMSDs were calculated on all heavy atoms in reference to the X-ray
structures, and indicate simulations were stable over 3000 ns, the exception
being one copy of HPV 6 ACGT. Visual inspection of this trajectory showed
that one of the DNA consensus sites became unbound from corresponding α
helix, the other half-site remained bound to E2. The relatively high RMSD
for free DNA occurred because the reference structure was bent DNA from
the E2-DNA complex.
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Figure 4.3: Free E2 RMSD, RMSF, and PCA from molecular dynamics trajectories.
A) RMSD was determined for all heavy atoms with X-ray structure as reference. Three
independent copies of the trajectories are shown in black, red, and blue. B) The atomic
fluctuations were calculated by residue. Three copies are shown. Highlighted regions
correspond to α1 helices (gray), α2 helices (blue), and the disordered region (yellow) between
sheets β2 and 3. Residues were renumbered starting from 1 to 85, and both monomers are
shown. C) An average structure from an aggregated trajectory of the three independent
copies. Coloring matches the description in B, with remaining regions in cyan. α helices
are labeled for both monomers but only one N-terminus and C-terminus are indicated with
arrows. D) Principal component analysis was calculated and porcupine plots generated to
indicate collective motion for the top three modes of free E2. The structures in show the
DNA binding face and the α1 helices, a 90◦ rotation from the view in C). Refer to main
text for description of the modes.
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Figure 4.4: RMSF of free DNA, E2-bound DNA, and DNA-bound E2.
Atomic fluctuations were determined relative to average structures, by residue
for E2 and by atom for DNA. All RMSF calculations were done on aggregated
trajectories, 9000 ns each. Protein residue numbers are numbered from zero.
Both monomers for E2, and both strands of DNA, are shown. Highlighted
regions on E2 correspond to α1 helices (gray) and α2 helices (blue).
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Figure 4.5: BPV E2 loop regions hug DNA minor grooves.
The BPV E2-DNA complex from X-ray crystallography
(gray) with the average structure from molecular dynamics
of the same BPV E2-DNA complex (blue), and the aver-
age structure from molecular dynamics of free E2 (red).
The conformation of the β2-β3 loops between the three
structures show similar conformation between X-ray crystal,
E2-DNA from simulation, and free E2 from simulation. The
two E2-DNA complexes show the loops have close associa-
tion with the minor grooves, and the free E2 loops adopt
a favorable conformation for the minor grooves even in the
absence of DNA. The DNA sequences in the E2-bound DNA
contain the ACGT spacer. DNA are represented as molec-
ular surface and E2 as cartoons representations. The two
average structures from MD were aggregated trajectories
totaling 9000 ns each. Structures were aligned by all E2
heavy atoms.
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Figure 4.6: RMSD of α1 helix between free E2 and DNA-bound
E2. The average structure of free BPV E2 was aligned to the
average BPV E2-DNA complex based on the α1 helix from a single
monomer. The RMSD was calculated between the α1 helices of
the other monomer. Free E2 (red) has an RMSD of 5.3 Å to
E2-DNA (blue) α1.
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Figure 4.7: DNA major and minor groove widths. Groove widths
for the internal 12 base pairs of all free and E2-bound DNA. Major
groove widths for DNA with ACGT and AATT spacers are on top,
while minor groove widths for the two spacer sequences are shown
on the bottom. Groove widths were calculated on trajectories
aggregated from three independent copies of each system, each
aggregate totaling 9000 ns. Major groove widths are reduced in the
consensus half-sites, compared to free DNA. Minor groove widths
were not compressed in the spacer regions.
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Figure 4.8: Convergence of fraction BII in free and E2-bound DNA. Fraction BII was
measured at increasing time points to determine convergence; BII was measured at 1 ns,
10 ns, 100 ns, 1000 ns, 2000 ns, and 3000 ns. Systems with ACGT spacer DNA are on the
left, and systems with AATT spacer DNA are on the right. Overall the free DNA converges
must faster than E2-bound DNA, see text for detailed discussion. The populations of BII
at each step differ between AATT and ACGT (see Figure 4.9 and the text for discussion).
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Figure 4.9: Fraction BII in free and E2-bound DNA. The fraction of BII from each base
step over the internal 12 base pairs was calculated for free and E2-bound DNA. Sequence
preference for BII is shown in free DNA (left column). In E2-bound DNA, both E2-induced
and sequence-dependent BII populations are demonstrated. BPV E2-DNA is black, HPV
6 E2-DNA red, and HPV 18 E2-DNA blue. Gray shading was used to highlight the DNA
spacer sequence.
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Figure 4.10: BI/BII dynamics in E2-bound DNA are sequence-dependent. The top modes
of motion from principal component analysis are shown for BPV E2-bound DNA with A)
DNA spacer ACGT and B) DNA spacer AATT. For both molecular graphics representations
the protein is colored by secondary structure; α helices are purple, β sheets yellow, and
remaining regions cyan. The DNA is colored by fluctuations of the pseudo trajectory
generated by principle component analysis. Red regions have the highest fluctuations,
followed by white, and then blue with the least. Based on visual inspection of the motions,
A) and B) both show the major groove collapsing and expanding. The plots on the right
show ε and ζ dihedrals for two steps in the spacer region, CpG and GpT for ACGT spacer,
ApT and TpT for AATT spacer. For the ACGT spacer, CpG is observed transitioning
from BII to BI, and GpT moves from BI to BII. No BI/BII transitions are observed for the
AATT sequence. The top mode is shown in the figure, a full discussion of all modes can be
found in the main text.



CHAPTER 5

CONCLUSION

5.1 Significance

The force field evaluation presented in Chapter 2 demonstrated that both bsc1 and

OL15 parameter sets improve upon earlier versions of AMBER nucleic acid force fields

for simulating DNA. Agreement with experiment was highlighted by < 1 Å RMSD of

average structures from simulations to NMR reference for the DDD system. The sampling

times to evaluate the force fields with the DDD test system were remarkable, 100 copies

of simulations each run to 10 µs. Combined with total aggregated trajectories from all

test systems, sampling was nearly 7 ms. These long time scales and multiple copies are

required to uncover deficiencies in the force fields, the extensive sampling and agreement

with experiment show the robustness of the most recent nucleic acid force fields. There are

very few research groups capable of evaluating the force fields with the extensive sampling

we employed, due to our relative wealth of computational resources, and we expect the

community benefits from these efforts.

We demonstrated BII convergence in protein-bound DNA for the first time, that we are

aware of. The native and decoy BII states converged by ∼1 µs for most bases, but the high

population BII states in the spacer sequence were not fully converged by µs. Free DNA was

shown to converge must faster than protein-bound DNA. In Chapter 3, it was demonstrated

that high population BII states from simulations corresponded to BII states crystallized

in BPV E2-DNA. The unexpected observation that BI/BII backbone transitions are a

dominant mode of motion in E2-DNA led to investigating the role of sequence-dependent BII

dynamics in E2-bound DNA. We found that E2 induces BII populations that differ from free

DNA, but are conserved across three types of E2 protein, BPV, HPV 6, and HPV 18. The

sequence of spacer in E2-bound DNA, did influence BII populations, supporting the idea

that protein-bound BII populations are sequence-dependent, and not entirely determined

by the protein-binding partner.

Understanding DNA structure and dynamics is important for determining mechanisms
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of ligand binding to DNA, protein-DNA interactions, and DNA conformational changes.

The work presented here demonstrated progress in the field by evaluating the state of the

art nucleic acid force fields, showing convergence of BII populations in protein-bound DNA,

and revealing that BI/BII transitions are dominant modes of motion in E2-bound DNA

with ACGT spacers.

5.2 Future Directions

Nucleic acid simulations present many opportunities for future research. Although

improvements, and strong agreement with experiment, were shown in Chapter 2, the nucleic

acid force fields can continue to be improved. The RNA force field was not addressed in this

work but that is an area of research behind DNA. For DNA force fields, however, there were

still discrepancies in many helical parameters. Additionally, simulations will likely soon be

extended to millisecond time scales and currently unaccessible events like base-pair opening

in the internal helix will be observed and may reveal further deficiencies in the current force

fields. This is also significant because millisecond simulations will also allow further testing

the hypothesis that this is a gap in DNA dynamics on the µs - ms time scale.

Determining whether BI/BII dynamics are important for differential E2 binding to

AATT and ACGT spacer sequences is an important and interesting question to pursue.

A carefully constructed biasing potential could be used to simulate free energy of binding

the different spacers to DNA using umbrella sampling. Investigating BI/BII dynamics can

also be extended to larger systems like the nucleosome. Molecular dynamics simulations of

nucleic acids will continue to be an important tool for investigating structure, energetics,

and dynamics on the atomic level.
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III; Jurec̆ka, P. Refinement of the Cornell et al. Nucleic Acids Force Field Based on
Reference Quantum Chemical Calculations of Glycosidic Torsion Profiles. J. Chem.
Theory Comput. 2011, 7, 2886–2902.

[23] Zgarbova, M.; Luque, F.J.; Sponer, J.; Cheatham, T.E., III; Otyepka, M.; Jurecka, P.
Toward Improved Description of DNA Backbone: Revisiting Epsilon and Zeta Torsion
Force Field Parameters. J. Chem. Theory Comput. 2013, 9, 2339–2354.
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