
 

 

 

 

COMPUTATION OF SURROUND MODULATION ACROSS LAYERS 

OF THE PRIMATE PRIMARY VISUAL CORTEX 

 

 

 

by 

Maryam Bijanzadeh 

 

 

 

A dissertation submitted to the faculty of  
The University of Utah 

in partial fulfillment of the requirements for the degree of 

 

 

 
Doctor of Philosophy 

Interdepartmental Program in Neuroscience 

The University of Utah 

May 2017 

 



 

 

Copyright © Maryam Bijanzadeh 2017 

All Rights Reserved



 

 

 

 
 

  

T h e  U n i v e r s i t y  o f  U t a h  G r a d u a t e  S c h o o l  
 
 
 

STATEMENT OF DISSERTATION APPROVAL 
 
 
 

The dissertation of Maryam Bijanzadeh 

has been approved by the following supervisory committee members: 

 

Alessandra Angelucci , Chair 11/29/2016 

 
Date Approved 

Jeffrey Anderson , Member 11/29/2016 

 
Date Approved 

Paul Bressloff , Member 11/29/2016 

 
Date Approved 

Sarah Creem-Regehr , Member 11/29/2016 

 
Date Approved 

Matthew Wachowiak  , Member 11/29/2016 

 
Date Approved 

 

and by Richard Dorsky , Chair/Dean of  

the Department/College/School of Interdepartmental Program in Neuroscience 
 

and by David B. Kieda, Dean of The Graduate School. 
 
 



 

 

 
 
 
 

ABSTRACT 
 

 

Primate primary visual cortex (V1) consists of six anatomical layers. There are both 

heterogeneous and homogeneous functional properties found across layers. Surround 

modulation (SM) occurs when neuronal responses to stimulation of a neuron’s receptive 

field (RF) is modulated by simultaneous simulation outside of the RF. There are three 

potential candidates for SM: feedforward (FF) and intra-V1 horizontal (HZ) connections 

underpin the region nearby RF (near surround), while the modulatory signal arising from 

distant regions (far surround) are conveyed by feedback (FB) connections from higher 

visual areas. Also, V1 layers show distinct patterns of FF, HZ, and FB terminations. The 

goal of my dissertation research was to study 1) the properties of SM across V1 layers, 2) 

how simple visual stimuli in the RF and surround of a V1 column activate V1 layers, and 

(3) what specific afferent circuits to and within the V1 column of these stimuli recruit.  

Using single electrode recordings sampling from all the layers of V1, I found that near 

SM is more sharply orientation-tuned in the superficial layers (L3B, 4B and 4C𝛼𝛼), where 

there are prominent horizontal connections. However, far SM is more orientation-tuned in 

L4B, possibly reflecting the orientation organization of feedback connections to this layer. 

Using laminar recordings, I investigated the temporal dynamics of inputs (local field 

potentials, LFPs) to each layer when stimulating surround elements. Near surround 

stimulation simultaneously localized the first inputs in superficial and deep layers with a 

significant delay in L4C, suggesting both HZ and FB contribute to near SM. Feedback 



 

recipient layers (L1/2A and L5/6) received the earliest inputs with far surround stimulation. 

Measuring the latency of spiking activity while co-stimulating RF and surround, the 

untuned near SM first emerged in L4C, but, tuned near SM and far SM, emerged outside 

thalamic recipient layers, suggesting a cortical origin.  

Finally, I found that brain oscillations in response to stimuli in the surround, mirror the 

structure of the underlying horizontal and feedback connections. Grating patches 

positioned on the collinear axis to a cell’s preferred orientation, evoke a greater power in 

different frequency bands of LFP, including alpha, beta, and gamma, compared to 

orthogonal position in both near and far surround.  We propose that horizontal and feedback 

connections, substrates of near and far surround, are aligned collinearly in the visual field 

and help generate brain oscillations. 
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CHAPTER 1 

 

 INTRODUCTION 

 

Despite years of research on the visual system, we still do not fully understand how 

simple visual stimuli are processed. Complex neuronal networks in different cortical areas 

transform the retinal image into contours, object boundaries, depth, motion, color, shapes, 

and eventually, faces. Numerous studies have investigated the basic functional properties 

as well as the anatomical circuits of each visual area, providing a substantial body of 

literature.  

Visually responsive neurons at various levels of the visual system monitor discrete 

regions of visual space, known as the receptive field (RF). Encoding the stimulus features 

that are presented in the RF is performed by multilevel processing. The degree of 

complexity that can be extracted from the stimulus varies along the visual system 

hierarchy, with higher visual areas being able to extract increasingly more complex 

features. For instance, retinal RFs are selective to contrast and small spots of light, while 

visual cortex 1 (V1) and visual cortex 4 (V4) RFs are selective to edges and simple shapes, 

respectively. In addition, hierarchical processing occurs within two main parallel 

pathways, called the “dorsal” and “ventral” streams. Electrophysiological and clinical 

studies have revealed that these two hierarchical streams are responsible for processing the 
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spatial aspects of the visual world and object recognition, respectively.   

After almost a century of research, a primary question in visual neuroscience still 

remains: how do structurally segregated streams with distinct functional features lead to a 

unified percept of the natural world? Besides information flowing from lower to higher 

visual centers via feedforward (bottom-up) projections, there are also inter-areal feedback 

(top-down) projections from higher to lower visual centers. It has been shown that these 

feedback connections, which are sending back the processed information at each level of 

the hierarchy, can modulate the neuronal responses in lower centers. These bidirectional 

(feedforward and feedback) interactions between different brain areas at every stage of 

processing, can likely expand the dynamic range of information processing in the visual 

system, as well as generating a unified percept of the visual world.  

The primary visual cortex (V1) is the main hub between lower (retina, LGN) and higher 

visual centers, such as areas V2, V4, and MT that are dependent upon V1 inputs for their 

visual responses. V1 RFs are selective to basic visual features of natural scenes including 

the orientation of edges and stimulus contrast. Some features, such as orientations, are 

processed in modules that span across a column of cortex, from layers 1 to 6. V1 RFs 

provide information to extrastriate cortex for further analysis along the visual hierarchy. 

However, the information available at the level of V1 RFs is influenced by contextual 

effects. Specifically, neuronal responses to stimuli inside their RF can be modulated by 

stimuli outside their RF, i.e., in the RF surround, a phenomenon called “surround 

modulation”. Surround modulation at the level of V1 is thought to contribute to perceptual 

tasks such as contour integration and figure-ground segregation. 

Since surround modulation is one of the main properties of neurons throughout the 
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visual system, there has been much interest in trying to understand its underlying circuitry 

and mechanisms. Years of anatomical and electrophysiological studies have uncovered 

three potential candidate circuits for surround modulation: feedforward thalamocortical 

connections, intra-V1 horizontal connections, and feedback connections from the 

extrastriate cortex. These connections also have distinct patterns of termination across 

layers of V1. The aim of this dissertation is to reexamine the underlying circuits of surround 

modulation and identify how V1 layers with distinct connection patterns contribute to the 

processing of surround modulation, reflecting its underlying mechanisms.   

The main question driving my research is: Do temporal and functional properties of 

neuronal inputs/outputs across layers reflect the hypothesized circuitry underlying 

surround modulation? I have also examined the frequency content of population activity 

across layers in response to surround stimuli and asked whether rhythmic oscillations 

mirror the underling circuits. In the remainder of this chapter, an overview of the visual 

system is provided, in addition to a review of the RF and surround properties of V1 neurons.  

 

1.1 The Central Visual Pathway 

The pattern of light detected by the photoreceptors in the back of the retina transverses 

across many stages of visual processing before resulting in visual perception. Figure 1.1-

A shows a schematic of visual information flow from the retina to the lateral geniculate 

nucleus of the thalamus (LGN) and then to the first cortical area: primary visual cortex 

(V1). After processing by V1 neurons, the signal will be sent to higher visual centers that 

integrate more complex features.   
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1.1.1 Basic Properties of Neurons Along the Visual Pathway  

Retinotopy is One of the main properties of visual neurons, is the mapping of the visual 

world along the visual pathway (Connolly and Van Essen, 1984). For example, adjacent 

neurons in each visual area encode adjacent locations in the visual field. An example of 

receptive fields and the visual space monitored by RGCs is shown in Figure 1.1-B. 

A higher proportion of photoreceptors map the center of the gaze, called fovea, while 

a lower fraction maps more distant visual field from the center of gaze, called periphery. 

This pattern of localization results in higher visual acuity in the fovea than in the periphery. 

This asymmetrical property is also maintained in the visual cortical areas (Figure 1.1-C 

represents the visual map of fovea and periphery in V1). Specifically, in V1, the cortical 

magnification factor, which is the millimeters of cortex devoted to a degree of visual space, 

decreases inversely with eccentricity outside of the fovea (Connolly and Van Essen, 1984). 

 

1.1.2 Retina and LGN  

From the photoreceptors, visual information is passed through a number of processing 

stages before reaching the retinal ganglion cells. Retinal ganglion cells send this 

information to the LGN via the optic nerve. The optic nerve is a bottleneck (Callaway, 

2005) of information transfer due to the large amount of information captured by the retina 

that must be transferred through pact bundle of axons. This information from 1.6 million 

RGCs (Rodieck and Rodieck, 1998) has to be compressed and efficient (Sterling, 2004) in 

order to get to the brain, and the brain has to extract and elaborate upon that information. 

In both the retina and LGN, segregation of information is maintained by different cell 

types. In the retina, there are three main classes of RGCs:  midget, parasol, and bistratified 
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ganglion cells. The midget cells have small somas, slower axonal conduction, and are 

spectrally sensitive, while parasol cells have larger cell bodies, fast conducting axons, and 

are less sensitive to spectral information (Callaway, 2005). Bistratified cells are sensitive 

to short wavelengths of light (blue cones) (Dacey and Packer, 2003). Information from 

these neurons will be sent to distinct targets in the LGN. Interestingly, the input from these 

cells remains segregated in the early stages of parallel processing, but the information 

becomes reorganized within the cortex. 

The LGN is an important structure in visual processing because it relays information 

to the primary visual cortex (V1), from the retina. Like the retina, there are different classes 

of cells in the LGN. Magnocellular (M) neurons in the LGN receive information from high 

contrast parasol RGCs, and are located in the ventral layers of LGN. These neurons have 

large and achromatic receptive fields. Parvocellular (P) neurons have smaller RFs and are 

located in the four dorsal layers of the LGN. These neurons obtain information from midget 

cells that are spectrally sensitive. There are also Koniocellular (K) neurons that are 

intercalated across LGN. In summary, the architecture of LGN allows retinal information 

to remain segregated through M, P, and K pathways before it is passed onto the primary 

visual cortex.  

 

1.1.3 The Extrastriate Cortex  

Visual areas beyond the primary visual cortex are called extrastriate cortex in the 

primate brain. The extrastriate cortex consists of many different visual areas, including V2, 

V3, V4, MT/V5, and infero temrporal (IT) cortex. The RF properties across these areas are 

selective to more complex features than V1 RFs. In particular, V2 neurons respond to both 
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orientation and illusory contours (Kandel et al., 2000), V4 neurons are selective to the 

orientation of non-luminance contours similar to V2, color and form, MT neurons are 

selective to pattern direction, speed gradient, and motion (Kandel et al., 2000; Orban, 2008) 

and IT cortex is selective to a wide range of complex objects such as faces.   

Previous anatomical studies have demonstrated the existence of two major parallel 

visual processing streams beyond V1 called dorsal (or where) and ventral (or what) 

pathways (Figure 1.2). The dorsal stream projects from V1 and V2, to V3 and MT, and 

terminates in the parietal cortex; it processes information about location and object motion 

and sends them to motor cortex to guide eye and body movements. The ventral stream 

projects from V1 and V2 to V4 and the temporal lobe, and processes information about 

form, object, and faces. This stream plays a role in object identification and face 

recognition by interaction with memory related regions (Kandel et al., 2000). As mentioned 

above, along these feedforward dorsal and ventral pathways, there are reciprocal feedback 

connections projecting from higher to lower areas, and back to V1, which modulate 

neuronal responses.  

 

1.1.4 The Primary Visual Cortex (V1)  

Area V1 is the first cortical area to receive LGN input. After processing through 

complex circuitry in V1 (which is discussed in this chapter), information is reorganized by 

different functional modules and is distributed to a number of different cortical areas in the 

extrastriate cortex. V1 is about 2mm thick and only a few square inches in surface area, 

contains about 200 million neurons, and is the largest cortical area in nonhuman primates 

(Palmer, 1999). Higher visual areas depend on V1 to function normally. In addition, many 
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higher visual area attributes, such as figure-ground segregation, detection of object 

boundaries, and contour completion, all rely on the mechanisms and underlying circuitry 

of V1. The specific organization and function of V1 is described in fine detail below, and 

is of primary importance for this doctoral thesis. 

 

1.1.4.1 V1 cortical modules and maps 

There are multiple functional structures in V1 processing visual information. If V1 is 

stained for cytochrome oxidase (CO), which is a metabolic enzyme, two major regions in 

the superficial layers (specifically L2/3) will emerge: dark CO patches called “blobs” and 

CO-pale intervening “interblob” regions. Blobs are selective to color and low spatial 

frequency while interblobs are sensitive to orientations and mid- to high-spatial frequency, 

although, this segregation is not rigid (Sincich and Horton, 2005). The outputs from these 

structures remain segregated, terminating in V2 CO domains called “stripes.” Blobs 

primarily project to thin stripes that are more selective to color, while interblobs project to 

orientation selective thick stripes and pale stripes. Thus, in V1 and V2 there are different 

functional structures that encode specific visual attributes in parallel.   

In addition, individual neurons in V1 are selective to specific stimulus features 

including: orientation, contrast, spatial and temporal frequency, and so forth. To investigate 

each of these properties independently, sinusoidal gratings have typically been used in the 

literature. Using different imaging techniques, it has been found that there are clusters of 

neurons showing selectivity to these features, and that many of these features are organized 

into systematic maps. In particular, orientation (Blasdel and Salama, 1986) and spatial 

frequency (Shoham et al., 1997) maps were discovered in V1. “Functional maps” are 
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found in most visual cortical areas.  

In addition to functional maps that can be imaged from the superficial layers of V1 in 

the tangential domain, vertical functional modules were also discovered, mainly using 

single electrode recordings from pia to white matter. Initially these modules were termed 

cortical columns. Orientation and ocular dominance columns (receiving input from one 

eye) were the first such modules that were discovered in the primary visual cortex of cat 

and monkey by Nobel prize winners, Hubel and Wiesel (Hubel and Wiesel, 1959, 1962, 

1974) in the 1960s. They recorded all layers of the cortex along a trajectory vertical to the 

cortical surface, and observed that all sampled neurons map to similar locations of the 

visual field (similar RF location), and have similar preferred orientation. However, the 

cortical spread of RF and orientation modules are different (orientation column=50𝜇𝜇m 

(Berens et al., 2008), RF column~=1-2 mm). We will discuss the structural and 

physiological properties of this laminar cortical module in the next section. 

 

1.1.4.2 The laminar structure of V1 

V1, similar to most of the neocortex, is comprised of six layers. In V1, multiple 

specialized inputs from the LGN are segregated into distinct layers. Magnocellular 

afferents, arising from cells with high luminance contrast sensitivity and high temporal 

resolution (involved in luminance and motion processing) terminate primarily in L4C𝛼𝛼 and 

lower L6. Parvocellular afferents, arising from cells with sensitivity to color contrast and 

low temporal resolution (involved in processing of color and fine patterns) terminate 

primarily in L4C𝛽𝛽 and upper L6 (Callaway, 2005; Sincich and Horton, 2005). Also, 

koniocellular afferents terminate in L2/3, specifically in the blobs, and there are some direct 
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inputs to L4A (Callaway, 2005).    

Distinct types of excitatory and inhibitory neurons such as, pyramids and stellates, 

somatostatin and basket cells, as well as distinct recurrent networks across layers add 

significant degree of processing stages to integrate the received information. For instance, 

there are many classes of inhibitory cells in the neocortex performing specific functions. 

Basket cells in L4C of V1 that receive similar thalamic information as L4C excitatory cells 

control the gain, and balance the total level of excitation by making postsynaptic contacts 

on the cell bodies (Hirsch et al., 2003). In contrast, somatostatin inhibitory cells contact 

preferentially the more distal dendrite, and are more selective for features coded by V1 

(e.g., orientation)(Somogyi et al., 1998). Cortical dynamic range is increased by usage of 

different cell types, cortical modules as wells as parallel and intermingled information 

pathways.  

 

1.1.4.2.1 Feedback and horizontal terminations across V1 layers   

Along the canonical rout, L4C neurons make synapses on supragranular neurons (SG, 

above L4C) and then SG cells synapse on to infragranular ones (IG). After the signal is 

being processed across V1 layers, the output will be sent from SG layers to the extrastriate 

cortex for further visual processing. Moreover, most of L6 cells do not make direct cortico-

cortical connections, but there are groups of pyramidal cells, called Meynert cells that 

project directly to area MT (Fries et al., 1985). Infragranular layers (L5 and L6) send the 

processed information back to subcortical regions such as superior colliculus (Lund et al., 

1975).  

Furthermore, the extrastriate cortex feeds the signal back to both upper and lower layers 
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of V1 avoiding L4C (Rockland and Pandya, 1979; Felleman and Van Essen, 1991; 

Casagrande and Kaas, 1994). The feedback axonal terminations are prominent in L1, where 

there are almost no cell bodies (Rockland and Pandya, 1979; Ungerleider and Desimone, 

1986), L2A, L5B, and L6 of V1, and only form sparse terminations in L3 and L4B (Webb 

et al., 2002; Federer et al., 2015). There is also an alternative cortico-thalamo-cortical path 

that passes through pulvinar nucleus. Specifically, some L5 neurons in V1 target pulvinar 

nucleus of thalamus that would send outputs to other cortical areas (Guillery and Sherman, 

2002). Supposedly, this L5 neurons also send sensory signals to subcortical motor 

structures (i.e., superior colliculus) via their collaterals (Lund et al., 1975).  

In addition to feedforward, feedback and interlaminar projections, there are intrinsic 

horizontal axons connecting pyramidal cells in tangential plane to the cortical surface. 

Horizontal connections are patchy and dense in L2, L3, L4B, and L5 link neurons of 

different cortical columns (Figure 1.3, red arrows)(Gilbert, 1983; Lund and Wu, 1997). 

These projections are thought to play an important role in V1 physiological properties such 

as, orientation selectivity and surround modulation.  

In the next section, we provide a thorough review of the physiological properties of V1 

neurons such as, RF and RF-Surround that are basic principles to understanding the 

presented results in this thesis.  

 

1.2 Receptive Field and Surround 

1.2.1 Receptive Field and Surround in LGN  

A specific part of the visual field that evokes the maximum neuronal responses is called 

RF. The RF is a fundamental property of all sensory neurons across sensory cortices. The 
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size of RF and visual features that are coded by RF in each area varies as the visual 

information travels from lower to higher visual centers. V1 RFs varying 0.5-2° (close to 

fovea) in size, are selective to simple attributes such as, orientation of edges while IT cells 

having ~30° RF encode complex features like faces and objects. However, in each area, 

the size of receptive field does not have a uniform distribution, neurons at the fovea have 

much smaller RFs compared with neurons in the periphery.  

The receptive field properties also vary between retina and V1 cells. The LGN 

receptive fields are generally circular with concentric subfields. Depending on the 

luminance response the subfields are either “on” type, the higher the luminance the higher 

the neuronal responses, or “off” type, the lower the luminance the higher the response. 

Based on the polarity of the RF center, the neuron is called “on” or “off” cell. For example, 

the off cell has off central subfield with on surroundings. This effect is called “classical 

center-surround” at the level of LGN that has been modeled via linear filters mapping 

visual images to the neuronal responses (Carandini et al., 2005).   

In addition to the classical center-surround property of LGN cells, another suppressive 

effect is found that cannot be explained by on and off subfields. By activation of the extra-

classical surround the responses saturate when stimulus contrast increases, and decrease by 

superimposition of another stimulus or enlarging the stimulus size. The surround 

suppression by increasing stimulus size is also observed in V1. In contrast to classical 

surround that could be excitatory or inhibitory, the LGN extra-classical surround is strongly 

suppressive (Solomon et al., 2002; Bonin et al., 2005; Sceniak et al., 2006). Bonin et 

al.(2005), proposed that the response plateau due to high contrast stimulation of extra-

classical surround, is well matched with a change in contrast gain. Specifically, this 
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nonlinear contrast gain control in LGN is mainly generated by retina (Shapley and Victor, 

1978) and is strengthened in LGN (Kaplan et al., 1987); also, it is generated too fast to 

involve corticogeniculate feedback from V1 (Alitto and Usrey, 2008). The size of LGN 

extra-classical surround in primates on average is <2.5° at parafoveal eccentricities (0.8°- 

~5°) (Sceniak et al., 2006).  

 

1.2.2 The Receptive Field of V1 Cells and Its Properties  

V1 receptive fields also have on and off regions (Hubel and Wiesel, 1965, 1968; 

Carandini et al., 2005). V1 neurons were initially categorized as simple, complex, and 

hypercomplex cells by Hubel and Wiesel (1968). But, later on, the hypercomplex cells 

were termed “end-stopping” and “side-inhibition” or surround suppression, which we will 

explain it in depth in the following sections. Simple cells that are more common in L4C 

and L6 (Ringach et al., 2002; Martinez et al., 2005) have spatially distinct on and off 

rectangular subfields, while complex cells that are more populated in other layers have 

overlapping excitatory and inhibitory regions (Hubel and Wiesel, 1968). 

V1 RFs are also selective to other stimulus attributes, such as orientation, spatial 

frequency, spatial phase, and temporal frequency. As mentioned earlier, these parameters 

can be independently studied by drifting sinusoidal gratings. In the former experiments that 

were performed by Hubel and Wiesel, the orientation selectivity of V1 cells was also 

explored. V1 cells elicit significant spiking when a bar of light was shown in a specific 

orientation and their responses were decreased below baseline when the orientation was 

gradually changed to orthogonal relative to the preferred orientation (Hubel and Wiesel, 

1959, 1968). The alignment of the circular center-surround RF of presynaptic cells in LGN 
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on a target V1 cell is thought to produce orientation tuning in V1 (Figure 1.4-A) (Hubel 

and Wiesel, 1962). Figure 1.4-B represents an example orientation tuning curve.  

In addition to orientation, contrast is a dominant visual feature that drives V1 neurons. 

It is defined as the difference between the lowest and highest luminance of the visual 

stimuli (Palmer, 1999). The contrast controls the balance of excitation and inhibition 

causing changes in the RF size (see section 1.2.5). Another property of V1 neurons, spatial 

frequency is defined as light/dark cycles per degree of visual angles (Palmer, 1999). The 

spatial frequency of V1 cells varies in the range of 0.5-8° (Foster et al., 1985) at 

eccentricities of 2-5°, and is broadly tuned. Spatial phase, which is the position of the 

sinusoid relative to a reference point, is a dominant property of simple cells. Simple cells 

respond to specific phase of sinusoidal gratings, in which the opposite phase inhibits the 

response to the baseline. Instead, complex cells do not show selectivity to on and off 

subfield, so they are not selective to spatial phase. Also, V1 neurons respond to the speed 

and movement direction of drifting gratings. Temporal frequency is the speed of 

movement of the bars in each second measured in cycles/seconds. In V1 temporal 

frequency varies in the range of 0.5-16 (cycles/seconds). Some V1 cells are also direction 

selective, responding to one direction of movement.  

In the next section we will investigate some characteristics of RFs across layers.  

 

1.2.3 The Receptive Field Properties Across V1 Layers 

The receptive field properties across layers have been studied since the former reports 

(Hubel and Wiesel, 1962, 1968) introducing orientation and ocular dominance columns. 

Later, other studies observed distinct orientation selectivity across layers being broader in 

layers 4C, L3B, and L5 (Ringach et al., 2002). Investigating the dynamics of orientation 



14 

tuning, Ringach et al.(1997) reported that the orientation tuning develops in time, being 

sharper in 30-40ms and persisting for 40-85ms, specifically in output layers (2, 3, 4B, 5, 

and 6). But orientation tuning in input layers 4C𝛼𝛼 and 4C𝛽𝛽 does not change and remains 

broad. This result suggests that sharpness of orientation tuning, which is due to suppression 

of other orientations, is emerged by intracortical V1 connections or feedback projections.  

Similar to cats, it is observed that simple cells are denser in L4C and L6 of primates’ 

V1 (Ringach et al., 2002; Martinez et al., 2005). In addition, there is broad spatial frequency 

tuning in V1 (De Valois et al., 1982), which is preserved across the cortical column, so 

different layers are acting as different spatial filters. There is also heterogeneity in the 

tuning of temporal frequency across layers. However, if recorded vertically all layers have 

similar RF (Hubel and Wiesel, 1968), while there are slight changes in the size of RF across 

layers being larger in L6. Thus, because of variations in physiological characteristics 

between V1 layers, the idea of V1 being structured by homogenous building blocks such 

as columns is reevaluated.  

 

1.2.4 Surround (Extra-Classical Surround) of V1 cells  

Stimulation of RF by a prolonged bar of light changed the spiking pattern (mostly 

decreased) of V1 cells. Hubel and Wiesel named the cells that showed this effect as 

“hypercomplex” cells (Hubel and Wiesel, 1968). However, the region around the classical 

RF was named extra-classical surround and was observed in most of V1 cells (Blakemore 

and Tobin, 1972; Maffei and Fiorentini, 1976; Nelson and Frost, 1978; Allman et al., 1985; 

Gilbert and Wiesel, 1990; Li et al., 2001). The effects of surround regions are modulatory 

meaning that there would be no activation of spikes (i.e., similar to baseline) when the 
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surrounding region is stimulated in isolation but costimulation of RF and surround would 

modulate the response. This modulation is either suppressive or facilitatory. In this 

dissertation, we focused on the mechanisms that generate surround modulation (SM), 

specifically suppression in Chapters 2 and 4.  

 

1.2.5 Spatial Extent of the RF and the Surround  

It is crucial to define the border between the RF and surround to study its underlying 

mechanisms that are different from the RF (Fitzpatrick, 2000). One way to map the RF is 

to use a small stimulus (flashing light or dark bar or a grating) that has the proper 

orientation for the cell to evoke spikes. This method is called minimum response field 

(mRF) because it covers the low threshold excitatory field of the cell (Hubel and Wiesel, 

1962; Barlow et al., 1967). Later, the high threshold excitatory field was introduced, which 

does not evoke responses in the absence of mRF stimulation (Bringuier et al., 1999). To 

map this region of the visual field covering both mRF and high threshold region, size tuning 

curves (Figure 1.5-A) of V1 cells are obtained. To probe the size tuning curve a circular 

high contrast grating at varying radii will be centered on the mRF. A typical V1 cell 

increases its spiking rate up to a peak and then decreases its response to larger radii 

(surround suppression effect). We refer to this peak as high contrast summation RF (h-sRF, 

black curve in Figure 1.5-A), which at parafoveal eccentricities is two to three times larger 

than mRF (Angelucci et al., 2002). At a specific radius, the size tuning curve asymptotes 

referred to the extent of surround region.  

Stimulating the summation RF with low contrast gratings lead to a larger peak size of 

the size-tuning curve with a reduction in spike rate at all radii. The peak at low contrast 
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referred to l-sRF is twofold larger than the h-sRF (gray curve in Figure 1.5-B) (Sengpiel et 

al., 1997; Sceniak et al., 1999; Angelucci and Shushruth, 2014).    

 

1.2.6 Near Surround and Far Surround Definitions  

As a result of the contrast dependent sRF size, there would be a region between h-sRF 

and l-sRF that could be either facilitatory (low contrast) or suppressive (high contrast; the 

orange region in Figure 1.5-A). We refer to this region as “near” surround. The region 

beyond the l-sRF is referred to as far surround. The near surround extends to 2-3° while far 

surround extends to 12° in radius in V1. 

 

1.2.7 Modulatory Effects of the Surround  

The strength of surround modulation (SM) that is reported to be suppressive or 

facilitatory depends on many factors such as contrast of the surround grating, its distance  

from RF (i.e., near vs. far) and the relative orientation between RF and surround gratings 

(Nurminen and Angelucci, 2014).  

There is disagreement about the factors that affect the sign of surround modulation, for 

example, what leads to facilitation or suppression? Stimulating the mRF and near 

surround region with oriented bars (at the cell preferred orientation) that are aligned 

collinearly in visual space with each other, facilitates neuronal firing rates compared with 

sRF stimulation (known as “collinear facilitation”). This effect is stronger when the mRF 

is stimulated by low contrast gratings, but changes to suppression with high contrast mRF 

(Kapadia et al., 2000; Mizobe et al., 2001). This can be explained by the definition of near 

surround, in which at low contrast any stimulus in this region would activate the cell’s RF, 
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and at high contrast it would be suppressive due to engaging inhibitory circuits (Fitzpatrick, 

2000; Cavanaugh et al., 2002a; Angelucci and Bullier, 2003). However, there is another 

facilitatory effect by stimulation of the far surround at 12°, which is distinct from the low 

contrast near surround (Ichida et al., 2007; Shushruth et al., 2012). 

The sign or strength of surround modulation also depends on the contrast of the 

stimulus inside the RF and surround. For instance, if the RF is strongly stimulated by a 

high contrast grating at the preferred orientation, regardless of the surround contrast the 

effect would be suppressive (DeAngelis et al., 1994; Sengpiel et al., 1998; Sceniak et al., 

2001; Cavanaugh et al., 2002a; Ichida et al., 2007; Shushruth et al., 2009). Though, 

simulating both center and surround with low contrast leads to facilitation in most cases. 

In particular, Ichida et al.(2007) showed that if an optimally orientated RF is at low contrast 

near the cell’s contrast threshold and the surround is stimulated by low contrast annular 

grating facilitation happens; decreasing the surround contrast causes stronger facilitation 

while increasing the width of surround annuli alters the effect to suppression.  

Two main sets of stimuli have been used to measure the strength and spatial extent 

of the surround. (1) The expanding grating patch, which is broadly used because the peak 

of the curve would be indicative of RF size and the asymptotic point would be an indicative 

of surround size, and (2) the expanding annular grating in which the outer diameter of the 

grating is fixed but the inner diameter is decreased systematically. The annulus diameter at 

which the response falls to 2SD below center-only response is defined to be the full extent 

of surround. The disadvantage of the former stimuli is that activating both near and far 

surround would not let us investigate each surround region properties independently. 

However, the annular grating, by masking the near surround reveals the weak suppression 
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as a result of far surround stimulation. The average surround size used with the expanding 

patch at parafoveal eccentricities of macaque V1 is ~1.6° that reaches 3° (Cavanaugh et al., 

2002a; Levitt and Lund, 2002; Shushruth et al., 2009), but the average surround size using 

annular gratings is larger at 5.5° and maximizes at 12.5°.  

Generally, it has been shown that near surround suppression (Sceniak et al., 2001; 

Shushruth et al., 2009) is much stronger than far surround suppression in monkeys (mean 

of 58% vs. 25%) (Shushruth et al., 2009). Additionally, annular grating in the surround at 

similar orientation as the center, draws the maximum suppression from the cell, while the 

suppression decreases or turns to facilitation if the orientation difference between RF and 

surround increases (Sillito et al., 1995). In most of the studies, the orientation tuning of SM 

was addressed with the stimuli that was covering both near and far surround. However, 

using annular gratings, we recently showed that near surround is more sharply orientation 

tuned than far surround in a population of suppressive cells (Shushruth et al., 2013) 

(Chapter 2). We will discuss this effect in more detail in Chapter 2.  

A few number of studies investigated the SM orientation sensitivity by changing the 

orientation of both RF and surround. Sillito et al.(1995)  reported that strongest suppression 

occurs when stimuli in both RF and surround are of the same orientation, regardless of 

being optimal for the cell. Shushruth et al.(2012), reinvestigated this effect and found that 

orientation of SM is more selective to relative orientation rather than absolute RF 

orientation, but RF orientation affects the strength. In particular, iso-oriented RF and 

surround suppressed the cell even if it was not the preferred orientation. Contrast also 

affects orientation tuning of SM, the low contrast RF stimulation makes the SM tuning 

broader (Cavanaugh et al., 2002b; Hashemi-Nezhad and Lyon, 2012).  
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Overall, measuring the spatial extent of the surround needs a precise mapping of RF 

assuming the contrast level. For example, one would study near surround when RF is 

stimulated at high contrast so that there would be no activation of RF. Also, the behavior 

of the surround depends on other attributes such as relative orientation. The main question 

in this thesis is to understand how V1 is encoding these attributes as an interaction of global 

information (i.e. surround stimuli) with the local one (i.e. RF) across its layers. In the next 

section, we will review the anatomical and physiological mechanisms underlying SM. 

 

1.3 Underlying Mechanisms of Surround Modulation 

1.3.1 The Role of Feedforward Connections from LGN  

Spatially restricted thalamocortical terminations of magno- and parvocellular axons in 

L4C𝛼𝛼 and L4C𝛽𝛽 connect the regions of LGN and V1 that have similar RF (Perkel et al., 

1986). It is proposed that LGN feedforward connections are contributing to the spatial and 

tuning properties of V1 neuronal RFs (Hubel and Wiesel, 1962; Bauer et al., 1999; Reid 

and Usrey, 2004). As mentioned in section 1.2.1, in addition to center-surround LGN 

property, LGN cells have an extra-classical surround that is strongly suppressive and non-

linear, which is thought to play as a contrast gain control for V1 RFs (Solomon et al., 2002; 

Bonin et al., 2005; Sceniak et al., 2006). This LGN surround is probably relayed from the 

retina, and intrinsic lateral LGN connections (Alitto and Usrey, 2008) and not from the 

cortex (Ozeki et al., 2004). Comparing the size of LGN surround with that of V1 suggests 

that LGN surround (0.8° at parafoveal eccentricities) is at most contributing to the near 

surround (averaging 1.6° using expanding patch, refer to section 2.5.3). Combining 

electrophysiological and anatomical methods, Angelucci and colleagues (2002) 
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investigated the circuits underlying the RF and surround. They measured, using single unit 

recordings, the extent of the RF and surround of cells in V1, and then injected viral tracers 

at the recorded locations. Using published values of magnification factor and RF scatter in 

V1 and extrastriate cortex, they were able to convert the cortical extent of horizontal and 

feedback connections to the injected site into visual field extent. They compared the 

visuotopic extent of the connections with the extent of the RF and surround at the injected 

locations. In a subsequent study, (Angelucci and Sainsbury, 2006), also compared the 

extent of V1 RF and surrounds with the spatial extent of feedforward axons from the LGN. 

These studies demonstrated that the extent of thalamocortical afferents is commensurate 

with the size of V1 RF and the near surround (Figure 1.5-B green arrows), suggesting that 

feedforward connections contribute to, but cannot account for the full surround size. 

Moreover, it was shown that blockade of intra-V1 inhibition did not eliminate the surround 

suppression in the near region (Ozeki et al., 2004). This suggests that LGN is contributing 

to near surround suppression.  

Webb et al.(2005) showed that there are two components to the surround suppression in 

V1, the untuned and orientation tuned. The more spatially restricted surround that is 

untuned can be mediated by LGN but due to the fact that LGN surrounds are less 

orientation specific than cortical surround (Ozeki et al., 2009), the tuned component arise 

strongly by cortical circuits. This result was confirmed by another group (Xing et al., 2005), 

who measured the latency of tuned and untuned surround suppression and found that 

untuned surround suppression is as fast as excitatory RF signal but the tuned element is 

17ms later. This result was also replicated by Henry et al. (2013) demonstrating that the 

tuning emerges in the second 25ms bin after excitation of RF, while the untuned component 
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emerges in the first 25ms .  

Moreover, activation of visual field optimal to V1 cells, suppresses LGN cells that have 

smaller RF. So at the peak of size tuning curve, the thalamic inputs are already suppressed 

but do not result in suppression at V1. It is proposed that the untuned early component of 

surround with strict spatial extent, observed specifically in input layers, is partly originated 

by geniculocortical inputs (Webb et al., 2005; Xing et al., 2005). While spatially broader 

and orientation-specific surround might have cortical origins (Angelucci and Shushruth, 

2014).  

 

1.3.2 The Role of Intra-V1 Horizontal Connections  

Horizontal connections that arise from excitatory pyramidal neurons in L2/3,  L4B, 

upper 4C𝛼𝛼  and 5, link regions over several millimeters (Rockland and Lund, 1983). The 

properties of the horizontal connections are well studied in L2/3 but there are much less 

known in other layers. These long-range connections in L2/3 are patchy (Rockland and 

Lund, 1983) and link neurons with similar orientation preference (Malach et al., 1993).  

The RFs of the linked neurons are aligned along an axis collinear with the optimal 

orientation (Bosking et al., 1997), which would suit to result in collinear facilitation. 

Furthermore, horizontal connections of L2/3 contact both excitatory and inhibitory neurons 

(McGuire et al., 1991) that would be useful for both suppression and facilitation effects of 

surround. However, in the same study that was mentioned in section 1.3.1, Angelucci et 

al.(2002) showed that the extent of monosynaptic horizontal connections are 

commensurate with the near surround but it cannot monosynaptically take account for far 

surround.  
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A number of studies reported the physiological properties of these connections and 

compared them with the latency of SM. The chain of polysynaptic horizontal connections 

is also not a good candidate for far surround because their conduction velocity, 0.1-0.3 m/s 

(Grinvald et al., 1994; Bringuier et al., 1999; Slovin et al., 2002) is smaller than observed 

temporal dynamics of far SM. In particular, 12° far surround in parafoveal V1 which equals 

to 29mm in the cortex (magnification factor of 2.3𝑚𝑚𝑚𝑚
°

 at 5° eccentricity) (Connolly and 

Van Essen, 1984) would take 290 ms to reach RF via horizontal connections with 0.1 m/s 

(97 ms at 0.3 m/s); while the onset of fast far surround suppression is reported to be 9-60ms 

(Bair et al., 2003). But the timing of horizontal connections encompassing 3mm of the 

cortex (Angelucci et al., 2002), would match the latency of near surround suppression 

which is about 10-30ms. In sum, the spatial extent, dynamics and other connection 

properties of horizontal connections are well suited to generate near surround suppression. 

 

1.3.3 The Role of Feedback Connections  

Initially, it has been assumed that feedback contributes predominantly in higher order 

perceptual tasks, such as figure-ground segregation (Self et al., 2013) and cognitive 

functions, such as visual attention (Roelfsema et al., 1998; McAdams and Reid, 2005; 

Roelfsema et al., 2007). Remarkably, attention enhances the neuronal responses to salient 

features (McAdams and Maunsell, 1999; Maunsell and Treue, 2006) which are thought to 

be conveyed by feedback.  

Recently, it has been purported that the top-down stream is playing a dominant role in 

visual processing, specifically serves as one of the main mechanisms of far SM in V1 

(Bullier et al., 2001; Angelucci et al., 2002; Bair et al., 2003; Angelucci and Bressloff, 
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2006). First, feedback contacting both excitatory and inhibitory neurons does not drive V1 

cells but modulate their responses to RF stimulation (Sandell and Schiller, 1982; Hupé et 

al., 2001; Gonchar and Burkhalter, 2003). Second, the spatial extent of feedback to V1 is 

well matched to the size of far surround (Angelucci et al., 2002; Angelucci and Sainsbury, 

2006); specifically, V2, V3, and MT have larger RFs than V1 and activation of SM would 

activate their RFs sending back information from a visual field of 5,10, and 25 times larger 

than h-sRF of V1 cells. Third, inactivation of area MT (Hupé et al., 1998), area V2 and V3 

by reversible cooling of the cortex (Nassi et al., 2013) reduces surround suppression in 

monkeys. Fourth, using electrical stimulation of V1 and V2, feedback conduction 

velocities were measured at 2-6m/s that are 10-20 times faster than horizontal connections 

(Girard et al., 2001), making them better estimator of temporal dynamics of far surround.   

However, there are still many controversies about the properties of feedback 

connections to V1, for example, some showed that V2-V1 are patchy and orientation 

specific (Angelucci et al., 2002; Shmuel et al., 2005; Angelucci and Bressloff, 2006) while 

others showed that they are anatomically divergent (Rockland and Pandya, 1979; Maunsell 

and Van Essen, 1983) and orientation-unspecific (Stettler et al., 2002). One hypothesis is 

that there might be layer-specific feedback channels having distinct characteristics.  

In sum, based on the model (Figure 1.5-B) proposed by Angelucci et al.(2006) and 

years of evidence, all feedforward, horizontal, and feedback connections are integrated to 

produce RF and surround specific properties. These connections are contributing based on 

their spatiotemporal scales. The thalamocortical feedforward connections arise by LGN 

cells are mainly contributing to the h-sRF of V1 neurons (light green arrows in Figure 1.5-

B). Near surround is generated by all connections including LGN afferents, monosynaptic 
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horizontal connections and feedback connections. However, the temporal profile of near 

surround is compatible with being mainly generated by LGN and horizontal connections 

(red arrows in Figure 1.5-B). Far surround modulation is mainly generated by feedback 

connections from the extrastriate cortex (blue arrows in Figure 1.5-B). In addition, the 

feedback and horizontal connections are also contributing to RF properties but at later 

stages than feedforward afferents. In sum, feedforward, horizontal, and feedback 

connections are contributing to computation of SM based on different spatiotemporal 

scales.  

 

1.4 Synaptic Mechanisms of Surround Modulation 

In addition to identifying the underlying circuits of SM, understanding its synaptic 

mechanisms is of essential importance for disentangling the processing of sensory stimuli. 

To date, there has been a good deal of debate about the synaptic mechanisms of these 

circuits resulting to different SM properties such as contrast dependent facilitation and its 

orientation selectivity. Intracellular recordings, as well as computational models enabled 

the field to examine the underlying synaptic mechanisms of SM.  

There are two main hypothesis stating increase in inhibition or withdrawal of recurrent 

excitation. For example, activating the V1 RF and surround would suppress LGN cells 

causing withdrawal of feedforward excitation (0.8˚ LGN surround vs. 1.6˚ V1 near 

surround size). As it is also mentioned earlier, LGN is contributing in the fast and untuned 

surround suppression of near surround.  

Ozeki et al. (2009) proposed a model explaining the steady state decrease in both 

excitation and inhibition that was initially affected by transient increase in inhibition, which 
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was observed experimentally(Anderson et al., 2001). The model is based on the balance of 

recurrent excitation by recurrent inhibition in V1 (Ozeki et al., 2009). Recently, 

optogenetic stimulation of horizontal connections of L2/3 pyramids in mouse V1, enhanced 

activation of somatostatin inhibitory cells which led to suppression of contacting pyramidal 

cells, and thus caused surround suppression (Adesnik et al., 2012).   

Former mechanistic models also proposed that, the suppression at high contrast and 

facilitation at low contrast are mainly generated by imbalance of the excitatory and 

inhibitory responses (Stemmler et al., 1995; Somers et al., 1998). In both models, excitatory 

and inhibitory cells are contacted by the horizontal connections of other hypercolumns. In 

response to weak visual inputs the inhibitory cells are not activated while the excitation 

from the surround causes facilitation; this is in line with low contrast facilitation observed 

in extracellular recordings (Levitt and Lund, 2002; Ichida et al., 2007; Shushruth et al., 

2009). While the strong inputs such as high contrast stimuli, would evoke both inhibitory 

and excitatory cells causing suppression. The effect is explained by inhibitory cells 

reaching their higher threshold (relative to excitatory cells) and subsequently fire action 

potentials to inhibit excitatory post synaptic targets. Later on, Schwabe and colleagues 

(2006) elaborated on Somers’s model and added the contribution of feedback connections 

to the larger spatial extent of the surround. The model could take account for most of 

different effects that were obtained by experimentalists such as, fast suppression of the far 

surround (Bair et al., 2003), suppression and facilitation from the far surround (Ichida et 

al., 2007; Shushruth et al., 2009) and contrast dependent suppression (Levitt and Lund, 

1997; Cavanaugh et al., 2002a; Schwabe et al., 2010). In addition, Nassi et al. (2014) 

showed that the corticocortical feedback increases the spatial extent of surround 
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suppression.  

In sum, the feedforward LGN cells contribute in untuned surround suppression via 

withdrawal of excitation mostly, while horizontal and feedback connections contacting on 

both inhibitory and excitatory cells are contributing to SM via recurrent excitation, 

inhibition loops.  

 

1.4.1 LFP, Gamma Oscillations, and Surround Suppression 

Lately, there are various reports about the frequency contents of local field potentials 

(LFP) as a reflective of synaptic mechanisms. In particular, it is proposed that the fast-

spiking inhibitory neurons like GABA-A basket cells are contributing to the generation of 

gamma (30-100 Hz) rhythmic activity (Galarreta and Hestrin, 1999; Gieselmann and 

Thiele, 2008). These basket cells are thought to be the main source of lateral inhibition in 

the neocortex (Markram et al., 2004). But also excitatory pyramidal cells with their distal 

dendrites are the main contributor to current sink and sources generating LFP (Berens et 

al., 2008). The new proposal is that inhibitory interneurons contacting on the pyramidal 

membranes are generating and maintaining the rhythmic inhibition, which by itself were 

driven by strong excitation (Bartos et al., 2007; Fries et al., 2007).   

Moreover, Gieselmann and Theile (2008) , has shown that gamma band is reflective of 

surround modulation in primates. While the spiking activity decreased, due to stimulation 

of surround by expanding grating disk, the gamma power increased. The increase in the 

gamma power during surround suppression observed in spiking activity, suggested an 

inhibitory source for gamma activity.  

Feedforward, horizontal, and feedback connections that are thought to serve into 
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surround modulation might generate the rhythmic recurrent activity reflected in the 

population LFP. Specially, long-range patchy horizontal projections contacting on both 

excitatory and inhibitory neurons might be the contributor to gamma increase in the 

population activity while generating suppression in spiking activities (Gieselmann and 

Thiele, 2008). Optogenetic stimulation of different cell types in vivo as well as 

simultaneous patch clamping of inhibitory and excitatory neurons, would shed light on the 

synaptic mechanisms that generate rhythmic oscillations.  

In the next two sections, we will describe roles of SM in perception and what is known 

about computation of RF and surround across V1 layers. 

 

1.5 Role of Surround Modulation in Perception 

In the visual cortex, global attributes can help to disambiguate local information that is 

coded at the level of the neuronal receptive field. Dissimilar stimuli in the RF and surround, 

like stimulation of RF by preferred orientation and surround by orthogonal, would enhance 

neuronal responses. A number of reports suggested that surround modulation is playing an 

important role in visual saliency and pop-out perceptual tasks (Knierim and Van Essen, 

1992; Nothdurft et al., 1999). Specifically, orientation-tuned surround modulation is one 

of the best examples of contextual modulation (Albright and Stoner, 2002; Bair et al., 2003) 

which results in the initial processing of figure-ground segregation (Lamme, 1995) at the 

object boundaries (Nothdurft et al., 2000). Using texture defined stimuli, Lamme et al. 

(1995)  and Zipser et al. (1996) claimed that when RF was on the figure, neuronal responses 

were higher compared when it was on the ground, although they were identical stimuli. 

Thus, they proposed that V1 responses encode early processing of figure-ground 
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segregation.  

Another perceptual phenomena, “contour integration” is thought to have basis on the 

collinear facilitation observed in V1. Collinear facilitation is reported when near surround 

was activated by iso-oriented stimuli as RF. Kapadia et al.(1995) performed 

psychophysical studies in humans as well as electrophysiological recordings in monkey 

V1. They placed collinear flankers around a target line which was addressing Gestalt 

principles of good continuation, that is, “continuous contours make object salient from the 

background” (Hess and Field, 1999). The flankers decreased the detection threshold 

(enhancing detectability) in human subjects and increased V1 neuronal responses to an iso-

oriented line segment inside the RF. These behaviors of neuronal and perceptual measures 

implies that surround modulation in a specific stimulus set up would contribute to detection 

of boundaries.  

 

1.6 Role of V1 Layers in Computation of Surround Modulation 

Although there are some homogenous physiological properties across the cortical 

column such as similar RF location or same preferred orientation, still many other 

functional characteristics such as temporal frequency, spatial frequency, density of simple 

versus complex cells, and orientation selectivity vary across layers (Rodman et al., 2001; 

Ringach et al., 2002) (see section 1.2.3). In addition, the structural diversity of each laminae 

including different cell types (pyramids vs. stellates and various inhibitory neurons), cell 

densities, and connection patterns including inputs, projection targets and feedback 

connections makes scientist to reevaluate their view of the cortical column as a stack of 

interconnected layers with lots of heterogeneity (Xing et al., 2012). In spite of huge body 
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of literature about V1 since 1950, still, there is an open question how different layers are 

contributing in the processing of visual signals.  

Despite the fact that surround modulation is observed in all V1 layers (Sceniak et al., 

2001; Levitt and Lund, 2002) , there are some differences across layers of V1 (Ichida et 

al., 2007). Using annular gratings, it is observed that the far surround size, averaging at 

5.5+-2.64° in V1, was significantly smaller in input layer 4C than other layers (Shushruth 

et al., 2009). Moreover, suppression index of iso-oriented gratings was larger in layers 

above L4B than deeper layers in both near and far surround (𝑆𝑆𝑆𝑆𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝ℎ >0.6 and 

𝑆𝑆𝑆𝑆𝑝𝑝𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 >0.35, Figure 1.6). Thus, physiological properties of different surround regions 

vary across layers of V1 reflecting that they might have different anatomical circuits.  

Furthermore, as discussed previously, there are distinct projection patterns of bottom-

up, top-down and intrinsic connections across layers. Extrastriate cortex (V2, V3, MT, and 

V4) sends back information to V1, which is a bidirectional path to the feedforward 

information from V1 (Felleman and Van Essen, 1991). Superficial and deep layers of 

extrastriate cortex send the feedback projections to V1 layer 1, L2A, L5B, and L6 with 

sparser ones in L4B and L3 (Ungerleider and Desimone, 1986; Federer et al., 2015). While 

the thalamic inputs terminate in L4C. Hence, studying the functional and mechanistic 

properties of V1 layers will help to undermine the sub-serving circuit of SM. In general, 

understanding the processing of visual information by different layers of V1 would shed 

light on how the sensory system takes advantage of its laminar network capacity.  

In this thesis, we study the role of different V1 layers in computation of near and far 

surround stimulation. In Chapter 2, we specifically measure the orientation selectivity of 

the two surround elements across layers and then in Chapter 3, we examine whether the 
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temporal dynamics of inputs to cortical layers reflect the underlying feedback, feedforward 

and intrinsic V1 connections. In Chapter 4, we ask in which layer does the orientation 

selectivity of surround regions first emerge? and whether it is similar to the emergence of 

the untuned suppression. Studying the time course of surround modulation, and its spatial 

extent (near versus far regions) across the layers of V1 will provide robust basis on both 

functional and structural properties of the proposed circuits. In Chapter 5, we investigate 

whether the frequency content of inputs reflects different circuits underlying collinear and 

non-colliner surround that is thought to be important in contour integration tasks. And 

finally, in Chapter 6, we provide a summary of the findings of this thesis and propose future 

directions. 
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Figure 1.1: The flow of visual information along with visual field mapping and 
topography. A) Represents the flow of visual information from retina to the primary 
visual cortex passing through optic chiasm and LGN. B) Depicts the mosaic of RGC 
receptive fields (Nassi and Callaway, 2009), C) Topographical presentation of fovea 
and periphery in V1(Palmer, 1999).  
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Figure 1.2: Shows dorsal and ventral streams with modifications from principal 
of neural sciences (Kandel et al., 2000).  

Figure 1.3 Simplified schematic of feedback, feedforward, and horizontal 
terminations across V1 layers.  
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Figure 1.4: Orientation tuning of a V1 cell. A) Represents how alignment of 
the LGN on cells receptive field is generating orientation tuning at a V1 target 
cell (Kandel et al., 2000). B) Shows spike rates of a V1 cells preferentially 
responding to specific orientation of a bar. The right panel is an example 
orientation tuning curve (Hubel and Wiesel, 1959). 

A 

B 
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Figure 1.5: Different surround components A) The schematic of near 
surround (orange region) far surround (grey region) and h-sRF black dashed 
line, bottom panel shows an example size tuning curve. B) Proposed model of 
underlying circuit of surround modulation by Angelucci & Bresslof (2006)  

Figure 1.6 The strength of surround suppression 
probed by iso oriented grating patch (near surround) 
and iso-oriented annulus (far surround) (Shushruth et 
al., 2009).  
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Different Orientation Tuning of Near- and Far-Surround
Suppression in Macaque Primary Visual Cortex Mirrors
Their Tuning in Human Perception

S. Shushruth,1* Lauri Nurminen,3* Maryam Bijanzadeh,1 Jennifer M. Ichida,2 Simo Vanni,3 and Alessandra Angelucci2

1Neuroscience Program and 2Department of Ophthalmology and Visual Science, Moran Eye Center, University of Utah, Salt Lake City, Utah 84132, and
3Brain Research Unit, O.V. Lounasmaa Laboratory, Aalto University, FI-00076 Helsinki, Finland

In primary visual cortex (V1), neuronal responses to stimuli inside the receptive field (RF) are usually suppressed by stimuli in the RF
surround. This suppression is orientation specific. Similarly, in human vision surround stimuli can suppress perceived contrast of a
central stimulus in an orientation-dependent manner. The surround consists of two regions likely generated by different circuits: a
near-surround generated predominantly by geniculocortical and intra-V1 horizontal connections, and a far-surround generated exclu-
sively by interareal feedback. Using stimuli confined to the near- or far-surround of V1 neurons, and similar stimuli in human psycho-
physics, we find that near-surround suppression is more sharply orientation tuned than far-surround suppression in both macaque V1
and human perception. These results point to a similarity between surround suppression in macaque V1 and human vision, and suggest
that feedback circuits are less orientation biased than horizontal circuits. We find the sharpest tuning of near-surround suppression in V1
layers (3, 4B, 4C!) with patterned and orientation-specific horizontal connections. Sharpest tuning of far-surround suppression occurs
in layer 4B, suggesting greater orientation specificity of feedback to this layer. Different orientation tuning of near- and far-surround
suppression may reflect a statistical bias in natural images, whereby nearby edges have higher probability than distant edges of being
co-oriented and belonging to the same contour. Surround suppression would, thus, increase the coding efficiency of frequently co-
occurring contours and the saliency of less frequent ones. Such saliency increase can help detect small orientation differences in nearby
edges (for contour completion), but large orientation differences in distant edges (for directing saccades/attention).

Introduction
In primary visual cortex (V1), neuronal responses to stimulation
of the receptive field (RF) are modulated by simultaneous stim-
ulation of the RF surround (Blakemore and Tobin, 1972; Maffei
and Fiorentini, 1976; Nelson and Frost, 1978; Allman et al.,
1985). In human vision, spatial context alters the perceived con-
trast of a central target stimulus (Ejima and Takahashi, 1985;
Chubb et al., 1989; Cannon and Fullenkamp, 1991) and contrast
sensitivity (Snowden and Hammett, 1998; Petrov et al., 2005).
Surround stimulation usually suppresses the cell’s spiking re-
sponse to a high-contrast grating in its RF (DeAngelis et al., 1994;
Levitt and Lund, 1997; Sengpiel et al., 1997; Walker et al., 2000).

This suppression is orientation specific, typically being strongest
when the stimuli in the RF and surround are of similar orienta-
tion, and weakest when they are of orthogonal orientation
(DeAngelis et al., 1994; Sillito et al., 1995; Sengpiel et al., 1997;
Walker et al., 1999; Cavanaugh et al., 2002), even when the stim-
ulus in the RF is at a suboptimal orientation for the recorded cell
(Shushruth et al., 2012). In human vision, the strength of sur-
round effects is similarly orientation-dependent (Cannon and
Fullenkamp, 1991; Solomon et al., 1993; Petrov et al., 2005).

We previously suggested that the surround consists of two
regions, termed “near’ and “far” (based on their proximity to the
RF), subserved by different anatomical circuits (Angelucci and
Bressloff, 2006) (Fig. 1). Specifically, the large spatial extent (Lev-
itt and Lund, 2002; Shushruth et al., 2009) and fast onset (Bair et
al., 2003) of far-surround suppression in V1 suggest that this is
generated by highly divergent (Angelucci et al., 2002) and fast-
conducting (Girard et al., 2001) feedback connections from ex-
trastriate cortex. The small spatial extent (Angelucci et al., 2002)
and slow conduction velocity (Grinvald et al., 1994; Bringuier et
al., 1999; Girard et al., 2001) of intra-V1 horizontal axons, in-
stead, suggest they contribute only to near-surround modula-
tion. Surround suppression in the LGN (Sceniak et al., 2006;
Alitto and Usrey, 2008) also contributes to near-surround sup-
pression in V1 (Ozeki et al., 2004). In human vision, surround
suppression shows similar spatial extent as in macaque V1 (Nur-
minen et al., 2009).
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Previous psychophysical and physiological studies of the ori-
entation dependence of surround suppression have not distin-
guished between near- and far-surround stimulation. Thus,
potential differences in the orientation tuning of these two re-
gions are unknown. Here, using annular gratings confined to the
near or far surround of macaque V1 neurons, and similar stimuli
in human psychophysical experiments, we find that near-
surround suppression is more sharply orientation tuned than
far-surround suppression in both macaque V1 and human per-
ception. These results suggest different orientation specificities of
the circuits underlying near- and far-surround suppression, and
point to an important relationship between surround suppres-
sion in V1 and human perception. V1 laminar differences in
surround orientation tuning further suggest laminar-specific
connectivity. The different tuning of near- and far-surround sup-
pression may reflect a statistical dependency in the joint distribu-
tion of oriented elements in natural images and may serve
different perceptual roles.

Materials and Methods
Electrophysiological recordings
Extracellular recordings were made from parafoveal (range: 3–9° eccen-
tricity; mean: 5.7°) V1 of three (two males, one female) anesthetized
(sufentanil citrate, 4 –12 "g/kg/h) and paralyzed (vecuronium bromide,
0.1– 0.3 "g/kg/h) macaque monkeys (Macaca fascicularis). All proce-
dures conformed to the guidelines of the University of Utah Institutional
Animal Care and Use Committee. The procedure of single-unit record-
ing from V1 has been previously detailed (Shushruth et al., 2009). Briefly,

animals were artificially respirated with a 30:70 mixture of O2 and N2O,
and vital signs were monitored continuously. The pupils were dilated
with topical atropine, the corneas were protected with rigid gas-
permeable contact lenses, and the eyes were refracted. The locations of
the foveas were plotted at the beginning of the experiment and periodi-
cally thereafter, using a reversible ophthalmoscope.

Single-unit recordings were made with Epoxylite-coated tungsten mi-
croelectrodes (4 – 6 M!; FHC). Spikes were conventionally amplified,
bandpass filtered between 400 Hz and 5 kHz, and sampled at 22 kHz by a
dual-processor G5 Power Macintosh computer running custom software
(EXPO, https://sites.google.com/a/nyu.edu/expo) courtesy of Dr. Peter
Lennie. Spikes were displayed on a monitor, and templates for discrim-
inating spikes were constructed by averaging multiple traces. The timing
of waveforms that matched the templates was recorded with an accuracy
of 0.1 ms.

Visual stimuli. Sinusoidal gratings of the same mean luminance as the
background were generated using the same software that recorded spikes
and were displayed on a calibrated monitor (GDM-C520K, Sony) of
mean luminance of "45.7 cd/m 2, resolution of 1024 # 768 pixels, re-
freshed at 100 Hz, and placed at a viewing distance of 57 cm. For each cell,
recordings were made through the dominant eye, with the nondominant
eye covered. We first determined the preferred orientation, drift direc-
tion, and spatial and temporal frequencies. Then the area and center of
the minimum response field (mRF) were carefully located quantitatively
using a grating patch of 0.2° diameter. The area of the mRF was defined as
the visual field region in which the small grating patch elicited a response
at least 2 SDs above the spontaneous rate, and the geometric center of this
area was defined as the mRF center. We performed spatial summation
measurements at 75% contrast using a circular drifting grating patch of
increasing radius centered over the cell’s mRF (e.g., Fig. 2A, black solid
curve). The patch radius ranged from 0.1 to 13° and consisted of 16 radii
(in five steps of 0.1° from 0.1 to 0.6°, and then 0.75, 0.9, 1, 1.2, 1.8, 2.5, 5,
7.5, 10, and 13°). From these area summation functions for each cell, we
extracted as a measure of RF size the patch radius at peak response (Fig.
2A, black arrow, corresponding to Fig. 2 B, C, radius of the center grating
patch). We then measured the cell response to an annular grating stim-
ulus of 2° thickness presented at varying distances from the RF, thus
defined, in the absence of a central grating (Fig. 2A, purple curve). This
procedure allowed us to determine the exact boundary of the RF excit-
atory zone (Fig. 2A, purple arrow, corresponding to Fig. 2B, purple circle,
inner radius of the near-surround annulus), and to ascertain that sur-
round stimuli presented alone outside this boundary did not evoke a
spiking response from the cell.

The stimulus used to characterize the orientation tuning of near- and
far-surround suppression consisted of a center circular grating patch
matched to the RF diameter of the cell, surrounded by an annular grating
presented in one of two possible configurations. In the near configura-
tion (Fig. 2B), used to probe the near surround, the surround annular
grating had an inner diameter of fixed size (purple circle), located 0.25°
outside the border of the neuron’s RF or just outside the boundary of the
excitatory zone, whichever was larger, and an outer diameter (blue cir-
cles) of two sizes, i.e., 4° and 6°. In macaque, these diameters encompass
the extent of most V1 neurons’ horizontal connections (Angelucci et al.,
2002) and the diameters of the suppressive surround fields for most LGN
neurons (Sceniak et al., 2006; Alitto and Usrey, 2008). Therefore, this
stimulus configuration maximized stimulation of the horizontal and
feedforward connection-dominated near surround. In the far configura-
tion (Fig. 2C), used to probe the far surround, the outer diameter of the
surround annular grating was fixed in size and extended to the edge of the
display (26°), while its inner diameter was of two sizes, i.e., 6° and 4° (Fig.
2C, blue circles); therefore, the surround stimulus activated spatially
complementary regions to that of the near-surround stimulus. This stim-
ulus configuration maximized stimulation of the far surround, presum-
ably mediated by interareal feedback connections.

In both near- and far-surround configurations, the center and sur-
round gratings were presented at the optimal spatial and temporal fre-
quency for the neuron and at 75% contrast. The center grating
(overlaying the RF) was always presented at the neuron’s optimal orien-
tation. The surround grating, instead, was presented at orientations

Figure 1. Presumptive anatomical circuits for surround modulation. Different components
of the RF (white area) and surround (gray areas) of a V1 neuron, and their presumptive under-
lying circuits (arrows). Monosynaptic horizontal connections in V1 (red) extend into the near
surround; their spread is commensurate with the size of a V1 neuron’s spatial summation area
measured at low contrast (Angelucci et al., 2002), which is on average about twice the diameter
of the cell’s RF, or spatial summation area measured at high contrast (Sceniak et al., 1999). The
spread of feedforward connections to V1 from the LGN (Angelucci and Sainsbury, 2006) added
to the size of suppressive surrounds of LGN cells (Sceniak et al., 2006; Alitto and Usrey, 2008)
(dark green) is commensurate with a V1 cell’s near surround. Interareal feedback connections
(blue) are commensurate with the far surround (Angelucci et al., 2002) and contribute to all
components of the RF and surround, but are the only connections contributing to the far
surround.
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ranging from optimal to orthogonal in 15° steps (seven conditions). Each
stimulus was presented for 700 ms, with the first 200 ms consisting only
of the center grating, and the surround grating appearing for the remain-
ing 500 ms. The relative phase of the center and surround gratings was
randomized, but phase should not affect responses, because there was a
gap between the center and surround gratings. This gap prevents bright-
ness induction at the border between the center and surround gratings,
thus rendering the surround suppression phase insensitive (Ejima and
Takahashi, 1985; Petrov and McKee, 2006). The interstimulus interval
was 1 s. The delayed presentation enabled us to study the modulation of
the steady-state response of the neuron, and to avoid ambiguities caused
by the nonspecific response onset. The short presentation time also en-
abled us to examine these effects in a physiologically relevant time win-
dow, as the mean duration of fixations between saccades is "350 ms
(Gallant et al., 1998). Each stimulus was presented for 10 trials, and the
response to each condition was calculated as the average of the response
to each trial during the last 500 ms of the stimulus. Because of the short
stimulus duration, neurons with preferred temporal frequencies of $2
cycles/s whose responses were strongly modulated by the temporal fre-
quency of the stimulus (F1/F0 ratio %1) were not characterized with
surround stimuli. Control conditions included a blank screen of the same
luminance as the background for a measure of spontaneous activity (e.g.,
Fig. 2A, yellow line), a center-alone condition for a baseline response and
surround annulus-alone conditions at all orientations and sizes, to en-
sure that the surround stimulus alone did not evoke a spiking response
from the cell (e.g., Fig. 2A, dashed cyan line). A mask with the same
luminance as the background was placed over the hemifield ipsilateral to
the recorded hemisphere and extending 1.5° beyond the vertical merid-
ian into the contralateral hemifield, to prevent recruitment of callosal
connections by the far-surround grating (Fig. 2C).

Data analysis. Spike trains were imported into Matlab and analyzed
using custom scripts. The strength of surround suppression for each
stimulus orientation was expressed as a suppression index (SI), which
was calculated as

SI&# ' $ 1 %
RCS

RC

where # is the surround orientation for the condition, RC is the response
to the center-only stimulus, and RCS is the response to the center plus
surround stimulus. Thus, SI ( 0 indicates complete lack of suppression,
whereas SI ( 1 indicates that the cell’s response was completely sup-
pressed by the surround stimulus.

To characterize the orientation tuning of surround suppression, we
used three complementary measures of orientation tuning: the circular
variance (Cavanaugh et al., 2002; Ringach et al., 2002), the difference in
suppression index ()SI), and the iso-orientation suppression fraction.

We calculated the circular variance (CV) as a measure of the orienta-
tion selectivity of surround suppression for each cell as

CV $

!"n&Rmax % Rn'exp&i#n'!
"n&Rmax % Rn'

where Rmax is the maximal response of the cell (typically the response to
the center-only stimulus at the optimal orientation for the cell), and Rn is
the response to the nth surround stimulus orientation. As we only pre-
sented seven surround orientations, #n was one of seven orientations

Figure 2. Visual stimuli used to characterize the orientation tuning of near- and far-
surround suppression. A, Area summation function for an example cell (same cell as in Fig. 5C).
The black curve represents the cell response as a function of the radius of a grating patch
centered on the mRF. The peak of this curve (marked by a black arrow) was taken to be the cell’s
RF radius and the center grating patch in B and C (marked by a solid black circle in B) was set to
be at this radius. The purple curve is the cell’s response to an annular grating of 2° thickness
presented alone as a function of its inner radius. The purple arrow marks the outer boundary of
the RF excitatory zone, and it was the smallest radius of this annulus at which there was no
response from the cell. The inner radius of the near-surround grating in B (purple circle) was set
to be at this value or 0.25° outside the center grating, whichever was larger. Yellow line here and
in the inset: spontaneous activity (i.e., response to the blank). Cyan line here and in the inset:
response to a near4° surround grating alone (i.e., the grating marked by the dashed blue and
purple circles in B) at 0° center-surround orientation difference (in the main panel) or as a
function of orientation difference (in the inset). Note the lack of response to the near-surround-
only stimulus. B, Near-surround configuration. For each recorded cell, the center grating was
matched to the cell’s RF diameter (black arrow in A), and the annular grating in the surround
was presented with an outer diameter of 4° and 6° (blue circles). For psychophysics experi-
ments, the center grating diameter was fixed at 2°, and the inner (purple circle) and outer (red
circle) diameters of the surround grating were 3° and 5°, respectively. Here and in the far

4

configuration the red dot indicates the location of the fixation point (FP) in the psychophysics
experiment (6° from the center of the stimulus). C, Far-surround configuration. The center
grating was as in the near stimulus configuration. The surround grating had a 26° (electrophys-
iology) or 24° (psychophysics) outer diameter, and an inner diameter of two different sizes (6°
and 4°, blue circles) for the electrophysiology experiments, but of 5° for the psychophysics
experiments (red circle). The portion of the far-surround grating located between 1.5° from the
vertical meridian in the hemisphere ipsilateral to the location of the stimulus to the contralat-
eral hemisphere was masked, to avoid activation of callosal connections.
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chosen to be equally spaced between 0 and 2&. This transformation
projects the surround responses as vectors with equal angular separation
along a circle, and hence, their normalized vector sum (CV) takes a value
between 0 and 1. A CV of 1 indicates that suppression is seen at only one
surround orientation, whereas a CV of 0 indicates either equal suppres-
sion at all surround orientations or no suppression at any orientation.
Thus, CV is a global measure of the shape of the tuning curve.

)SI was calculated as the difference between the mean SI for surround
orientations close to optimal (# to # *15) and the mean SI for surround
orientations close to orthogonal (# * 75 to # * 90). This index is positive
if the surround orientations close to optimal are more suppressive than
the surround orientations close to orthogonal.

We defined iso-orientation suppression fraction for each cell as the
area under the cell’s suppression tuning curve between surround orien-
tations of 0° and 30° as a fraction of the total area under the tuning curve
(i.e., between surround orientations of 0° and 90°). This was calculated
from fitting the suppression index tuning curves with Gaussians of the
form

SI &# ' $ SImin ' ke+&#/!'2

where SImin, k, and ! are the fitted parameters, and deriving the area
under the fitted curves by numerical integration between the aforemen-
tioned surround orientation bounds. Thus, iso-orientation suppression
fraction is a local measure of the sharpness of the tuning curve around its
peak.

Statistical tests used to determine significance are reported in the Re-
sults, and, unless specified otherwise, the metrics reported are in terms of
mean , SEM.

Histology and electrode track reconstruction. Electrolytic lesions (1 "A
for 30 – 40 s, tip negative) were made along the length of the each pene-
tration to assign laminar location to recorded cells. Our electrode pene-
trations were angled approximately orthogonal to the pial surface. At the
end of the experiment, the animal was killed with sodium pentobarbital
and perfused transcardially with saline, followed by 4% paraformalde-
hyde for 15–20 min. The brain was exposed by removing the top of the
skull, the animal’s head was repositioned in the stereotaxic apparatus,
and the brain was blocked in a plane parallel to that of the electrode
tracks. The blocked brain was removed from the rest of the skull, post-
fixed in the same fixative overnight and sectioned at 40 "m parallel to the
plane of blocking (i.e., a near-to-coronal plane). Alternate sections were
stained for Nissl or cytochrome oxidase to reveal the V1 laminae. Elec-
trode tracks were reconstructed by drawing lesions on each section using
a camera lucida connected to a light microscope, and individual sections
were aligned using vascular landmarks.

Psychophysics
Subjects. We report data from five subjects who participated in the cur-
rent study. Subjects S1, S3, and S5 were naive to the purpose of the study.
Subjects S2 and S4 were non-naive, and S2 was one of the authors of this
study. Data from two additional inexperienced subjects was discarded
because near-surround stimuli did not reliably suppress perceived con-
trast of the central stimulus. All subjects had normal or corrected-to-
normal visual acuity.

Apparatus. The stimuli were displayed on a calibrated 22 inch Dia-
mond Pro 2070 CRT monitor (NEC-Mitsubishi Electronics Display-
Europe) via a Visage system (Cambridge Research Systems) that provides
14-bit grayscale resolution. The resolution of the monitor was 800 # 600
pixels (39.0 # 29.2 cm) at a 100 Hz refresh rate. The binocular viewing
distance was stabilized to 68 cm with a chin rest.

Procedure. We used a contrast matching task, because this relates to the
mean of the underlying response distribution better than contrast detec-
tion or discrimination paradigms (as discussed in Chen and Tyler, 2002).
Such comparison assumes that neuronal firing rate is monotonically
related to perceived contrast. However, differences between the psycho-
physical and electrophysiological approach, as well as possible interspe-
cies differences, only allow for qualitative comparison between
psychophysical and electrophysiological results.

Each trial began with a 300 ms presentation of the fixation point. After
the initial fixation period, the fixation point disappeared for 100 ms.

Then the fixation point appeared again simultaneously with either the
test or the comparison stimulus. The test stimulus consisted of a center
and a surround grating, while the comparison stimulus consisted of only
the center grating. The temporal order of the test and the comparison
stimulus were randomized. The stimulus duration was 300 ms, and the
interstimulus interval was 1000 ms. At the end of a trial, the subjects
indicated with a keyboard button press the interval in which the contrast
of the center grating appeared higher. The subject’s answer initiated the
next trial. We measured the perceived contrast of the center grating using
a two-interval staircase procedure. Specifically, if the subject indicated
that the contrast of the comparison stimulus appeared higher than the
contrast of the test stimulus, the contrast of the comparison stimulus was
decreased. Likewise, if the comparison stimulus appeared to have lower
contrast, its contrast was increased. There were two independently pro-
gressing staircases. A reversal point was defined as the contrast at which
the direction of the staircase changed. The perceived contrast of the test
center grating was defined as the mean of the last four reversal points of
both staircases. The first two reversals were disregarded as practice.

Visual stimuli. Stimuli were similar to those used for the electrophys-
iological experiments. The test stimulus consisted of a center sinusoidal
grating patch surrounded by an annular grating (Fig. 2 B, C). The test
center grating was always displayed at horizontal orientation. The orien-
tation of the surround grating was varied from collinear to orthogonal
(relative to the center) in 15° intervals. The Michelson contrast of the
center grating was 20%, and that of the surround was 40%. These con-
trasts were selected to avoid saturation of V1 population contrast re-
sponses. The 20% contrast used here is above semi-saturation for
approximately half of V1 cells (Albrecht and Hamilton, 1982). This con-
trast value is lower than that used for the physiology experiments. How-
ever, we expect this to have minor effects on the orientation tuning of
surround suppression in contrast matching, because, at least in V1, the
effect of contrast on the orientation tuning of suppression is small (Ca-
vanaugh et al., 2002): it affects "50% of cells and is not necessarily
consistent across the cell population (Levitt and Lund, 1997). The spatial
frequency of the center and surround gratings was 1 cycle per degree,
relative spatial phase was fixed, and in phase the diameter of the center
grating was 2°, and the stimuli were centered at 6° eccentricity. This
eccentricity corresponds approximately to the mean of the distribution
of eccentricities for the V1 cell population. In the near-surround config-
uration, the inner diameter of the surround annulus was 3° (Fig. 2B,
purple circle) and its outer diameter was 5° (Fig. 2B, red circle). In the
far-surround configuration, the inner diameter of the surround annulus
was 5° (Fig. 2C, red circle) and its outer diameter was 24°. The far-
surround stimulus was partially masked so that the display from 1.5°
from the vertical meridian to the hemifield opposite to the stimuli had no
luminance modulation (Fig. 2C). The comparison stimulus was identical
to the center grating of the test stimulus except that its contrast was
varied.

Data analysis. The orientation tuning of surround suppression was
quantified as for V1 cells, but here spike rates were replaced with the
corresponding perceived contrasts. In all figures, we report the mean of
the four reversals for the four staircases (see above) and the SEs of these
means. Bootstrapping was used for statistical testing because the number
of subjects was relatively low. For statistical analysis of a given metric of
orientation tuning (e.g., CV), data for near- and far-surround conditions
were first pooled together. Corresponding to the number of subjects, two
samples containing five values were randomly drawn with replacement,
and the difference between the samples’ means was computed. This pro-
cedure was repeated 10,000 times. The reported p values refer to the
probability that the difference in the resampled means exceeded the ac-
tual measured difference.

Results
We characterized the orientation tuning of the suppression aris-
ing from the near- and far-surround in macaque V1 and com-
pared it with near- and far-surround suppression of perceived
contrast in humans using similar visual stimuli at similar retinal
eccentricities.
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Orientation tuning of surround suppression in macaque V1
neurons and human perception
Electrophysiology
Extracellular single-unit recordings were made from 106 neurons
in parafoveal V1 of three macaque monkeys. Center-surround
stimuli were presented in two configurations (near and far), each
at two surround stimulus sizes (Fig. 2). The near-surround grat-
ing activated a region larger than the V1 cells’ peak spatial sum-
mation area measured at low contrast (the latter corresponding
to the average extent of V1 horizontal connections), but com-
mensurate with the extent of the suppressive extraclassical sur-
round of LGN afferents (Fig. 1). The far-surround grating
activated the surround region beyond that activated by the near-
surround stimuli, i.e., beyond the range of horizontal and genicu-
locortical connections, but within the range of interareal
feedback connections. We chose two different near- and far-
surround grating sizes for this study (4° and 6°), because we
wished to match for each cell the strength of suppression evoked
by iso-oriented stimuli in the near and far surround, and previous
studies have shown that far-surround suppression is weaker than
near-surround suppression (Shushruth et al., 2009). Matching
the strength of iso-orientation suppression for near- and far-
surround stimulation allowed us to eliminate the possible
confound that differences in orientation tuning of near- and
far-surround suppression could simply arise as a result of dif-
ferences in their suppression strength. Figure 3 indeed shows
similar distributions for near- and far-surround suppression
strengths (expressed as SI) across our population, at the sur-
round sizes used in this study.

Figure 4A shows for one example V1 cell in layer 3B, the
orientation tuning curves of near- and far-surround suppression.
The response to the center grating presented alone is indicated
by the purple horizontal line, while black and gray curves indicate
the neuron response as a function of the difference in orientation
between the center grating and the near- or far-surround grating,
respectively. For this example cell, the near-surround grating
suppressed the response to the center grating more strongly when
the center and surround gratings were of similar orientation (ori-
entation difference at or near 0°, or iso-orientation suppression)
than when they were of orthogonal orientation (orientation dif-
ference at or near 90°, or ortho-orientation suppression). This

was the case for both the near4° (solid black curve) and near6°
(dashed black curve) surround stimuli. The near6° stimulus in
addition caused a slight facilitation at orthogonal center-
surround stimulus orientations. For the same cell, far4° (solid
gray curve) and far6° (dashed gray curve) surround gratings pre-
sented at iso-orientation exerted similar response suppression as
iso-oriented near-surround stimuli; however, far-surround grat-
ings of ortho-orientation were more suppressive than ortho-
oriented near-surround gratings. As a result, the orientation
tuning curves for far-surround suppression were flatter than the
tuning curves for near-surround suppression, i.e., far-surround
suppression was more broadly orientation-tuned than near-
surround suppression.

In Figure 5A, we show for the same cell as in Figure 4A the
orientation-tuning curve for near- and far-surround suppres-
sion, but here tuning is expressed as SI as a function of the differ-

Figure 3. Distribution of suppression index across the cell population. SI was computed at 0°
center-surround orientation difference for near- and far-surround stimuli of 4 and 6°, as color
coded in the legend. Arrows: population means (n ( 106 cells) as follows. Near4° (solid black
arrow) ( 0.3 , 0.02; near6° (hollow black) ( 0.33 , 0.02; far4° (solid gray) ( 0.25 , 0.02;
far6° (hollow gray) ( 0.2 , 0.03.

Figure 4. Orientation tuning of near- and far-surround suppression for an example V1 cell
and an example human subject. A, Response of an example V1 cell in layer 3B as a function of the
orientation difference between the center and surround gratings. The black curves indicate
the near-surround responses, the gray curves the far-surround responses, the purple line the
center-only response, the cyan curve the response to a near4° surround grating alone, and the
yellow line the spontaneous activity. B, Perceived contrast for subject S3 as a function of
the center-surround orientation difference. The purple line represents the actual contrast of the
center stimulus.
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ence in orientation between the center and surround gratings.
Note that in this format, a lower response of the cell corresponds
to a larger value of SI, i.e., stronger suppression, and thus the
tuning function in Figure 5A appears reversed compared with
that in Figure 4A (larger SI at iso-orientation and smaller SI at

orthogonal orientation). All tuning func-
tions in the reminder of the article are ex-
pressed in this format. Figure 5B–E shows
orientation tuning curves of near- and
far-surround suppression for four addi-
tional representative V1 neurons at vari-
ous laminar locations. For all cells in
Figure 5, except the cell in Figure 5E (in
layer 4C(), near-surround suppression
was strongest at iso-orientation and weak-
est at orthogonal orientation. Similar re-
sults were obtained for near-surround
suppression measured with either sur-
round stimulus sizes (4° or 6° outer diam-
eter). Far-surround suppression was
significantly tuned for the layer 4B cell
(Fig. 5C), but poorly tuned for all other
cells (Fig. 5A,B,D,E). Despite diversity in
the strengths of near- and far-surround
suppression across these cells, for all
cells far-surround suppression showed
broader orientation tuning than near-
surround suppression. To quantify this
observation, we measured the )SI and CV
for each cell (see Materials and Methods;
values for each cell are reported in Fig.
5A–E). )SI is the difference in suppres-
sion index at iso-orientation versus at
ortho-orientation, and thus has positive
values when iso-orientation suppression
is stronger than ortho-orientation sup-
pression and negative values for stronger
ortho- than iso-orientation suppression.
The CV is a global measure of orientation
selectivity, which can take values between
0, indicating no orientation selectivity,
and 1, indicating that suppression occurs
at only one surround orientation. Thus
for example, for the layer 3B cell in Figure
5A, the )SI dropped from 0.36 for near-
surround stimulation to 0.11 when only
the far surround was stimulated, and the
CV dropped from 0.24 to 0.09 (in the 6°
near- and far-stimulus condition). For
this cell, the broader tuning of far-
surround suppression compared with
near-surround suppression was due to an
increase in the strength of ortho-
orientation suppression, whereas iso-
orientation suppression was unchanged.
For the layer 5 and layer 4C! cells (Fig.
5 B, D), broader orientation tuning of
the far surround, compared with the
near-surround, resulted from both
stronger ortho-orientation suppression
and weaker iso-orientation suppression.
Instead, for the layer 4B cell (Fig. 5C), the
strength of iso-orientation suppression

was markedly reduced for far-surround stimulation compared
with near-surround stimulation, but ortho-orientation suppres-
sion was unchanged. Finally, the cell in layer 4C( (Fig. 5E)
showed poor orientation tuning of both near- and far-surround
suppression, with slightly weaker far-surround suppression at all

Figure 5. Orientation tuning of near- and far-surround suppression in V1. A–E, Orientation tuning curves of near-surround (black
curves) and far-surround (gray curves) suppression for five example V1 cells located in different V1 layers (as indicated). Solid and dashed
curves indicate measurements performed for different surround stimulus sizes as indicated in the legend. The tuning functions are ex-
pressed as suppression index as a function of the difference in orientation between the stimuli in the RF and surround. The tables in each
panel indicateforthespecificcellthevaluesof)SIandCVfornear-andfar-surroundsuppression.F,Averagetuningcurvesateachsurround
condition, for the population of V1 cells that showed surround suppression. Error bars are SEM. Mean )SI and CV for each surround
conditions are as follows: 0.28,0.03 and 0.24,0.02 (near4°; n(68 cells), 0.3,0.03 and 0.25,0.01 (near6°; n(68 cells), 0.13,
0.02 and 0.12 , 0.01 (far4°; n ( 65 cells), 0.11 , 0.01 and 0.14 , 0.01 (far6°; n ( 54 cells).
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orientations. These differences in orienta-
tion tuning of near- and far-surround
suppression across cells were reflective of
laminar-specific differences we observed
across the V1 population. These laminar
differences are analyzed in a later section
of the Results. In the next section, we first
describe the V1 population data regard-
less of the neurons’ laminar location, i.e.,
pooling neuronal responses across V1
layers.

Figure 5F shows the average tuning
curves for near- and far-surround sup-
pression for our V1 cell population, in-
cluding only cells that showed surround
suppression (defined as a mean response
to center-surround orientation differ-
ences of 0° and 15° that was at least 1 SD
below the center-only response at the op-
timal orientation). The )SI (0.28 , 0.03)
and CV (0.24 , 0.02) for near-surround
suppression measured using surround
gratings of 4° outer diameter (near4° con-
dition) were significantly higher than the
)SI (0.13 , 0.02) and CV (0.12 , 0.01)
for far-surround suppression measured
with surround gratings of 4° inner diam-
eter (far4° condition): p $ 10+5 for both
comparisons (unpaired Student’s t test).
Similarly, )SI (0.30 , 0.03) and CV
(0.25 , 0.01) for the near6° condition
were significantly higher than )SI (0.13 ,
0.02) and CV (0.12 , 0.01) for the far6°
condition: p $ 10+8 for both compari-
sons (Student’s t test). Thus, across the
population of V1 cells with suppressive
surrounds, far-surround suppression was
more broadly tuned than near-surround
suppression; this difference was due to
significantly stronger ortho-orientation
suppression (mean SI at center-surround
orientation differences of 60°,75°, and 90°
for near versus far suppression; p $
0.0007 for both 4° and 6° conditions, un-
paired t test), and slightly weaker, but
significant, iso-orientation suppression
(mean SI at center-surround orientation
differences of 0°,15°, and 30° for near ver-
sus far suppression; p $ 0.009 for both 4°
and 6° conditions, unpaired t test) in the
far surround compared with the near
surround.

Psychophysics
Figure 4B shows for one example subject (S3) the psychophysi-
cal data obtained using similar stimuli (Fig. 2 B, C) as used for
the electrophysiological experiments. Here the tuning curves are
expressed as the perceived contrast of the center grating as a
function of the difference in orientation between the center and
surround gratings of the test stimulus. The purple line indicates
the actual contrast of the center grating (20%). The same data for
subject S3 are shown in Figure 6B plotted as SI versus center-
surround orientation difference. SI was computed as for V1 cells

(see Materials and Methods), but here responses (spike rates)
were replaced with the corresponding perceived contrasts. Figure
6, A and C–E, shows the orientation tuning of surround suppres-
sion in each of the four remaining subjects. In all subjects, both
near- and far-surround stimuli suppressed the perceived contrast
of the center grating more strongly when the center and surround
stimuli were of similar orientation; increasing the center-
surround orientation difference decreased suppression strength.
Thus, despite variability across subjects in suppression strengths
and sharpness of orientation tuning, both near- and far-surround

Figure 6. Orientation tuning of near- and far-surround suppression in human psychophysics. A–E, Orientation tuning curves of
near-surround (black) and far-surround (gray) suppression for five human subjects, of whom three were naive. Suppression index
measures the strength of suppression of the perceived contrast of the center grating exerted by the surround stimulus. F, Average
tuning curve across the five subjects. Before averaging, the suppression index for each subject was normalized to the largest SI
value for that subject. Mean )SI and CV were as follows: 0.13 , 0.04 and 0.3 , 0.14 (near; n ( 5 subjects), 0.05 , 0.01 and
0.09 , 0.04 (far; n ( 5 subjects).
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suppression were tuned for orientation (for all subjects )SI has
positive values and CV %0). However, as the center-surround
orientation difference increased, suppression strength decreased
more rapidly in the near-surround compared with the far-
surround condition, and this difference persisted when tuning
curves were averaged across subjects (Fig. 6F). In Figure 6F, the
data from individual subjects was first normalized to the largest
SI value for that subject, to account for intersubject differences in
surround suppression strengths, and then averaged over the sub-
jects. The )SI (0.13 , 0.04) and CV (0.30 , 0.14) for near-
surround suppression were significantly higher than the )SI
(0.05 , 0.01) and CV (0.09 , 0.04) for far-surround suppression
(p $ 0.05, bootstrap test). As for V1 cells, in human perception
the orientation tuning of the suppression was broader in the far
compared with the near-surround, and this was due to surround
orientations nearer to orthogonal exerting stronger suppression
in the far than in the near surround.

Comparison of V1 neuronal responses and human psychophysics
In Figures 7 and 8, we compare the orientation tuning of near-
and far-surround suppression in psychophysics and electrophys-

iology. It is important to emphasize that this comparison is qual-
itative because it is made between two different types of data.

In Figure 7, we compare the orientation tuning of near-
surround (Fig. 7A) and far-surround (Fig. 7B) suppression in

Figure 7. Comparison of orientation tuning of suppression in V1 cells and human psycho-
physics. A, B, Average population tuning curves of near-surround (A) and far-surround (B)
suppression for all V1 cells (n ( 106), including suppressive and nonsuppressive (black curves,
near suppression; gray curves, far suppression), and for all human subjects (n ( 5; red curves).
Other conventions are as in Figures 5 and 6).

Figure 8. Comparison of orientation selectivity of suppression and iso-orientation suppres-
sion fraction in V1 cells and human psychophysics. A, Scatterplot of the)SI of suppression in the
near versus far surround. B, Scatterplot of the CV of suppression in the near versus far surround.
C, Scatterplot of iso-orientation suppression fraction in the near versus far surround. Only near4°
and far4° conditions are shown. Empty blue dots, V1 cells that showed no suppression in the
near and far surround; solid blue dots, V1 cells that showed at least one form of suppression
(near or far); red dots, psychophysics data; red arrows, means of psychophysics data; solid blue
arrows, means of suppressive cells; arrowheads, means of all V1 cells (suppressive and
nonsuppressive).
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macaque V1 cells and human observers. In contrast to the results
reported above, here the suppression index was averaged across
the whole population of V1 cells (n ( 106), including suppressive
and nonsuppressive cells, as we reasoned that all cells would likely
contribute to the psychophysical results. The suppression index
for the psychophysical data was averaged across the five human
subjects without being normalized within each subject. In both
V1 and human perception, the strength of near-surround sup-
pression decreased steeply as the orientation difference between
the stimuli in the center and surround increased (Fig. 7A). In the
V1 cell population, the suppression index decreased from 0.31 (in
both near4° and near6° conditions) at iso-orientation to 0.09
(near4°) and 0.16 (near6°), respectively, at a center-surround
orientation difference of 45°. In human subjects, for the same
change in center-surround orientation difference, the suppres-
sion index decreased from 0.29 to 0.16. However, suppression at
90° or near-90° orientation difference was modestly higher in
human subjects compared with V1 cells. In both V1 cells and
human subjects, far-surround suppression showed modest ori-
entation tuning (Fig. 7B). In V1 cells, the suppression index de-
creased from 0.28 (far4°) and 0.16 (far6°) at iso-orientation, to
0.21 (near4°) and 0.15 (far6°) at a center-surround orientation
difference of 45°. In human subjects, the corresponding decrease
in suppression index was from 0.25 to 0.22. Thus, the orientation
tuning of near- and far-surround suppression showed a similar
trend in V1 neurons and human perception. In both, near-
surround suppression was more sharply tuned than far-surround
suppression, as measured by the )SI or by the CV. Specifically,
for all V1 cells, the mean )SI for near4° (0.25 , 0.03) and near6°
(0.31 , 0.03) was significantly higher than the mean )SI for far4°
(0.1 , 0.02) and far6° (0.08 , 0.02), respectively, with p $ 10+8

for both comparisons (paired Student’s t test). For the non-
normalized psychophysical functions, the mean )SI for near
(0.13 , 0.04) and far (0.05 , 0.01) suppression were significantly
different, with p $ 0.05 (bootstrap test). For all V1 cells, the mean
CV for near4° (0.22 , 0.01) and near6° (0.25 , 0.01) was signif-
icantly higher than mean CV for far4° (0.13 , 0.01) and far6°
(0.16 , 0.01), respectively, with p $ 10+9 for both comparisons.
For the non-normalized psychophysical functions, the mean CV
for near (0.3 , 0.14) and far (0.09 , 0.04) suppression were
significantly different, with p $ 0.05 (bootstrap test).

Figure 8A shows a scatterplot of )SI for near versus far-
surround suppression for both V1 cells and human subjects. Only
the near4° and far4° conditions are shown, but results were sim-
ilar for the 6° near and far conditions. Most dots lie below the
diagonal line indicating sharper orientation selectivity of near
versus far-surround suppression (mean values and statistical sig-
nificance of the difference are reported above or in Figs. 5F, 6F).
Figure 8B shows a scatterplot of CV for near versus far-surround
suppression for both V1 cells and human subjects. Most cells and
four of five subjects are located below the diagonal line, again,
indicating sharper orientation selectivity of near- than far-
surround suppression for most single cells and human subjects
(mean values and statistical significance of the difference are re-
ported above or in Figs. 5F, 6F).

We also measured the fraction of suppression strength occur-
ring at and near iso-orientation, a metric that, unlike )SI, is not
affected by the absolute value of suppression strength. Unlike CV,
which is a global measure of the shape of the tuning curve, the
iso-orientation suppression fraction is a local measure of the
sharpness of the tuning curve around its peak. The latter was
calculated by first fitting a Gaussian function to the orientation
tuning curve of surround suppression (i.e., the SI versus

orientation-difference curves— e.g., Fig. 5) for each cell, and then
measuring from these fits the area under the curve between 0° and
30° orientation difference as a fraction of the total area under the
tuning curve. A higher fractional value indicates that a larger
fraction of the suppression occurs between 0° and 30° center-
surround orientation differences, indicating sharper orientation
tuning. Figure 8C reports the results of this analysis in the form of
a scatterplot of iso-orientation suppression fraction for near ver-
sus far surround, for both V1 cells and human subjects. Again
only the 4° surround conditions are shown, but results for the 6°
condition were similar. Most points lie below the diagonal, indi-
cating that for most cells and human subjects a higher fraction of
the total suppression occurs at iso-orientation in the near sur-
round compared with the far surround, and thus that near-
surround suppression is more sharply orientation-tuned than
far-surround suppression. The mean iso-orientation suppression
fraction for the near surround (0.45 , 0.01 and 0.46 , 0.01 for 4°
and 6° surround sizes, respectively, including all cells) was signif-
icantly higher than for the far surround (0.37 , 0.01 and 0.38 ,
0.01, respectively), with p $ 10+7 for both comparisons (paired t
test). Similar results were seen in the psychophysics data. The
mean iso-orientation suppression fraction was 0.52 , 0.10 for
the near surround and 0.38 , 0.03 for the far surround, and this
difference was statistically significant (p $ 0.01, bootstrap test).

V1 laminar specificity in orientation tuning of near- and
far-surround suppression
Different circuits have different laminar specificity, and there are
pronounced differences in receptive field properties across V1 layers
in macaque. Laminar-specific differences have also been observed in
the spatial extent and strength of surround suppression that may
reflect laminar differences in connectivity (Ichida et al., 2007; Shush-
ruth et al., 2009). Thus, to make more direct comparison with ana-
tomical data, we examined the tuning of near- and far-surround
suppression across V1 layers. Figure 9 shows the tuning curves for
the population of suppressive cells only (mean SI vs center-surround
orientation difference) for both near- and far-surround suppression
in each V1 layer. There were differences in orientation tuning and
suppression strength across layers, but in all layers near-surround
suppression was more sharply tuned than far-surround suppression.
In all layers, the )SI and/or CV (values reported in Table 1) for
near-surround suppression were significantly higher than for far-
surround suppression in at least one surround size condition (4° or
6°) ()SI p $ 0.05 for the near4°–far4°comparison in layers 3B, 4C!,
and 5–6, and for the near6°–far6° comparison in all layers except
2–3A and 4A). Although there was no significant difference in near
versus far )SI in layers 2–3A, and 4A for either surround size condi-
tion, the CV for near- and far-surround suppression in these layers
was significantly different in at least one condition (p $ 0.05; un-
paired t test).

In all layers, except 4A and 4C(, the broader tuning of far-
surround suppression was due to stronger ortho-orientation
suppression in the far than in the near surround. Iso-orientation
suppression was of similar strength in the near and far surround
in layers 2–3A, 4A, and 5/6. However in layer 3B, 4B, and 4C!
iso-orientation suppression was slightly weaker in the far than in
the near surround, and this also contributed to the broader ori-
entation tuning of far suppression in these layers.

Figure 10 shows the distribution of )SI and CV in different
V1 layers. The same parameters are shown in Figure 11 in a
scatterplot as a function of cortical depth. For near-surround
suppression the )SI was higher (%0.3) in layers 3B, 4B, and
4C!, and weakest in layer 4A and below 4C!, and this differ-
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ence was statistically significant ( p ( 0.0031, Kruskal–Wallis
test). The CV of near-surround suppression was largest in
layer 4C! but not significantly different from that in other
layers, indicating that near-surround suppression shows at

least some tuning in all layers. The scat-
terplot of CV (Fig. 11B) shows a large
spread of CV values across layers, with
cells having CV around 0.4 located in
most layers. For far-surround suppres-
sion the )SI was highest (%0.2) in layer
4B and weakest in layers 5/6, and the
difference between these two layers was
statistically significant ( p $ 0.0036,
Kruskal–Wallis test corrected for multi-
ple comparisons). The scatterplot in
Figure 11A shows that cells with the
largest values of )SI (near 0.4) were lo-
cated in layers 4B and above (except for
4A). The CV of far-surround suppres-
sion was significantly larger in layer 4B
and weaker in layers 5– 6 compared with
all other layers ( p ( 0.04, Kruskal–Wal-
lis test), and cells with the lowest values
of CV were located in layers 5– 6. The
difference in CV between layer 4B and
5/6 for far-surround suppression was
highly statistically significant ( p $
0.002, Kruskal–Wallis test corrected for
multiple comparisons).

Discussion
We found that the orientation tuning of
surround suppression depends on the
spatial separation between center and sur-
round stimuli in both macaque V1 and
human perception. Specifically, the sup-
pression caused by near-surround stimula-
tion was more sharply orientation tuned
than the suppression caused by far-
surround stimulation. These results support
the idea that the near and far surround are
two distinct regions generated by different
neural circuits with distinct orientation
specificities. The similarity between electro-
physiological and psychophysical results
also point to an important relationship be-
tween surround suppression in V1 neurons
and human perception. In V1, we addition-
ally found laminar differences in the orien-
tation tuning of both the near and far
surround, suggesting laminar differences in
the orientation specificities of their underly-
ing circuitry.

Near- and far-surround suppression
differ in orientation tuning
Far-surround suppression is weaker than
near-surround suppression in both V1
(Levitt and Lund, 2002; Shushruth et al.,
2009) and perception (Cannon and Ful-
lenkamp, 1991; Saarela and Herzog,
2008), but these differences in suppres-
sion strength cannot explain the different
orientation tuning of near- and far-

surround suppression seen in our data. This is because far-
surround suppression was stronger than near-surround
suppression at near-ortho-orientations. A previous study in cat

Figure 9. Orientation tuning of near- and far-surround suppression in different V1 layers. A–G, Average orientation
tuning curves of near-surround (black curves) and far-surround (gray curves) suppression for population of V1 neurons
recorded in specific V1 layers (as indicated). Only cells that showed suppression in a given stimulus condition were included
in the tuning curve for that condition. Conventions are as in Figure 5. Mean )SI and CV values for each layer are reported
in Table 1.
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V1 reported that the suppression caused by far-surround stimu-
lation was more broadly orientation tuned than the suppression
caused by full surround stimulation (near plus far) (Hashemi-
Nezhad and Lyon, 2012). However, compared with full surround
stimulation, far-surround stimulation resulted in weaker iso-
orientation suppression, but similar ortho-orientation suppres-
sion strength. Thus, broader tuning of far-surround suppression,
in this study, could have resulted from weaker far-surround sup-
pression, an interpretation that cannot explain our findings.
These different results are attributable to the different stimulus
configurations used in the two studies. We compared near-
surround versus far-surround stimulation, whereas Hashemi-

Nezhad and Lyon (2012) compared near-surround versus full-
surround stimulation, and thus did not isolate the tuning of
suppression from the near surround. Polat and Sagi (1993) ex-
amined the effects on contrast detection of small Gabor patches
placed at various distances from a target Gabor. They found both
suppressive and facilitatory effects of flankers in the near sur-
round ()3° separation), whose orientation tuning resembled
that of near-surround suppression in our psychophysical study.
However, in their study, flankers in the far surround ("3.6° from
the target) had no effect on target detection, likely due to the weak
surround stimulation exerted by such small stimuli. In contrast,
we used large gratings likely to have stronger effects. Mizobe et al.
(2001), instead, using Gabor stimuli in cat V1 observed both near

Table 1. Orientation tuning of surround suppression in different V1 layers: mean !SI and mean CV

Layer

Near surround (4°) Near surround (6°) Far surround (4°) Far surround (6°)

FiguresN mean )SI mean CV N mean )SI mean CV N mean )SI mean CV N mean )SI mean CV

2/3A 14 0.26 , 0.06 0.19 , 0.03 13 0.27 , 0.08 0.24 , 0.04 13 0.16 , 0.05 0.11 , 0.02 12 0.11 , 0.04 0.12 , 0.02 9A, 10, 11
3B 11 0.40 , 0.10 0.21 , 0.04 10 0.42 , 0.08 0.24 , 0.04 10 0.13 , 0.05 0.11 , 0.02 7 0.12 , 0.03 0.12 , 0.03 9B, 10, 11
4A 6 0.19 , 0.08 0.26 , 0.05 7 0.17 , 0.06 0.18 , 0.03 7 0.11 , 0.02 0.10 , 0.02 7 0.13 , 0.04 0.16 , 0.04 9C, 10, 11
4B 7 0.39 , 0.07 0.25 , 0.04 8 0.38 , 0.07 0.25 , 0.04 8 0.27 , 0.05 0.23 , 0.05 6 0.11 , 0.04 0.13 , 0.04 9D, 10, 11
4C! 8 0.35 , 0.06 0.29 , 0.04 9 0.36 , 0.07 0.34 , 0.05 6 0.10 , 0.04 0.09 , 0.03 7 0.11 , 0.03 0.11 , 0.03 9E, 10, 11
4C( 4 0.22 , 0.04 0.25 , 0.06 4 0.24 , 0.01 0.24 , 0.04 4 0.12 , 0.04 0.16 , 0.04 3 0.06 , 0.02 0.19 , 0.07 9F, 10, 11
5/6 17 0.19 , 0.03 0.24 , 0.03 16 0.26 , 0.03 0.23 , 0.02 16 0.07 , 0.03 0.08 , 0.01 11 0.09 , 0.03 0.16 , 0.02 9G, 10, 11

N, Number of cells.

Figure 10. Orientation selectivity of near- and far-surround suppression in different V1 lay-
ers. A, B, Distribution of )SI (A) and CV (B) for near-surround (black) and far-surround (gray)
suppression across V1 layers. Only the near4° and far4° stimulus conditions are included and
only cells that showed surround suppression in each condition.

Figure11. V1laminardistributionoforientationselectivityofnear-andfar-surroundsuppression.
A, B,Scatterplotof)SI(A)andCV(B)asafunctionofcorticaldepthfornear-surround(blackdots)and
far-surround (gray dots) suppression for the population of V1 cells showing suppression in each con-
dition (only near4° and far4° included). The dashed horizontal lines mark V1 layer boundaries, and the
cortical layers are indicated to the right of the plots. Solid black and gray vertical lines: medians of the
V1 cell sample calculated at intervals of 10% of total cortical depth.
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and far (up to 12°) surround effects, but did not examine the
tuning of far-surround suppression.

We found sharper tuning of near-surround suppression than
previous studies. In our cell population, there was %90% de-
crease in suppression strength when the surround stimulus ori-
entation was changed from iso-oriented to orthogonal. This
contrasts with the 30 –35% decrease found in previous studies
(Cavanaugh et al., 2002; Hashemi-Nezhad and Lyon, 2012).
Broader tuning of suppression in these studies was likely due to
concomitant stimulation of the near and far surround, and is thus
consistent with our findings.

Petrov et al. (2005) studied surround suppression of contrast
detection with stimuli likely activating mainly the near surround
of V1 neurons. They found that suppression was negligible for
center-surround orientation differences *45°. In our psycho-
physical and electrophysiological data, near-surround suppres-
sion was still present at 45° orientation difference. This
discrepancy is attributable to different center stimulus contrasts
used in the two studies. Psychophysics (Nurminen et al., 2010)
and single-cell recordings (Schwabe et al., 2010) have shown that
suppression strength decreases at lower center contrast. Thus, it is
likely that at the very low center contrast (at threshold) used by
Petrov et al. (2005), weak suppressive effects from orthogonal
surround stimuli disappear.

Cannon and Fullenkamp (1991), using eight cycles-wide sur-
round stimuli, found that the strength of surround suppression
decreases steeply between center-surround orientation differ-
ences of 0° and 15°, but more gradually at larger orientation
differences. They concluded that surround suppression arises
from two distinct mechanisms, one narrowly orientation tuned,
the other broadly tuned. Our results are consistent with their
hypothesis, but further indicate that the narrowly tuned mecha-
nism is spatially restricted, while the broadly tuned mechanism is
spatially widespread.

Correlation between human psychophysics and
V1 physiology
Previous studies found positive correlations between contextual
effects in human vision and the response of single V1 cells (Ka-
padia et al., 1995, 1999; Li et al., 2000). However, in those studies
it was unclear whether the stimuli intended to activate the sur-
round also encroached onto the RF (as defined in our study).
Moreover, these studies compared the mean firing rates of V1
neurons to subjects’ performance in detection and discrimina-
tion tasks. This is problematic because performance in these tasks
relates to the noise level and slope of the underlying neural re-
sponses (Geisler and Albrecht, 1997). In contrast, we used stimuli
clearly confined to the surround, and a contrast-matching task,
which is better suited to compare mean neuronal firing rates with
psychophysical performance, because performance in this task
relates to the magnitude of the underlying neural response (Chen
and Tyler, 2002). Although it is not straightforward to compare
psychophysics and electrophysiological data, our results never-
theless demonstrate a striking similarity between the tuning of
surround effects in human perception and V1 cells.

Anatomical circuits underlying the orientation tuning of
near- and far-surround suppression
We previously suggested that near-surround suppression results
predominantly from both untuned surround suppression of
geniculocortical afferents and tuned suppression from intra-V1
horizontal connections, while far-surround suppression is gen-
erated exclusively by interareal feedback (Angelucci and Bress-

loff, 2006; Angelucci and Shushruth, 2013). Here, we have found
that near-surround suppression is more sharply tuned than far-
surround suppression, and is most narrowly tuned in layers 3, 4B,
and 4C!. Because the suppression contributed by geniculocorti-
cal afferents to V1 is untuned (Solomon et al., 2002; Webb et al.,
2002; Bonin et al., 2005) or less tuned (Ozeki et al., 2009) for
orientation than V1 suppression, orientation-tuned near-
surround suppression in V1 is likely generated by intra-V1 hori-
zontal connections. These connections, at least in V1 layers 2–3,
are well suited to this task, because they link preferentially neu-
rons of similar orientation preference (Malach et al., 1993; Bosk-
ing et al., 1997) and target both excitatory and inhibitory neurons
(McGuire et al., 1991). The orientation specificity of horizontal
connections in other V1 layers is unknown. However, long-range
connections in layers 4B and upper-4C! are “patchy” (Lund et
al., 2003), whereas in layer 6 they are widespread and do not link
domains of similar eye dominance (Li et al., 2003). Therefore,
there appears to be a correlation between the sharpness of tuning
of near-surround suppression across V1 laminae and the laminar
location of patterned and orientation-specific horizontal connec-
tions. V1 layers with sharpest tuning of near-surround suppres-
sion also have stronger near suppression (Sceniak et al., 2001;
Shushruth et al., 2009), except layer 4A, which despite strong
suppression shows poor tuning. In contrast, there is no correla-
tion between layers with sharpest orientation tuning of near-
surround suppression and layers with sharpest orientation
tuning of RF responses (Ringach et al., 2002).

Broader orientation tuning of far than near-surround sup-
pression suggests that feedback connections, the presumed
substrate for far-surround suppression, are more broadly ori-
entation biased than horizontal connections. Feedback connec-
tions to V1 terminate in upper and lower layers, avoiding layer 4C
(Salin and Bullier, 1995), and target both excitatory and inhibi-
tory neurons (Anderson and Martin, 2009), but their orientation
organization remains controversial. Specifically, there are reports
of both anatomically widespread (Rockland and Pandya, 1979;
Maunsell and van Essen, 1983; Rockland, 2003) and orientation-
unspecific (Stettler et al., 2002) V2-to-V1 feedback connections,
and patterned (Angelucci et al., 2002; Angelucci and Bressloff,
2006) and orientation-biased (Shmuel et al., 2005) feedback con-
nections from V2 to V1 layers 2/3. The orientation organization
of feedback to V1 from other extrastriate areas is unknown. It is
likely that there are multiple feedback systems differing in func-
tional specificities terminating in different V1 layers (Angelucci
and Bressloff, 2006). In particular, sharper tuning of far suppres-
sion in layer 4B suggests greater orientation specificity of feed-
back connections to this layer, while weak tuning in layers 5/6
suggests orientation-unspecific feedback connections to these
layers. In effect, feedback also contributes to the near surround
(Fig. 1), but its effect is likely masked by the stronger tuned com-
ponent of near-surround suppression. There is no correlation
between the laminar distribution of the orientation tuning of far
suppression and the laminar distributions of far-surround sup-
pression strength (Shushruth et al., 2009) or RF orientation tun-
ing (Ringach et al., 2002).

Two previous studies that examined the tuning of surround
suppression, inferred two components to the underlying neural
signal, one that is monocular and has very broad spatiotemporal
tuning, likely originating in the LGN or input layers of V1, the
other binocular and sharply tuned for orientation and spatio-
temporal frequency, likely of long-range intracortical origin
(Webb et al., 2005; Petrov and McKee, 2009). It is unlikely that
the monocular and untuned suppression of these previous stud-
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ies corresponds to the broadly orientation-tuned far-surround
suppression of our study. In our study, the far-surround stimuli
activated cortical regions well beyond the spatial spread of feedfor-
ward afferents, and thus likely recruited long-range intracortical
connections. The untuned, monocular, and early suppression of
these previous studies is likely confined to the near surround, and
was likely masked by the tuned component of near-surround sup-
pression in our stimulus protocol.

Role of near- and far-surround suppression in natural vision
The similarity of surround suppression in human and macaques
suggests that this phenomenon reflects fundamental signal pro-
cessing principles. A prominent hypothesis, stemming from effi-
cient coding principles (Attneave, 1954; Barlow, 1961) and
information theory (Shannon, 1948), suggests that the visual sys-
tem is tuned to the statistics of natural images (Simoncelli and
Olshausen, 2001; Geisler, 2008). In natural images, there is a
statistical relation between edge orientation and distance be-
tween edges: nearby edges have higher probability than distant
edges of being co-oriented and cocircular, and of belonging to the
same physical contour (Geisler et al., 2001). The different orien-
tation tuning of near- and far-surround suppression may reflect
this statistical dependency in the visual environment. Accord-
ingly, suppression should be narrowly orientation tuned for
nearby edges, and more broadly tuned for distant edges. Such
tuning would increase the coding efficiency of more frequently
co-occurring contours, because the latter would evoke fewer
spikes (due to tuned suppression) than less frequent contours.
On the other hand, the same tuning results in increased saliency
of less frequently co-occurring contours in natural images.

Perceptually, sharply orientation-tuned near-surround sup-
pression may serve to detect small orientation differences in
nearby edges, which is useful for local contour completion or
figure– ground segregation (Lamme, 1995). Instead, broadly
tuned far-surround suppression could serve to detect large ori-
entation differences in distant edges, useful for perception of
global contours and/or to direct saccades and/or attention to
salient visual field locations that are markedly different from their
surrounding (Petrov and McKee, 2006).
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CHAPTER 3 

 

SPATIO-TEMPORAL PROFILE OF INPUTS ACROSS  

LAYERS OF V1 BY STIMULATION OF NEAR-  

AND FAR-SUURROUND  

 

3.1 Introduction  

In Chapter 2, we showed that there are functional differences between near and far 

surround stimulation across layers of V1. Specifically, near surround is more sharply 

tuned in superficial layers (L) 3B, L4B, and L4C𝛼𝛼 than deep layers. This result was also 

reported by Henry et al. (2013). However, far surround is more orientation selective in 

L4B compared to other layers (Shushruth et al., 2013). Generally, near surround shows 

higher selectivity to orientation than far surround reflecting that its underlying circuit is 

encoding sharp orientation differences.  

In this dissertation, we examine how surround modulation is computed across layers 

of V1. We specifically ask whether the laminar anatomical connectivity patterns lead to 

functional distinction in response to stimulation of the two surround regions (near vs. 

far). Each layer has particular pattern of neuronal inputs and outputs, including intra-

areal, feedforward and feedback connections (Lund, 1988). Geniculocortical afferents 

from lateral geniculate nucleus (LGN) terminate in L4C and L6 of V1 (Hendrickson et 
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al., 1978; Blasdel and Lund, 1983; Lund, 1988; Callaway, 1998). After complex 

intracortical processing, superficial layers (L2/3 and L4B) and, to some extent, deep 

layers (L6) send the processed information from V1 to the extrastriate cortex (V2 and 

MT, respectively (Callaway, 2004)). Deep layers (L5 and L6) send back the information 

to subcortical regions for motor control (Lund, 1973; Callaway, 2004). Remarkably, the 

axonal projections from higher visual cortices terminate in both upper and lower layers 

being prominent in L1/2A (Rockland and Pandya, 1979; Ungerleider and Desimone, 

1986), L6 and L5B (Callaway, 2004; Federer et al., 2015) and only form sparse 

termination in L3 and L4B (Federer et al., 2015) while avoiding L4C. Moreover, 

horizontal connections are dense in L2/3, L4B and L5 (Angelucci et al., 2002). Based on 

the proposed model by Angelucci and colleagues (Angelucci and Bressloff, 2006) (Figure 

1.5-B), we presume that near surround is mainly generated by horizontal connections, but 

the fast far surround suppression is mainly originated by feedback projections from the 

extrastriate cortex (V2, V3, and MT in anesthetized primates). To reexamine this 

hypothesis, one could investigate how layers having different anatomical connections 

would reflect the main substrates of near and far surround. In particular, what are the 

temporal dynamics of inputs generated by stimulation of near and far surround across 

layers?  

 Elaborating on this, we ask which layer receives the first input reflected in 

population current sinks? Single electrode recordings limited visual scientists to 

examining the spatio-temporal profile of surround modulation across layers because one 

layer was sampled at a time. A number of studies reported the timing profile of the 

cortical column in response to strong activation of thalamocortical afferents by full field 
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flashes of light while recording neuronal activities from all layers at the same time using 

linear microelectrode arrays (Schroeder et al., 1991; Schroeder et al., 1998). The timing 

of inputs are typically measured by subthreshold local field potentials that are 

representative of integrative dendritic inputs (Kajikawa and Schroeder, 2011). Current 

source density analysis applied on the LFP voltage traces provides a proper localization 

of current flow across cortical layers. Specifically, current sinks are markers of 

integrative excitatory flow to the neuronal ensembles (Mitzdorf and Singer, 1979; 

Mitzdorf, 1985; Kajikawa and Schroeder, 2011; Self et al., 2013). These studies reported 

that the fastest current sink in columnar RF stimulation was localized in the 

thalamocortical recipient layers L4C (Figure 3.1-D) (Schroeder et al., 1998). This pattern 

was also found in other primary sensory cortices such as auditory (Müller-Preuss and 

Mitzdorf, 1984; Steinschneider et al., 1992) and somatosensory areas (Kulics and 

Cauller, 1986; Schroeder et al., 1995). In addition, measuring the post synaptic spiking 

activity localized the fastest activity in L4C and L6 (Schroeder et al., 1991; Schroeder et 

al., 1998) consistent with canonical pathway and LGN collaterals in L6 (Callaway, 2004; 

Sincich and Horton, 2005).  

There is no study reporting the temporal dynamics of inputs to the cortical columns 

caused by stimulation of the surround-only stimulus. Most of the previous studies 

investigated different sensory and cognitive tasks while activating the columnar receptive 

field by visual or auditory stimuli (Schroeder et al., 1991; Givre et al., 1994; Schroeder et 

al., 1998; Lakatos et al., 2007; Lakatos et al., 2008; Hansen et al., 2011; Hansen et al., 

2012). Given the fact that there are distinct patterns of feedforward, feedback and 

horizontal connections across V1 layers, in this chapter, we examine the spatiotemporal 
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profile of inputs to V1 layers to stimuli that was designed to probe each surround region 

(i.e., near or far). We correlated the main underlying mechanisms based on the fastest 

input to the cortical column while noting there was no activation of the canonical 

pathway by columnar RF.    

 

3.2 Methods 

3.2.1 Experimental and Surgical Preparation 

All experimental procedures complied with the guidelines of the National Institute of 

Health and were approved by the Institutional Animal Care and Use Committee of the 

University of Utah. Recordings were made from anesthetized and paralyzed macaque 

monkeys (Macaca fascicularis, 3-4 kg). Animals were anesthetized by isoflurane (0.5- 

1.5%) during the surgery and sufentanil (6-12 µg/kg/h) during the recordings. Paralytic 

(vercuronium bromide, 0.1- .3 µg/kg/h) was added just before the recording started. 

Animals were artificially respired with O2 (100), or the mixture of O2 and N2O (70:30).  

The vital signs, including heart rate, end-tidal CO2, temperature (rectal sensor), O2 

saturation, blood pressure, and lung pressure were monitored continuously. The pupils 

were dilated by topical atropine, the corneas were protected by plain or corrected contact 

lenses and the foveas were plotted on a tangent screen using reversible ophthalmoloscope 

prior to the recordings.   

 

3.2.2 Electrophysiological Recordings and Data Acquisition  

Extracellular recordings were made in parafoveal V1 (4-8° eccentricity) of six 

anesthetized and paralyzed macaque monkeys. Data used here, are selected from four 
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successful macaque experiments. We simultaneously recorded multiunit activity (MUA) 

and local field potentials (LFP) from all layers of V1 using multicontact linear arrays. 9 

out of 10 (n = 4 monkeys) penetrations were recorded by V-Probe (24 contacts, Plexon) 

and one penetration was recorded by A32 (32 contacts, NeuroNexus). Contacts of both 

arrays were 100µm apart, spanning the whole cortical depth. The V-probe was 100 mm 

in length, 210µm in diameter, and there was 500µm from the tip of the probe to the first 

contact; its reinforcement tube was 18 mm in length and 640µm in diameter. Contacts 

were referenced to the probe shaft (V-Probe) or one recording contact (A32) and the 

ground was placed under wet skin touching the skull and the stereotaxic setup. A custom-

made guide tube provided mechanical stability to the recording setup. Prior to probe 

insertion in the cortex, the probe shafts were coated with DiI to provide robust 

visualization of the lesion track in further histology.  

Data were collected and amplified using a 128-channel Cerebus system (Blackrock 

Microsystems, Salt Lake City, UT). To obtain LFPs, the raw signal from either 24 or 32 

contacts were band-pass filtered (1-100 Hz, second order butterworth filter) and down-

sampled to 2,000 Hz. All LFP analyses were performed on the down-sampled version 

with 0.5ms time resolution. The MUA spikes were obtained by band-pass filtering (250 

Hz-7.5 kHz,) the raw signal, which was continuously recorded at a sampling rate of 30 

kHz. It was automatically thresholded by Cerebus software.  

Visual stimuli were generated with MATLAB (MathWorks, Inc.) and presented on a 

calibrated Sony GDM-C520K CRT monitor (viewing distance 57cm, 100Hz frame rate) 

using the ViSaGe system (CRS, Cambridge, UK).   
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3.2.3 RF Mapping, Vertical Recordings and Tuning Properties  
of Cortical Column  
 

It was crucial to make sure that all the penetrations were vertical to the cortical 

surface. To sample from a cortical column, prior to the electrode advancement, we had an 

estimate of the receptive field using topographical position of the probe relative to the 

horizontal and vertical meridian. Right after probe advancement in the cortex, we 

manually scanned the monitor by drifting gratings while listening to the neuronal 

responses from each contact (spike sounds). Then obtaining the course region of RF, we 

systematically mapped the receptive field of all contacts using small flashing squares 

reversing in contrast (Figure 3.2-A, 0.5º x 0.5º, stimulus presentation of 500ms), which 

covered at least three degrees of visual field (36 positions by a 0.5º square). The stimulus 

was presented randomly at each position interleaved with a blank stimuli. Using custom 

written MATLAB scripts, spike counts were obtained during stimulus (black square) and 

blank (mean luminance gray square) for each channel. The stimulus driven spike counts 

(0-200ms) minus blank (-200-0ms) was plotted for each location of the grid, and the 

geometric center that was strongly activated by stimulus evoked MUA was chosen as RF 

location for each contact (Figure 3.3-A). If stimulus-evoked spike-counts of all contacts 

showed similar hot spots in the grid, meaning they are all mapping on similar RF in the 

visual field, we continued the experiment for that penetration, otherwise, the probe was 

retracted and was readvanced in another cortical position. In addition to finding the 

Cartesian coordinates of RF for all channels, other V1 neuronal characteristics such as 

orientation, spatial frequency, and temporal frequency were characterized via measuring 

the tuning curves of all contacts across the cortical column using sinusoidal drifting 

gratings. Specifically, orientation-tuning curves showed if the sampled penetration was 
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from a V1 orientation column (such as in Figure 3.3-B). Obtaining the preferred 

properties of all contacts across layers, we chose the orientation, spatial frequency and 

temporal frequency that were optimal for most contacts. Then we measured area 

summation of all contacts with the chosen parameters using a circular drifting grating 

patch at 100% contrast that was centered over the geometric center of the grid hot spot. 

The patch diameter expanded from 0.1 to 26° with smaller steps up to 2 degrees and 

larger ones beyond that. We plotted the size-tuning curve for each contact after (i.e., 

firing rate vs. stimulus size) the block of stimuli was finished and chose the RF size for 

the column.  

 

3.2.4 Visual Stimuli  
 

The near surround was probed by the same flashing square stimuli covering nearby 

RF (< 1° from the center of RF, which was at 500ms stimulus presentation and 500ms 

blank). Two criteria were met; first, near surround evoked less than 50% spiking activity 

compared to RF location (Figure 3.4-F). Second, thalamocortical recipient layer 4C was 

not the first layer activated in time obtaining the CSD profile (Figure 3.4-B). The far 

surround was probed by 2° annular static gratings (Figure 3.2-B) that were moving from 

the edge of RF outward for 500 ms following by 750 ms blank. The surround inner 

diameter (beyond 2° from RF center) was chosen when the annular grating was not 

evoking spiking activity, which is consistent with previous studies (Ichida et al., 2007; 

Shushruth et al., 2013). Similar to the near surround, far surround did not evoke earliest 

current sink in L4C (Figure 3.4-D and 3.4-H).   
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3.2.5 Current Source Density Analysis   

Current source density was applied on the trial averaged LFP using the kernel CSD 

toolbox (Potworowski et al., 2012). CSD is the second spatial derivative approximation 

of the LFP signal, which reflects the net local transmembrane currents that generate LFP.  

CSD was computed as: 

CSD (x) = -𝜎𝜎 ∗  
𝜈𝜈 �𝑥𝑥−ℎ�−2𝑣𝑣(𝑥𝑥)+𝑣𝑣(𝑥𝑥+ℎ)

ℎ2        (3.1) 

in which, 𝜈𝜈 is the voltage (µV), x is the point in the extracellular medium that CSD is 

calculated at, h is the spacing between recording contacts of the linear probe (here 

100µm), and 𝜎𝜎 is the connectivity of the cortical tissue (0.4 S/m)(Logothetis et al., 2007).  

To estimate CSD across layers, we interpolated the CSD every 10𝜇𝜇m. CSD provides 

information about current flow in the extracellular medium (Nicholson and Freeman, 

1975; Mitzdorf and Singer, 1979; Mitzdorf, 1985). Specifically, it localizes current 

sources and sinks across cortical layers that receive afferent inputs. Current sink in the 

extracellular medium usually occurs before the cell depolarizes (Schroeder et al., 1998), 

and the outward current in the extracellular medium becomes negative (current sink). The 

recurrent flow coming out of the cell causes the source localization in the extracellular 

space (positive current)(Buzsaki et al., 2012). Thus the current sink is a signature of 

integrated subthreshold inputs at the postsynaptic dendrites. Current sink and sources are 

well localized in the extracellular medium by the contribution of asymmetric neurons 

such as pyramidal cells with long distal dendrites (Buzsaki et al., 2012). The current flow 

into the distal dendrites localizes the current sinks in the medium further away from the 

recurrent source close to the soma. But, in those symmetrical neurons that do not have an 

open field, such as stellates, the current sink will be balanced by other sinks/sources in 
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other directions. However, all the dendrites in spherical cells are not active at the same 

time, thus, small dipoles would be still generated. In addition, the amplitude of the sink 

and source drops with distance from their neuronal origins (Buzsaki et al., 2012).  

Due to the fact that surround stimuli does not activate spiking activity (i.e., it is close 

to the baseline), we measure the timing of current sinks that are not masked by spiking 

activity and aim to understand the temporal profile of inputs to different layers.  

 

3.2.5.1 Z-score of CSD 

In order to increase signal to noise ratio, CSD was baseline corrected (Z-scored). In 

particular, we normalized the CSD of each profile to the standard deviation of the 

baseline (200ms prior to stimulus onset) after its mean was subtracted.   

   Z-CSD(𝑡𝑡) =
𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑡𝑡(𝑡𝑡)−𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝐶𝐶𝐶𝐶𝐶𝐶𝑏𝑏)

𝑠𝑠𝑡𝑡𝑠𝑠 (𝐶𝐶𝐶𝐶𝐶𝐶𝑏𝑏)                  (3.2)                                       

where, 𝐶𝐶𝐶𝐶𝐶𝐶𝑠𝑠𝑠𝑠(𝑡𝑡) is the computed CSD at each time point (every 0.5ms) after stimulus 

onset, and 𝐶𝐶𝐶𝐶𝐶𝐶𝑏𝑏is the computed CSD during blank (-200-0ms).  

 

3.2.5.2 Laminar borders 

CSD that is recorded vertically across cortical layers is known to provide a good 

landmark of L4C boundaries in primary sensory cortices (Figure 3.1-D) (Mitzdorf and 

Singer, 1979; Schroeder et al., 1991; Schroeder et al., 1998), and is used for the 

identification of laminar borders. In particular, the CSD profile that corresponded to the 

hot spot of the RF grid (mapped by MUA, Figure 3.3-A) was used to localize the border 

caused by both current sinks in L4C and current sources in L5. This polarity reversal of 

current is a robust measure of border boundaries (Schroeder et al., 1998). Also, the depth 
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of the cortex was obtained by comparing the CSD profile with spiking activity. In 

particular, the fastest L4C was compared with the fastest onset of spiking activity in 

response to RF stimulation. Usually, as it is shown in Figure 3.4-E, the first stimulus 

onset occurs at the top of L4C (4C𝛼𝛼, magnocellular pathway) and L6 due to LGN 

collateral terminations. Also, using spiking activity, we had an estimate of L1 and white 

matter that do not evoke supra-threshold action potentials. Based on previous studies 

(Lund, 1973, 1988), the thickness of L4C was assigned to be 200-300𝜇𝜇; infragranular 

(IG) layers from bottom of cortex encompass 500-600𝜇𝜇 and supragranular (SG) layers 

from the top of cortex cover 600-750𝜇𝜇. In addition, results of the CSD method were 

confirmed with histology, allowing for identification of cortical layers and sublayers 

specifically L4C (Lund, 1988).  

 

 
3.2.5.3 CSD alignment 

Obtaining the border of L4C based on CSD and MUA, we aligned penetrations 

together. For most of the vertical penetrations the border of L4C and L5 was at the depth 

of 1.05/1.15 and total V1 depth was 1.45-1.6. Taking into account the cortical thickness 

variations (1.45-1.6), we were able to align all L4C to each other manually (0.75-1.05). 

This method is in line with one study (Self et al., 2013), but instead of aligning to a 

reference penetration, we aligned all penetrations based on their L4C borders.  

 

3.2.5.4 Grand averages   

To obtain grand averages of Z-CSD (Figure 3.5 Panels A-D), we half-wave rectified 

all the aligned Z-CSD profiles to their negative values (discarding the positive source 
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values) and then normalized them between -1 and 0, so that the penetration that had the 

largest Z-CSD amplitude did not weight the grand average. After normalized 

rectification, the average Z-CSD of each specific stimuli (RF, near, near-far border and 

far surround) was obtained, and this is called the “grand average”.   

 

3.2.6 Latency Analysis of CSD 

The onset latency of CSD was measured for each depth by finding the earliest time 

bin after stimulus onset in which the CSD amplitude was at least 3-6 SD below the 

baseline. In order to avoid threshold crossings due to noise, the CSD signal was required 

to remain below the threshold for at least three consecutive 5 ms bins before a threshold 

crossing was logged. The time of the first bin was taken as the signal onset. For some 

stimulus set, due to the nature of weak visual signal (i.e., far surround) the threshold was 

set higher (i.e., 5, 6, or 7 SD). Consistent with previous studies (Schroeder et al., 1990; 

Tenke et al., 1993; Givre et al., 1994; Schroeder et al., 1997), and since negative 

deflections in LFP and CSD signals (termed current sinks) are assigned to net local 

depolarization, we use them as latency of inputs. 

 

3.3 Results 

Stimulation of columnar RF evokes the fastest current sink happening in L4C 

representing termination of thalamocortical afferents from LGN (Schroeder et al., 1991). 

The localization of current sink is followed by SG and IG layers (Figures 3.1-D, 3.4-A 

and 3.5-A). This pattern of L4C activation is also in line with the evoked postsynaptic 

spiking activity in L4C and L6 (Figure 3.4-E) driven by collaterals. The sink in L6 is not 
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strong enough due to strong recurrent source in L5, possibly masking the current sink in 

L6.   

Activation of near surround by small flashing squares (0.5˚) outside the RF evokes 

the fastest current sink in SG (mainly L2/3) and IG (mainly upper IG) layers at the same 

time, followed by delayed L4C. This pattern of activation is consistent with involvement 

of horizontal connection in the aforementioned layers (Figures 3.4-B and 3.5-B). It is 

important to remember that surround stimuli by itself (in the absence of RF stimulation), 

does not activate spiking activity (Hubel and Wiesel, 1965). Thus, LFP and its 

corresponding CSD represent the population dendritic inputs in the extracellular medium. 

As shown in Figure 3.4-F, MUA activity is decreased markedly in amplitude compared to 

RF stimulation (Figure 3.4-E), confirming that the postsynaptic spiking activity is 

diminished considerably and the CSD is truly reflecting dendritic input.   

Stimulation of the far surround (beyond 2˚ from the center of RF) by annular gratings 

(2˚ width) localizes the earliest response in L1/2A and low IG (L6) but significantly 

delayed in SG (L2/3) and top IG (L5A) layers. Similar to near surround, far surround 

does not evoke postsynaptic spiking activity (Figure 3.4-H).   

In addition, stimulating the near-far-border region evokes L1/2A, low IG, and L2/3 

while top IG is delayed. This could be explained by involvement of feedback 

terminations in L1/2A and low IG with a small delay of monosynaptic horizontal 

connections in L2/3 and larger delay in top IG.   

Figure 3.5 represents grand averages where each rectified profile (negative values are 

kept) is normalized and then averaged with other penetrations for each condition (i.e., 

RF, near, near-far border and far surround, see 3.2.5.3). Panels A-D essentially show 
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similar patterns of activation as the example penetration in Figure 3.4.A-D. Since the 

grand average profile is rectified, there is less variability during blank; hence, we used 

SD=7 to pick the corresponding latencies.  

The difference in the laminar pattern activated by the near and far surround is in line 

with our hypothesis that feedback connections from higher visual cortical areas, that 

terminate prominently in L1/2A and lower IG layers, are the main substrate of far 

surround modulation, while the near surround is mainly generated by intra-V1 horizontal 

connections that are dense in L2/3 and top IG and to some extent by feedback (fast L1/2A 

and low IG) or interlaminar connections.  

 

3.3.1 Latency Distribution of Near and Far Surround  

Similar to the example penetration (Figures 3.4-A), all vertical penetrations (n =10) 

show similar time profiles of current inputs across layers in response to stimulation of 

near and far surround. Because of the topographical location of the penetrations, that is, 

sampling from an orientation column or a pinwheel, there was a large variation in the 

absolute latencies between recordings in each specific layer. To compensate for this, the 

minimum latency of each profile (i.e., RF, near or far) was subtracted from the fastest 

latencies in each layer. The value is called “delta-latency=DL.” The closer DL to 0, the 

faster the latency. Figure 3.6 shows the distribution of DL in each layer in response to 

different stimuli (RF, near, near-far border and far surround). Consistent with previous 

studies, the fastest stimulus onset is happening in L4C (DL =0) in response to stimulation 

of columnar RF (n =17 conditions). Applying the Kruskal-Wallis nonparametric test with 

Bonferroni corrections, L4C is significantly faster than L1/2A (p =0.0021), L2/3 (p = 
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0.002) and low IG (p = 0.0484), except L4B (p = 0.1449) and top IG (p = 0.1040). The 

large variation in low IG could represent involvement of thalamocortical collaterals 

terminating in lower IG (L6). But it is not always there due to the cancelations of weak 

current sinks by stronger current sources in top IG.  

In the near surround (Figure 3.6-B, n =16 conditions), all the layers, except L4B, 

were significantly different from L4C being the latest (L1/2A, p = 0.0013; L2/3, p =0 

.0023; top IG, p <0.0001; low IG, p =0.0239). However, there were no significant pairs 

across L1/2A, L2/3, top and low IG. These results can imply that in the near surround 

both horizontal and feedback connections are involved as it is proposed in earlier studies 

(Angelucci and Sainsbury, 2006)). Nevertheless, due to the larger RF size of higher 

visual areas, near surround stimulated by small squares (0.5˚ from the center of RF) 

might engage monosynaptic horizontal axons more strongly than weak feedback 

terminations.  

In the surround region, referred to near-far-border (Figure 3.6-C, n =4 conditions), 

there are still no significant pairs among L2/3, L1/2A, top and low IG. The main 

difference with near surround is that L1/2A and low IG are receiving inputs a little faster 

than L2/3 and top IG. Remarkably, the distribution median of low IG is faster than the 

distribution median of top IG in near-far-border surround (0 ms vs. 17.25ms; Figure 3.6-

C), which is not the case in the near surround (4.5 ms vs. 0 ms; Figure 3.6-B).  

In the far surround (Figure 3.6-D, n =9 conditions), DL of L2/3 and top IG were 

considerably delayed, while L1/2A and low IG remain very fast. Applying the same 

nonparametric test (Kruskal-Wallis) with multiple comparison correction (Bonferroni), 

on four layers including L1/2A, L2/3, top and low IG, delta latencies in L1/2A were 
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significant from top IG (p = 0.0215) and close to significant from L2/3 (p = 0.0653), but 

not significant from low IG (p >0.5). Similar results were preserved for low IG (vs. L2/3, 

p = 0.0049; top IG, p = 0.0011). This suggests that feedback terminations, being 

prominent in L1/2A and low IG (L5B and L6) (Federer et al., 2015), are the main 

substrate for far surround and provide the first inputs to the V1 cortical column. The 

variations in the distribution of DL in L1/2A could exist due to the weak engagement of 

neuronal response by 2° annuli in the far surround. Figure 3.6-E shows the mean and 

standard error of delta latency in response to RF, near, near-far border and far surround 

stimuli.  

 

3.4 Discussion 
 

In this chapter, we have examined the temporal dynamics of inputs across V1 layers 

in response to stimulation of near and far surround. Since termination of feedforward, 

feedback, and intrinsic horizontal connections across V1 layers show distinct patterns 

(Chapter 1; Figure 1.3-B), we questioned whether the latency of inputs probed by near 

and far surround stimulation would reflect the underlying circuit of different surround 

regions.  

A number of studies reported the temporal profile of current inputs to the cortical 

column by measuring the latency of current sink, which is a robust marker of net synaptic 

inputs to the extracellular neuronal ensemble. These studies reported the spatiotemporal 

profile of V1 column in response to color stimuli (Givre et al., 1995), diffuse flashes of 

lights (Schroeder et al., 1991; Schroeder et al., 1998), square-wave (Schroeder et al., 

1991) or sine-wave gratings (Hansen et al., 2012) while activating the columnar RF. 

Schroeder et al.(1998) showed that diffuse flashes of light evoked the feedforward stream 
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localizing the fastest current sink in granular layers, followed by extragranular layers in 

area V1 and V2, which is consistent with previous reports (Mitzdorf and Singer, 1979; 

Maunsell and Gibson, 1992; Givre et al., 1994; Givre et al., 1995). Recently, Hansen et 

al.(2012) reported that the trial-to-trial correlated variability varies across layers, being 

weaker in granular layers and stronger in output layers, including supra- and infra-

granular ones. In their study, they also used a 5° static sinusoidal grating implying that 

the columnar RF and near surround were stimulated.  

Others (Self et al., 2013) studied the spatiotemporal pattern of V1 layers in a figure-

ground segregation task in awake behaving primates. When the figure was overlapping 

the columnar RF, a pattern similar to stimulating the canonical pathway across layers of 

V1 was observed (fastest current sink in L4C followed by other layers).  In the later part 

of the response (after 100ms from stimulus onset) there were sustained activities in 

L1/2A and L5 that is claimed to present involvement of feedback inputs in region filling 

task. They also used the spatiotemporal profile of inputs to the cortical column and 

related that to feedback terminations.  

In the aforementioned studies, activation of columnar RF in primary sensory cortices 

drove excitatory postsynaptic spikes first in thalamocortical recipient layer 4C leading to 

firing action potentials in supra and infra granular layers. This activation of recurrent 

laminar networks would mask the effect of current inputs even if the surround region was 

stimulated. Hence, in order to study the temporal dynamic of inputs caused by near and 

far surround stimulation, we did not present any stimuli inside the columnar RF to 

prevent the flow of postsynaptic activity across layers. Using small flashing squares 

reversing in contrast, we probed the near surround which was 0.25-1° away from the edge 
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of columnar RF (Figures 3.2-A and 3.3-A). The first inputs by near surround were 

observed out of granular layers and were simultaneously localized in both supra- and 

infra-granular layers. L4C was significantly delayed from L1/2A, L2/3, and IG layers (P 

<0.05, Figure 3.6-B). This pattern of activation is consistent with dense horizontal 

projections in L2/3 and top IG (Angelucci et al., 2002). However the fast activation of 

L1/2A and low IG as it was observed in top IG and L2/3 (Figure 3.6-B) suggests that 

feedback might also be engaged in the near surround. There is anatomical evidence 

(Guillery and Sherman, 2002) showing that there are routes from subcortical structures to 

the extrastriate cortex while bypassing V1 that have modulatory roles. In addition, 

studying the latency of current sinks across dorsal and ventral visual pathways by laminar 

recordings, Schroeder et al. (1998) claimed that V4 showed earlier onset latencies than 

spiking activity of supragranular layers in V1 that are the source of feedforward inputs to 

V4. These latencies were correlated with hyperpolarizing modulatory signals while the 

driving excitatory signals measured by the latency of post synaptic spiking activity 

emerged later in L4C of V4 after SG layers of V1 (Maunsell and Gibson, 1992; Givre et 

al., 1995). In sum, this studies reveal the possibility of involving the fast feedback 

connections in the near surround as was also proposed in the initial model by Angelucci 

and colleagues (Angelucci and Bressloff, 2006). 

Using 2° static annular gratings encompassing beyond the edge of the RF, we probed 

the far surround. Former studies characterized the extent of the far surround beyond 2° 

from the center of RF (Ichida et al., 2007; Shushruth et al., 2009; Shushruth et al., 2012). 

These stimuli localized the fastest current sink in L1/2A and deep IG followed by delayed 

L2/3 with top IG and granular layers suggesting that feedback connections terminating to 
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L1/2A and low IG are the main substrate of far surround. However, in some penetrations 

the far surround was further away from the center of RF (beyond 3° in radius), and we 

could observe closer regions that engaged both horizontal and feedback connections 

(Figure 3.6-C, n =4). The grand average of this region, which was called near-far border, 

showed delayed top IG but still fast L2/3 with a small delay relative to L1/2A and low 

IG. Presumably, this region is involving feedback from the extrastriate cortex but still 

could engage monosynaptic horizontal connections of V1.  

There are a couple of limitations in this study: one is, we probed near and far 

surround using different stimuli (i.e., small flashing squares vs. 2° annular gratings). 

Closer annular gratings to RF (<1°) were found to activate columnar RF, so we used 

small flashes of light to isolate monosynaptic horizontal connections that could also 

address the asymmetry in the surround (Walker et al., 1999). In particular, in identical 

distances from center of geometric RF, some positions evoked spikes in granular layers 

while others did not. The second caveat was that the strength of LFP and the following 

CSD were weak in response to far surround stimulation although we were using large 

annular gratings. Thus, we chose higher SD to pick up the latency of current sinks from 

ongoing brain oscillations observed during blank.  

In sum, these results shed light on distinct underlying mechanisms of near and far 

surround by linking the temporal profile of inputs across layers with the known 

anatomical connections. The significance of the results of this chapter reveals how local 

field potential and its spatial derivatives can be employed to study the neuronal behaviors 

in response to any task or stimuli that has modulatory but not driving role. Future studies, 

such as optogenetic manipulation, can selectively activate or inactivate different 
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connections in each layer to study their causal role in generating different properties of 

near and far surround. Furthermore, there is a little known about the role of different 

layers in processing natural images. One can correlate the properties of natural images 

encompassing near and far surround across V1 layers.  
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Figure 3.1: Example penetration A) is the CO stained section B) shows the DiI track 
of the probe C) LFP traces recorded from all channels (See methods). D) The computed 
CSD from LFP traces in panel C, sink is shown in blue and source is shown in red. In 
both C and D blue vertical lines show stimulus onset and 50ms delay. The black line 
overlayed on the CSD heatmap is the computed latency of current sink, which was 
obtained by 4 SD above the blank response.  

Figure 3.2: The visual stimuli to probe A) near and B) 
far surround. The dashed circles in both panels show the 
presumed RF extent.   

A B 
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Figure 3.3: Receptive field (A) and orientation (B) mapping across every 
other contacts for similar penetration as in Figure 3.1. A) Represents the RF 
mapping using MUA, for most of the contacts receptive fields are aligned with 1 
degree precision in the visual field, each square covers 0.5° in the visual field. B) 
Represents the orientation tuning curves using MUA for similar contacts as in 
panel A. The red traces are obtained by least square methods fitting summation of 
two Gaussians.    
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Figure 3.4: The CSD heat map and MUA PSTH for an example penetration. A-
D) the rectified Z-score of CSD in response to columnar A) RF, B) near, C) near-far 
border and D) far surround. Layers are separated by horizontal black lines. The black 
contour overlaid on each is the latency computed by SD=6 for each panel. E-H) is the 
PSTH of MUA for similar conditions (on the left). All PSTH are normalized to the 
maximum of panel E. E) shows that the fastest postsynaptic activity is localized in 
4Ca and L6 consistent with the canonical terminations. F-H) shows the spiking 
activity is diminished dominantly by stimulation of the surround only.  
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Figure 3.5: Indicates the grand averages of rectified and normalized Z-CSD of all 
penetrations for each corresponding stimuli superimposed by latency profiles (black 
contours). SD=7 is chosen for the grand averages. In A-D layer borders are shown in 
horizontal black lines. 
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Figure 3.6: Distribution of delta latency in response to RF, near and far 
surround. A) Shows the distribution of DL for RF activation, L4C was significantly 
faster than L2/3, L1, top IG and low IG, (See results for statistical values). B) 
Represents the DL distribution in response to near surround. L4C was significantly 
later than all other layers but not from L4B. C) DL distribution for Near-far border. 
D) The DL distribution results that L1 and low IG were significantly different from 
L2/3 and top IG but not from each other. D) Shows the mean distribution of DL for 
the 4 different stimuli with corresponding SEM.  All latencies are computed by 5 SD 
from the blank on the nonrectified version of each profile. 
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CHAPTER 4 

 

TEMPORAL DYNAMICS OF UNTUNED AND ORIENTATION-TUNED 

SURROUND SUPPRESSSION ACROSS LAYERS OF 

THE PRIMARY VISUAL CORTEX 

 

4.1 Introduction 

In Chapter 3, we studied the spatiotemporal profile of inputs caused by near and far 

surround stimulation. Consistent with the original model by Angelucci and colleagues 

(Angelucci and Levitt, 2002; Angelucci and Bullier, 2003; Angelucci and Bressloff, 2006; 

Angelucci and Sainsbury, 2006), and the results from Chapter 3, distinct temporal 

dynamics across layers suggested two different neuronal mechanisms underlying near and 

far surround: that near surround is mainly generated by LGN afferents and horizontal 

connections, while far surround is mainly generated by feedback from higher visual centers 

such as V2, V3, and MT in anesthetized primates (Figure 1.5). In this chapter, we examine 

how the temporal dynamics of outputs (postsynaptic spiking activity) vary across layers of 

V1 and is related to the inputs’ profile.  

In particular, to study the postsynaptic targets affected by the surround, we measure the 

spiking rate to stimulation of both RF and surround regions (i.e., near and far). As 

mentioned in Chapter 1, surround modulation (SM) in V1 occurs when neuronal response 
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(spikes) to stimulation of the receptive field (RF) of a neuron is modulated by simultaneous 

stimulation outside of the receptive field. The receptive field surround by itself cannot 

evoke neuronal responses but can modulate responses to stimulation of the RF (Blakemore 

and Tobin, 1972; Maffei and Fiorentini, 1976; Nelson and Frost, 1978; Allman et al., 

1985). It has been proposed that SM is a powerful representation of visual contextual 

modulation (Bair et al., 2003) and plays an important role in figure-ground segregation 

(Lamme, 1995), detection of salient targets (Petrov et al., 2005), and texture pop-out 

mechanisms (Knierim and Van Essen, 1992).  

As it is previously outlined SM has various functional properties. (1) It is contrast 

sensitive; specifically when RF is of high contrast, independent of surround contrast it 

would be usually suppressive (DeAngelis et al., 1994; Cavanaugh et al., 2002a; Shushruth 

et al., 2009). (2) It is orientation selective; suppression is likely to be strongest when RF 

and surround gratings are iso-oriented and weakest when they are cross-oriented 

(DeAngelis et al., 1994; Sillito et al., 1995; Cavanaugh et al., 2002a). Recently, it is shown 

that this characteristic is preserved even when the RF and surround are stimulated by 

suboptimal orientation for a given V1 cell (Sillito et al., 1995; Shushruth et al., 2012). (3) 

It is distant dependent, suppression is stronger in the nearby regions of RF (near surround) 

and becomes weaker by increasing distance from RF (far surround) (Sceniak et al., 2001; 

Cavanaugh et al., 2002a; Bair et al., 2003; Shushruth et al., 2009). (4) It is tuned to spatial 

frequency, being strongest in low frequencies (Webb et al., 2005). In addition, similar 

spatial frequency of RF and surround cause suppression.   

Here, we focus on spatial extent and orientation selectivity of SM. There are numerous 

studies supporting the idea that different spatial extents of SM (near and far surround in 
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this dissertation) mirror distinct underlying circuits. Essentially, the proposal is based on 

both anatomical extent of monosynaptic horizontal connections (Angelucci et al., 2002) 

and their slow conduction velocity (Girard et al., 2001), suggesting that polysynaptic 

horizontal projections are slower than fast far surround modulation (Grinvald et al., 1994; 

Nowak and Bullier, 1997; Girard et al., 2001; Slovin et al., 2002). However, fast inter-areal 

connections (2-6 m/s) between V1 and the extrastriate areas (Girard et al., 2001) could 

serve as the main substrate for modulation from far surround (12.5° from the RF center) 

that is shown to have 9-60ms latency relative to RF onset in the parafoveal V1(Bair et al., 

2003). Bair and colleagues (2003) also showed that the time of surround suppression does 

not increase with distance from the RF, and is not consistent with the involvement of time 

consuming polysynaptic chains of horizontal connections  (see Chapter 1, section 1.3.2 and 

1.3.3)  

Furthermore, it is noteworthy that SM has two components, one is fast and orientation 

insensitive, while the other one emerges later in time and is orientation selective (Bair et 

al., 2003; Webb et al., 2005). Using reverse correlation, Xing and colleagues (2005) 

measured the latency of tuned and untuned suppression with the stimuli covering h-sRF 

and a larger one covering two to five times larger than h-sRF. They observed stronger and 

more persistent orientation selectivity by larger stimuli. In addition, the time to peak for 

tuned suppression emerged 17ms later than the time of excitation while the untuned 

suppression was as fast as RF excitation. This observation was later revisited by Henry and 

colleagues (2013) using different measures of latency. Computing the cumulative spike 

counts and taking into account trial variability, they reported that the untuned suppression 

emerged in the first 25ms after stimulus onset and can be as fast as RF onset, while the 
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tuned suppression (the difference between iso-oriented RF-surround and cross-oriented 

RF-surround) emerged in the second 25ms after RF onset. These two studies, along with 

other reports (Cavanaugh et al., 2002a; Webb et al., 2005; Alitto and Usrey, 2008) suggest 

that the fast untuned suppression might have a subcortical origin such as LGN, while the 

tuning is initiated by intracortical processing, possibly by orientation-tuned horizontal or 

feedback connections.  

Most of the aforementioned studies investigated the tuned and untuned components in 

near surround. In the Chapter 2, we tested the orientation tuning of different spatial extent 

of surround modulation (near and far), so we investigated the two properties of SM 

(orientation tuning as well as spatial extent). Pooling all the data together from all layers 

we observed that, in general, near surround was more sharply orientation-tuned than far 

surround. But we were interested to examine if there is any functional difference between 

near and far surround across V1 layers. Taking advantage of histological reconstructions, 

we have found that near surround was more sharply tuned in layer (L) 3B, L4B, and L4Cα, 

where horizontal connections are known to be patchy, while far surround was only tuned 

in layer 4B. Later on Henry and colleagues (2013), also noticed similar results as our 

findings that near surround is more tuned in L2/3 and L4B, providing more support that 

near and far surround have different underlying circuits mirrored across layers.  

These studies by our group (Shushruth et al., 2013), and Henry and colleagues (2013)  

were limited by single electrode recordings; thus, they were not able to determine the 

emergence of untuned and tuned components of surround regions simultaneously across 

layers. Using laminar microelectrodes that allowed us to measure the neuronal responses 

from all layers simultaneously, in this chapter, we reexamined the emergence (temporal 
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covariations) of tuned and untuned elements of near and far SM. By costimulating RF and 

surround that evokes postsynaptic spiking activity, we will answer the following questions:  

1. In which layer does the earliest untuned surround suppression emerge in response 

to costimulation of RF and near / far surround? 

2. In which layer does the tuned component of surround suppression emerge first?  

 

4.2 Methods 

All recordings are made in anesthetized macaques as described in detail in section 

3.2.1. Surgical preparations, electrophysiological recordings, RF mapping, and other 

tuning properties are also explained in sections 3.2.2 and 3.2.3. 

 

4.2.1 Visual Stimuli  

To characterize the surround modulation and the temporal profile of tuned and untuned 

SM, both RF and surround regions were costimulated by static gratings with optimal 

parameters for the cortical column. In detail, the RF orientation was fixed to be optimal for 

most of the contacts if the penetration was not sampling an orientation column (50µ), while 

it was a vertical recording for as a RF column (1-2mm). The spatial frequency was chosen 

to most effectively drive all of the contacts across layers; in most cases, a low frequency 

(0.5-1.5 cycles/°) was chosen since we were recording from parafoveal V1 (4-8 ° 

eccentricities) (see section 3.2.3). The size of RF was chosen after the size-tuning curve 

was obtained for each contact during experiment. The RF size was selected as a tradeoff 

between smallest and largest h-sRF across contacts to probe near surround as well as not 

activating excitatory regions of larger RFs. To probe the surround elements two different 
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configurations were used: 1) A large disk encompassing both near and far surround from 

the size-tuning experiment, which was presented at optimal orientation of the RF covering 

20˚ of the visual field (i.e., radius=10˚).  2) A center circular grating patch matched to the 

columnar RF diameter that was surrounded by 2˚ degree annular grating presented in 

different distances from the edge of RF ranging from 0.5˚ to 5.5° (Figure 4.1 A and C, 

respectively). The main difference between these two stimuli is that there is a gap (matched 

to mean luminance gray of the screen defined as blank) between the edge of columnar RF 

and the surround inner radius in the latter. As the annular grating moves out the gap size 

increases. Near surround configuration was presumably encompassing the extent of V1 

neurons’ horizontal and feedforward connections (Figure 4.1-A and B), while far surround 

configuration, which was selected beyond 2˚ (in radius) from the center of RF (Figure 4.1-

C and D), supposedly engaged beyond monosynaptic horizontal connections and LGN 

afferents (Angelucci et al., 2002; Sceniak et al., 2006; Alitto and Usrey, 2008). In contrast 

to the RF and annular gratings, the large grating disk would possibly engage all connections 

including LGN afferents, intra-V1 horizontal connections and feedback projections. To 

address the temporal emergence of tuned suppression, the same stimuli was used as second 

configuration above (annular gratings), but the surround grating was randomly presented 

at iso-oriented or cross-oriented relative to columnar preferred orientation (RF orientation; 

Figure 4.1.A vs. 4.1.B or Figure 4.1.C vs. 4.1.D).   

 

4.2.2 MUA Analysis  

Data were collected and amplified using a 128-channel Cerebus system (Blackrock 

Microsystems, Salt Lake City, UT). The MUA spikes were obtained by band-pass filtering 
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(250 Hz-7.5 kHz,) the raw signal, which was continuously recorded at a sampling rate of 

30 kHz. The MUA was thresholded automatically by a built-in software in the Cerebus 

system that was based on the energy of the signal passing a threshold.  

 

4.2.3 Latency Analysis of MUA 

The peri-stimulus time histogram (PSTH) was obtained by convolving a Gaussian filter 

(10ms bandwidth) with MUA raster plots using chronux toolbox (Bokil et al., 2010). This 

analysis provides spike rates with 2ms resolution. The mean of blank response was 

subtracted from the whole curve. The latency of suppression comparing the trial-averaged 

MUA in response to RF and the MUA responses to either iso-oriented surround or cross-

oriented surround, was measured as following: First, the absolute value of the signal change 

(subtracted RF and RF-surround) was obtained; Second, the local minima and maxima of 

the change was measured (minima=0 means the two curves intersect) and third, after the 

minimum of local extremums and center onset, the algorithm identified those consecutive 

bins (20 ms width) that the suppression index was 15% in each and the next bin (shifted by 

one sample) had larger area under its curve than the current bin. The last criterion means 

there is larger differences between the two curve in the next bin compared to the current 

one (integral of the change should be increasing). If these criteria were held for three 

consecutive bins, then the first bin was chosen as the time of suppression. Essentially, time 

of suppression was equal or larger than time of center onset. We will refer to this method 

as divergence method or the first method (Figure 4.1-E). The center (RF) onset was 

obtained using the 10% of the peak value of the center PSTH as it was defined in other 

studies (Henry et al., 2013). The same method (divergence method) was used for the tuned 
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suppression, however, instead of comparing the RF and RF-surround responses, we 

compared the response to RF-surround at iso-oriented and cross-oriented (orthogonal) 

configurations. The time of tuned suppression had to be after the minimum of the 

suppression time computed by RF-surround at iso-oriented and RF-surround at cross- 

(ortho) oriented stimuli. Also, instead of searching for the bins with 15% suppression 

index, since we were comparing the PSTH of iso- and cross-oriented conditions, 

orientation specific suppression index (OSSI) had to reach 10%. We chose positive values 

of OSSI which means that the iso-oriented condition was suppressing more than cross-

oriented one. We just applied all this analysis on those contacts that were at least 

suppressive for 15% (SI measured in the first 150ms from stimulus onset) at either iso- or 

ortho-configurations.  

 

4.2.3.1 Second method for measuring latency 

 We also computed latency by taking into account the trial variability. Similar to Henry 

et al. (2013), the cumulative spike counts during stimulus presentation were compared 

between RF-only versus RF-surround stimulation. The cumulative spike counts were 

generated by bootstrap resampling (with replacement, 5000 iteration) from the population 

of trials at each time bin (10ms width). The time bin was chosen as the latency, if the 

corresponding RF spike count was larger than spike count of RF-surround for at least 95% 

of the time. Also two consecutive bins had to satisfy this condition. This method was 

applicable to those conditions that the change (difference between any two conditions) was 

large, but it was not the best method for those conditions that suppression or the differences 

in tuning were small. Specifically, for far surround that the response is weakly suppressive 
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or tuned, the latency will grow. Also for those contacts that are strongly suppressive the 

latency computed by bootstrapping is much larger than the divergence method. For 

example in Figure 4.1.F the time of suppression is 161ms and 131ms after stimulus onset 

for iso- and cross-oriented gratings, respectively that is more delayed than in Figure 4.1-E 

(44ms and 40ms). In addition due to small differences between iso-and cross-oriented 

conditions the second method did not find any value for the tuned latency while the 

divergence between the average MUA is happening at 52ms. The drawbacks of the second 

method is discussed in detail by Bair et al. (2003). In particular, the bootstrapped method 

fails to pick the tuned time for those contacts that show transient tuning (e.g., Figure 4.1-

E). This was more common in the population and it could be due to stimulation by static 

gratings, which resulted in adaptation after 150-200ms in all conditions including RF. In 

both panels (Figure 4.1-E and 4.1-F) the center onset is the 10% of the peak response during 

stimulation of columnar RF.    

 

4.2.4 Suppression Index (SI) and Orientation Specific Suppression 

Index (OSSI) 

The suppression index was computed as below: 

                                                    𝑆𝑆𝑆𝑆(θ) = 1 −  𝑅𝑅𝐶𝐶𝐶𝐶
𝑅𝑅𝐶𝐶

                                                       (4.1) 

where θ is the surround orientation for the condition, 𝑅𝑅𝐶𝐶 is the mean of MUA PSTH to the 

RF only stimulus in the first 150ms after stimulus onset, and 𝑅𝑅𝐶𝐶𝐶𝐶 is the mean of MUA 

PSTH to the RF-surround stimulus again in the first 150ms. 0<SI<1 means for the given θ 

suppression occurred compared with RF activation. While the negative values of SI means 

there was facilitation. If the signal is strongly suppressed, that is, 𝑅𝑅𝐶𝐶𝐶𝐶  obtains negative 
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values compared to baseline, the SI would take larger values than 1.   

The orientation-specific suppression index was computed as below (Self et al., 2014) :  

                                                  𝑂𝑂𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−𝑅𝑅𝑖𝑖𝑐𝑐𝑐𝑐
𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐+𝑅𝑅𝑖𝑖𝑐𝑐𝑐𝑐

                                                        (4.2) 

𝑅𝑅𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 and 𝑅𝑅𝑖𝑖𝑐𝑐𝑐𝑐 are the similar responses as above for cross- and iso-oriented surround, 

respectively. This selectivity index shows how the cell was tuned. In the latency analysis 

for the tuning, the OSSI in each bin had to reach above 10% for further analysis.  

 

4.3 Results 

In this section, we investigated the dynamics of surround modulation specifically 

surround suppression by measuring the latency of MUA across all layers while stimulating 

both center and surround regions with static sinusoidal gratings (section 4.2.1). We 

examined whether there are relations between inputs (that were probed in Chapter 3) and 

outputs that encode surround suppression across V1 layers. As previously described in the 

method section, for near surround we used 2˚ annuli, in which the distance between the 

inner radius of the annulus and the center of columnar RF was less than 2˚ (1.4-1.9), instead 

of small flashing squares (used in Chapter 3 to study the inputs). Horizontal connections 

were better isolated by small flashing squares (0.5°) rather than symmetrical annuli. 

However, the flashing squares do not evoke strong suppression in the spiking activity, thus, 

we used annular gratings to stimulate near surround. For far surround, the distance between 

the inner radius of the annulus and the center of columnar RF was larger than two degrees 

(2.4-5˚).  
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4.3.1 Latency of Near and Far Surround Suppression for the  

Average PSTH 

For each contact, the time of surround suppression is defined to be the point that 

average MUA (across trials, will be referred as MUA) in response to costimulation of RF 

and surround diverges from the average MUA in response to RF only stimulation (e.g., 

green trace vs. blue trace in Figure 4.2-A, respectively). In particular, we chose the iso-

oriented surround, due to the fact that it usually evokes the maximum suppression from V1 

cells and is also comparable with the iso-oriented large grating disk. Additional criteria are 

that in each time bin the suppression index should reach 15% to be picked up as the onset 

of suppression, and the suppression onset is equal or larger than the center onset of the 

corresponding contact. Figure 4.2 shows the normalized MUA that are averaged across all 

contacts located in layers 2/3, L4B/4C𝛼𝛼, middle 4C, top IG and low IG (possibly 5b/6). 

Near surround (n=4 penetrations; a total of 56 contacts; Figure 4.2A-E) evokes the first 

suppression in the top of IG and L4B/4C𝛼𝛼 (24 and 28 ms, respectively, green vertical lines) 

followed by delayed L2/3 (50 ms), L4C (64 ms) and low IG (76 ms). Since the average of 

normalized MUA by iso-oriented grating causes facilitation in L5, we suspected maybe 

near surround is still in the region of sRF. To check this, for two penetrations we included 

near surround that is further away from RF center (1.9° instead of 1.4°, Figure 4.3.A-E). 

The latency result remains the same except L4C is suppressed as fast as L2/3 at (48 ms vs. 

46 ms), but is still later than L4B/4C𝛼𝛼 (26 ms) and top IG (24 ms). Far surround stimulation 

(Figure 4.2.F-J; n=6 penetrations; a total of 87 contacts), evokes the fastest suppression in 

top IG (52 ms; Figure 4.2-I green vertical line) followed by L2/3 (58 ms), L4B/4C𝛼𝛼 (60 

ms), L4C (60 ms) and low IG (70ms).  
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In addition, the fast untuned suppression in near surround arises as fast as RF onset in 

some layers, such as L4B/4C𝛼𝛼 and top IG (Figure 4.2-B 4.2-D). The untuned suppression 

in L4B/4C𝛼𝛼 can likely be generated by magnocellular afferents terminating in L4C𝛼𝛼 

contacting on a thin layer of horizontal connections in upper part of this layer as well as 

L4B horizontal axons (Lund, 1988). Proceeding L4B/4C𝛼𝛼 , near surround suppression 

occurs in L2/3 and might likely arise by existing horizontal connections in this layer 

(suppression onset – center onset=10ms). Moreover, middle of L4C and low IG that have 

weaker suppression show the latest suppression onset. We have found a negative 

correlation between suppression strength and the latency of suppression, that is, the weaker 

the suppression the slower the suppression onset would be (Figure 4.4-A; r=-.031, p=0.04, 

n=45). This in agreement with a former report by Bair et al. (2003). However, we do not 

observe the same behavior in far surround (Figure 4.4-B; r=0.17, p=0.18, n=65).  

We then computed the Pearson correlation between the latency of iso-oriented RF-near 

surround and the latency of iso-oriented RF-far surround for the penetrations that both near 

and far stimulation were available (n=4 penetrations). Contacts that have latency values 

for both near and far surround are included (n=37 contacts, i.e., nonNan). Figure 4.4-C 

represents a high positive correlation between the two populations (r=0.65, p<0.001, 

n=37). This suggests that for a given contact if near surround is delayed, far surround is 

also delayed. Essentially, the suppression from far surround could be as fast and variable 

as near surround.   
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4.3.2 Latency of Tuned Suppression for the Average PSTH 

Then we examine the temporal dynamics of orientation-tuned SM which is thought to 

play an important role in the perception of edges (Knierim and Van Essen, 1992). We 

computed the latency of tuned-SM similar to untuned latency. Instead, the time of 

divergence between iso-oriented and cross-oriented stimuli is obtained (e.g., green curve 

versus red curve in Figure 4.2-A). In addition, the orientation specific suppression index 

(OSSI) of corresponding time bin should reach 10%.  The fastest orientation-tuned SM 

(black lines) by near surround stimulation is located in top IG (24ms) followed by 

L4B/4C𝛼𝛼 (46 ms), L2/3(74 ms), low IG, and L4C (144 and 146, respectively). Note that 

the tuning is weaker in L4C (OSSI=-0.08) and low IG (OSSI=0.03) than SG layers 

specifically L4B/4C𝛼𝛼 (OSSI=0.32), consistent with the result from Chapter 2 and Henry 

et al. (Henry et al., 2013; Shushruth et al., 2013). In far surround (Figure 4.3 F-J), the tuning 

is stronger in L4B/4C𝛼𝛼 (OSSI=0.12) and L2/3 (OSSI=0.1) and weaker in all other layers. 

The time of tuned component is fastest in L4B/4C𝛼𝛼 (74 ms) and top IG (78 ms) followed 

by low IG (88 ms), L2/3 (94 ms) and L4C (144 ms). In general, and in accordance with 

single electrode recordings from Chapter 2 (Shushruth et al., 2013), far surround is weakly 

tuned (and sharply tuned in L4B) comparing with near surround, showing later temporal 

dynamics. Considering the second distance of near surround (dist=1.9) for two penetrations 

the OSSI becomes stronger for the average L2/3, top, and low IG.  Additionally, the latency 

of tuned-SM becomes faster in L2/3 (46 ms, Figure 4.3-A), L4C (68 ms, Figure 4.3-C) and 

low IG (102, Figure 4.3-E) comparing to closer distances in Figure 4.2 (similar panels). In 

particular, tuning in L2/3 is larger (OSSI=0.29 vs. 0.13) and likely reaches 10% much 

earlier in time than in Figure 4.2-A; so the stronger tuning could explain the difference 
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(16ms) in the latencies. 

Applying similar correlation analyses between the strength of tuning (OSSI) and 

latency of tuning, we observed that again there is a negative correlation in both near 

surround (Figure 4.4-D; r=-0.32, p=0.07, n=33), which was not significant, and far 

surround (Figure 4.4-E; r=-0.29, p=0.046, n=48).  The clear result here is that far surround 

tuned latency shows large variability in the variance (heteroscedastic behavior) at different 

OSSI levels. One reason is at low OSSI (in the region of 0-0.1) the variance is larger than 

higher OSSI values. Measuring the correlation between tuned latency of near and far 

surround for those contacts that have latency values, led to no correlation between the two 

regions (Figure 4.4-F, r=-0.06, p=0.78, n=26). However, the strength of orientation 

selectivity (OSSI) is statistically different between near and far surround (Wilcoxan rank 

sum test, p = 0.0061, Figure 4.5-C). 

 

4.3.3 Suppression Index and Orientation Selectivity  

We have also quantified the suppression strength for the iso-oriented RF-surround and 

orientation selectivity between iso- and cross-oriented gratings. Contacts that showed 

suppression at iso-orientation were selected (i.e., 0=<SI<1). Also their OSSI is between 0 

and 1, meaning that iso-oriented condition is more suppressed than cross-oriented 

condition; so there is no negative OSSI and iso-oriented grating does not decrease cell’s 

firing rate to negative values leading to OSS>1. For this analysis, we included the contacts 

with mentioned criteria for SI and OSSI, but did not take into account if there was any 

value for latency or not. Thus, the sample number for each condition is larger than in Figure 

4.4 (where there was value for latencies other than Nan).  
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Figure 4.5-A shows that near surround is suppressed stronger than far surround 

(Wilcoxan rank sum test, p=0.0003). Comparing the SI across layers with Kruskal-Wallis 

test (least significant difference correction) shows that L4B/4C𝛼𝛼 (n=8) had stronger SI 

than L4C (n=6, p=0.0007) and low IG (n=8, p=0.0044) in near surround (red bars). This 

result is consistent with a former study (Shushruth et al., 2009) that using annular gratings 

L3B/4A had larger suppression strength than other layers. In far surround, there are no 

significant pairs across layers.  

We found that there is significant differences between near and far surround in L2/3 

(Wilcoxan rank sum test, p= 0.007) and L4B/4C𝛼𝛼 (p=0.0003) but not in L4C and IG 

layers. This could be due to stronger suppression in SG layers in near surround compared 

to far surround while there is weaker suppression in IG and L4C in both near and far 

surround (Figure 4.5-B). 

Near surround (n=38) is more orientation-tuned than far surround (n=61; ranksum, p= 

0.0061), confirming the result of Chapter 2 (Figure 4.5-C). We do not find significant 

differences across layers in near surround that could be due to small sample number in each 

layer. However, L4B/4C𝛼𝛼 and top IG seem to be more orientation-tuned than other layers 

in near surround. In response to far surround stimulation, L4B/4Ca (n=8) is more 

orientation-tuned than L4C (n=10), but is not different from other layers (Kruskal-Wallis, 

multiple comparison, p=0.011). This result is also replicated in Chapter 2, although we 

used delta SI (SI cross – SI iso) as a measure of tuning.  
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4.3.4 Latency Distribution of Untuned Suppression by Stimulation  

of Near and Far Surround  

Similar to Figure 3.6, to combine latency measures from all penetrations, we subtracted 

the fastest latency among all layers from latencies of other contacts in each layer in each 

profile (i.e., RF, near and far surround). This difference value is called delta latency (DL). 

Then the distribution of delta latencies of all contacts pooled from all penetrations in each 

layer is plotted. Figure 4.6-B shows the distribution of DL for the untuned near surround 

(latency of iso-oriented grating versus RF computed by divergence method). Applying 

nonparametric (Kruskal-Wallis) test with least significant difference corrections, L4B/4C𝛼𝛼 

(n=8) is significantly faster than L2/3 (n=21, p=0.0018), L4C (n=9, p= 0.0082), top IG 

(n=6, p=0.0291), and low IG (n=10, p= 0.0162). The untuned suppression by far surround 

leads to L4C as the latest from all layers except top IG. L4C (n=14) is significantly later 

than low IG (n=17, p=0.005), L4B/4C𝛼𝛼 (n=11, p=0.0425) and L2/3 (n=32, p=0.0209) 

and is close to significant from top IG (n=11, p=0.0533). Essentially, 42% of contacts 

(n=6/14) in L4C of far surround do not have latency values (equal to Nan) because the 

latency algorithm does not find the point in which the iso-oriented condition is different 

from RF; one reason is far surround stimulation leads to weaker suppression in L4C, being 

consistent with a previous report (Ichida et al., 2007).  

As another alternative, weakly suppressed contacts result in later latency measures 

(after 150ms from stimulus onset generating Nan values) comparing to strongly suppressed 

contacts (Figure 4.2-H). We approached this issue by replacing all Nan values with the 

maximum value of latency distribution in the corresponding layer (Figure 4.7). In this case 

L4C is again significantly slower than most layers in far surround except top IG (vs. L2/3, 
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p=0.0005; L4B/4C𝛼𝛼, p= 0.0011; low IG, p= 0.0006; Figure 4.7-B), and L4B/4C𝛼𝛼 is the 

fastest in near surround (vs. L2/3, p=0.0012; L4C, p= 0.0025; top IG, p=0.0273; low IG, 

p= 0.0067; Figure 4.7-A).   

We also measured the latency of suppression using a large sinusoidal drifting grating 

patch that was used to characterize the size-tuning curve. This 20˚ disk (in diameter) was 

encompassing the RF, near and far surround regions at the same time with no gray annular 

gap that was used in our main stimuli. To extract the latency of suppression, we compared 

the MUA traces in response to the 20˚ large disk versus the peak of the size-tuning curve 

for each penetration (diameter ranged from 0.4-1.5˚). As Figure 4.6-A demonstrates L4C 

(n=13) is significantly faster than L2/3 (n=32, p=0.0289) and low IG (n=16, p=0.0079). 

In addition, L4B/4C𝛼𝛼 (n=11) was significantly faster than L2/3 (p=0.0027) and low IG 

(p=0.0007). Since there is no gap in this stimulus the thalamocortical afferents might play 

a dominant role in generation of SM (Angelucci et al., 2002; Sceniak et al., 2006; Alitto 

and Usrey, 2008). Interestingly, both L4B/4C𝛼𝛼 and middle of L4C are fast and do not differ 

from each other, which is in contrast to near surround stimulation with a gray gap (Figure 

4.6-B). This suggests that when all connections are engaged, thalamocortical afferents 

likely take over in time and carry the first suppressed signal to the cortex consistent with 

earlier reports (Ozeki et al., 2004; Webb et al., 2005; Alitto and Usrey, 2008). However, 

due to stimulation by drifting gratings, to characterize the size-tuning curve, there is a large 

variability in the latency values across penetrations (n=6), specifically in the middle of 

L4C.  
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4.3.5 Latency Distribution of Orientation-Tuned Suppression by  

Stimulation of Near Surround  

To study the latency distribution of orientation-selective SM we looked into the tuning 

by the stimulation of near surround. Recently, we showed that generally near SM is more 

orientation-tuned than far SM (Shushruth et al., 2013)(Chapter 2). Figure 4.6-D shows the 

distribution of delta latency across layers, which was computed between the MUA traces 

in response to iso-oriented static gratings versus cross-oriented ones. We notice that 

L4B/4C𝛼𝛼 (n=8) is significantly faster than L2/3 (n=21, p=0.0257), L4C (n=9, p=0.0042), 

and low IG (n=10, p= 0.0485). Comparing the two panels 4.6-B and 4.6-D, suggests that 

the suppression might arise from horizontal or LGN afferents in near surround taking place 

first in L4B/4C𝛼𝛼 but the tuning possibly arise from the horizontal connections that receive 

the first input from LGN. There is a weak possibility that tuning emerges from LGN, but, 

based on previous studies, the LGN cells are weakly orientation-tuned (Ozeki et al., 2004; 

Bonin et al., 2005; Webb et al., 2005). Additionally, orientation-tuned latency in top IG is 

not different from L4B/4C𝛼𝛼 and that could be due to existence of horizontal connections 

in this layer (L5). Also, comparing the untuned suppression by the large disk and near 

surround stimulated by the annular gratings (Figures 4.6-B and 4.6-A), implies that even 

in near surround the untuned suppression might not arise from thalamic afferents since 

there is no fast activation in the middle of L4C.   

Replacing the Nan values with the maximum of latency distribution in each layer in 

near surround (Figure 4.7-C) still results in L4B/4C𝛼𝛼 faster than L2/3 (p=0.0154), L4C 

(p=0.0008) and low IG (p=0.0119). Applying the same analysis on the tuned latency 

(Figure 4.7-D) of far surround (which is more variable and less tuned) leads to L4C being 
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later than L4B/4C𝛼𝛼 (p= 0.0483) and top IG (p= 0.017).  

We also measured the latencies by the second method that takes into account the trial 

variability (refer to section 4.2.3). Figure 4.8 represents the latency distribution of DL 

computed by bootstrap method. Panels A-D represent the untuned near surround, untuned 

far surround, tuned near surround and tuned far surround, respectively. The untuned 

suppression (Figure 4.8-A) in near surround shows that L4B/4C𝛼𝛼 is significantly different 

from top IG (p=0.02) and low IG (p=0.0014) but not from L4C and L2/3, which is also 

observed using the first method (Figure 4.6-B). The untuned suppression (Figure 4.8-B) in 

far surround is significantly later in L4C compared with L4B/4C𝛼𝛼 (p= 0.0157) and L2/3 

(p=0.0053) but not from low IG that is only extracted by the first method (Figure 4.6-C).  

Measuring the tuned latency by bootstrapping spike counts across trials in near 

surround (refer to section 4.2.3, Figure 4.6-C) leads to faster L4B/4C𝛼𝛼 compared with L2/3 

(p= 0.021), L4C (p= 0.0486), and low IG (p= 0.0009). This significance outcome 

replicates the result by the first method (Figure 4.6-D). In far surround, top IG has just one 

value, but L4C is later than L4B/4C𝛼𝛼 (p=0.0239). As discussed earlier (section 4.2), this 

method results in larger latencies with larger variances in each layer; because when the 

change in signal between any two curves is small, which is more common between iso- 

and cross-oriented stimuli (e.g., in tuned conditions), the variability across trials reaches 

significance level in later time points (possibly after 150ms which results to Nan values). 

Thus, we observe lots of Nans in the population of each layer in both untuned and tuned 

suppression.  

Following on the latencies obtained by the bootstrapped method and setting the Nan 

values equal to the maximum of each layer, the untuned suppression conditions leads to 
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L4B/4C𝛼𝛼 faster than other layers as observed in Figure 4.6-B and slower L4C than L2/3, 

L4B/4C𝛼𝛼 and top IG in far surround. In the tuned near surround, L4B/4C𝛼𝛼 is faster than 

others but not from L4C. However, the tuned far surround did not lead to any significant 

pairs across layers. To avoid complicated graphs, these results are not shown.  

 

4.3.6 Latency of Untuned SM versus Orientation-Tuned SM 

To investigate whether the untuned and orientation-tuned SM are served by similar 

circuits or not, we subtracted latency of untuned SM from the orientation-tuned SM (called 

SL). Essentially, in our algorithm, the time of suppression is equal or larger than center 

onset for each contact. In addition, the tuned component is also equal or larger than the 

faster untuned suppression between iso-and cross-oriented suppression. This criterion 

assured that the tuned suppression (neglecting any divergence due to fast facilitation) was 

measured.   

We realize a population subset, in which tuning emerges as fast as untuned SM. Figure 

4.9.B and 4.9.C represent the scatter plots of absolute latency of untuned versus absolute 

latencies of orientation-tuned SM of all contacts (pooled across layers) for near and far 

surround, respectively. In near surround about 47% of the cells have SL=0, the same 

percentage 47% (~ n=20) has SL>0, while 6% does not have latency value for either 

suppressed or tuned suppression so the SL=Nan. However, in far surround, 38% and 50% 

have SL=0 and SL>0, respectively, with 11% Nan values. This analysis is applied to those 

contacts that their 0<SI<1 so that they are suppressive. Also, the same population is plotted 

in Figure 4.4-A and B. In each condition (i.e., near or far surround) .the distribution of 

SL=0 is significantly different from SL>0ms (Wilcoxan rank sum test for near surround, 
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p<0.0001; Far surround, p<0.0001, Figure 4.9.A shows the histogram).  

Two thresholds are used to summarize the subtracted latencies (SL>10 ms and SL>25 

ms) and are shown as green and red lines in the Figure 4.9-B and 4.9-C; using the 25 ms 

threshold, in near surround 72 % has SL<25 ms and 21% has SL>25 ms, while in far 

surround ~ 58% and ~30% of the whole population has SL <25 ms and SL>25 ms, 

respectively. The distributions of near and far SL are not significant from each other. In 

each condition (i.e., near or far surround) the distribution of SL smaller than 25 ms is 

significantly different from SL larger than 25 ms (Wilcoxan rank sum test for both near 

and far surround, p<0.0001). Consistent with the monosynaptic delay we also used a 

threshold at 10 ms to divide SL values. The percentages are changed to 62% (SL<10 ms) 

versus 32 % (SL>10 ms) for the near, and 47% versus 41% for far surround. This suggests 

that close to half of the cells might have the same mechanisms for tuned suppression as 

untuned SM, while the tuning for 32-41% of the population might arise by the chain of 

neuronal synapses after suppression is conveyed. Again, in each condition the distribution 

of SL below 10 ms was significantly different from SL larger than 10 ms (Wilcoxan rank 

sum test for near surround, p<0.0001).  

 

4.3.7 Latency of Untuned SM versus Orientation-Tuned SM  

Across Layers 

Additionally, we divided contacts based on their location in each layer and quantified 

the subtracted latencies across layers. Figure 4.10 shows the average of SL in each layer 

for the near (black bars) and far (cyan bars) surround conditions. As it is observed, there 

are large standard errors in each group that could be due to small sample numbers. But the 
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general trend is that far surround has larger SL than near surround which is also observed 

comparing panel B and C of Figure 4.9. There is no significant difference between the SL 

populations across layers in neither near nor far surround (Kruskal-Wallis test). 

Furthermore, comparing the SL distributions of near and far surround in each layer 

(Wilcoxan rank sum test), no significant pairs are obtained, although in some layers such 

as L4B/4C𝛼𝛼 the tuning in far surround emerges much later (mean SL=28 ms, median =8 

ms) than untuned suppression compared with the fast tuning in near surround (mean SL=10 

ms, median = 1 ms).  

Similar plots, comparing the absolute untuned and tuned latencies in each layer for near 

(Figure 4.11) and far surround (Figure 4.12) are depicted. We find that the distribution of 

SL=0 is significantly different from SL>0 in near surround in L2/3 (p<0.0001) and 

L4B/4C𝛼𝛼 (p=0.0286). Also in far surround, the two distributions are significant from each 

other in L2/3 (p<0.0001), L4B/4C𝛼𝛼 (p=0.0121), and low IG (p<0.0001)  

Applying the same statistical analysis on 10ms threshold leads to significant result 

between the distribution of SL>10 ms (n=6) and SL<10 ms (n=13) in L2/3 of near 

surround (rank sum, p<0.0001). In far surround, the SL>10 ms is significantly different 

from SL<10ms in L2/3 (n=12 vs. n=15, respectively, p<0.0001), L4B/4C𝛼𝛼 (n=6 vs. n=5, 

p=0.0043), L4C (n=5 vs. n=2, p=0.0286), and low IG (n=9 vs. n=5 p<0.0001).  

In sum, the results of this chapter, suggest that the untuned near SM first emerges in 

L4C, but the tuned near surround suppression and far SM emerge out of L4C in time 

suggesting cortical origins. In addition, the tuned suppression is likely generated by two 

different mechanisms. It could emerge by the same circuit that computes suppression or 

recruits multi-synapses that takes longer time than suppression.  
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4.4 Discussion 

Numerous studies reported distinct specificities in the physiological properties of 

cortical layers. They showed that orientation selectivity (Ringach et al., 2002), spatial 

extent of RF, spatial frequencies, and temporal frequencies vary across layers. Recently, 

there is a growing literature on studying how laminar circuits contribute in processing 

simple visual stimuli. For instance, how neuronal correlations in the presence and absence 

of the visual stimuli vary (Smith et al., 2013; Snyder et al., 2014). One study reported that 

trial-to-trial correlated variability is weaker in input layers and stronger in output layers of 

V1 (Hansen et al., 2012). Yet, linking the functional role with structural connectivity across 

layers is still to be achieved.  

The main aim of this dissertation is to understand how surround modulation, a 

fundamental property of V1 cells’ responses, and thought to serve in many perceptual 

phenomena (Knierim and Van Essen, 1992; Lamme, 1995; Zipser et al., 1996; Lamme et 

al., 1999), is computed across layers of V1. In Chapter 3, we showed that near and far 

surround stimulation evoke distinct spatiotemporal profile of neuronal inputs to V1 layers 

that was consistent with the termination pattern of horizontal and feedback axons, 

respectively. This suggests and confirms that response modulation in near surround is 

mainly generated by intrinsic horizontal connections, while far surround modulation arises 

by top-down signals from the extrastriate cortex. However, in near surround thalamic 

afferents and feedback are also involved.  

In this chapter, costimulating the columnar RF along with the surround regions (near 

vs. far), allows us to measure the neuronal outputs via measuring postsynaptic spiking 

activity across V1 layers. We asked: In which layer the untuned and orientation-tuned 
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surround modulation are first originated? Do SM and its orientation selectivity emerge in 

the layers consistent with the input layers activated by the near and far surround?  

First, we quantified the emergence of suppression across layers. Using an expanding 

grating disk we measured the latency of suppression comparing the large stimulus (20˚ 

diameter) with the stimulus at the peak of size tuning curve (selected as the h-sRF) for the 

column. We found that the suppression emerged first in L4C, L4B/4C𝛼𝛼 , and top IG 

followed by L2/3 and lower IG. Both L4B/4Ca and middle of L4C were significantly faster 

than L2/3 and lower IG. Using the grating covering RF, near and far surround at the same 

time should theoretically engage suppression from LGN, horizontal, and feedback 

(Angelucci et al., 2002; Bonin et al., 2005; Webb et al., 2005; Angelucci and Bressloff, 

2006). Because there was no gap between RF and the surround regions (i.e., near and far), 

it is likely that the earliest suppression was dominated by LGN afferents that are more 

spatially restricted and terminate in L4C and L4C𝛼𝛼, followed in time by cortical circuits 

such as horizontal and feedback (Webb et al., 2005; Xing et al., 2005; Angelucci and 

Shushruth, 2013).   

In complement to this stimulus, we stimulated the RF and near surround by static 

annular gratings with a gap in between (mean luminance gray) that was supposedly 

masking the effect of spatially strict thalamocortical afferents from LGN (Angelucci et al., 

2002; Angelucci and Sainsbury, 2006). Essentially, the RF grating was fixed at preferred 

orientation while the orientation of the surround annuli changed between iso-and 

orthogonal (referred to cross in this chapter) relative to the RF orientation. Our sample 

includes both tightly orientation-tuned column and broader columns similar to pinwheel; 

based on former study by Shushruth et al. (2012) and earlier studies (Sillito et al., 1995; 
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Cavanaugh et al., 2002b), iso-oriented stimuli (regardless of being preferred or not) at RF 

and surround, suppresses cells as far as the RF stimulus evokes neuronal responses from 

the cell. This means the RF and surround are selective to the relative orientation between 

them rather than preferred orientation of cells. Considering this effect, if the recorded 

column was not an orientation column we measured the time of suppression while all the 

cells were stimulated simultaneously by iso-oriented grating close to dominant orientation 

for the majority of cells in the recorded column. We observed that the fastest suppression 

emerged in those contacts located on the border of L4B and 4C grouped as L4B/4C𝛼𝛼. Fast 

suppression in L4B/4C𝛼𝛼 could be originated through existing horizontal connections in 

L4B and upper L4C𝛼𝛼 contacting the fast conducting magnocellular inputs in upper 4C 

(Lund, 1988). Another possibility is that the noted suppression is the result of LGN 

afferents in near surround. Feedback and horizontal inputs to L4B, due to activation of near 

surround (refer to Chapter 3), are another alternative circuit generating the fast suppression 

in this layer.  

Similar to previous section, the time of suppression for far surround was measured in 

response to iso-oriented center gratings and the 2˚ annulus was located beyond 

2.4˚(minimum) from the center of RF. Under these conditions, we have found that L4C 

was delayed relative to other layers. In Chapter 3, we observed that the first inputs by far 

surround stimulation are localized in L1/2A and lower IG. Based on the known anatomical 

studies, the apical dendrites of L5 pyramids can project to L1/2A, and could be activated 

by feedback axons following far surround stimulation. Thus, we speculate that the fast 

suppression in the top IG (L5) could arise from their distal dendrites integrating feedback 

inputs to L1/2A. In addition, lower IG is also receiving the early inputs following far 
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surround stimulation and is also suppressed here faster than L4C. Moreover, top IG (L5) 

cells have basal dendrites in low IG and could integrate information from that layer too 

(unpublished data from Angelucci lab). Also, some of L4B and L2/3 might be contacted 

by feedback axons via their distal dendrites in L1/2A.  

Another interesting result is that in both near and far surround L4C is delayed. We 

show that L4C responses were weakly suppressed in response to stimulation of different 

surround regions (Figure 4.2-C and 4.2-H), consistent with previous studies(Ichida et al., 

2007) . In line with Bair et al.(2003), we also found the weaker the suppression, the later 

the time of suppression in near surround (negative correlation), but not in far surround. 

Furthermore, the latency of suppression in near surround was positively correlated with 

latency of suppression in far surround (Figure 4.4-C, see result section for significant p 

values). The similar latencies of suppression by the near and far surround stimulation 

admits similar behaviors of their underlying circuits. For example, they vary together and 

fast far surround suppression is observed consistent with high conducting feedback 

terminals (Girard et al., 2001; Angelucci et al., 2002). In addition, the strength of 

suppression was significantly larger in near surround than far surround, confirming the 

result of many previous findings (Cavanaugh et al., 2002a; Bair et al., 2003; Ichida et al., 

2007; Shushruth et al., 2009; Schwabe et al., 2010; Shushruth et al., 2013). 

In Chapter 2, we showed that near surround is more orientation sensitive than far 

surround in a population of V1 cells, a result that was assimilated in human subjects using 

a contrast matching task (Shushruth et al., 2013). These findings suggest that there are 

different orientation selectivity mechanisms for near and far surround suppression. 

Elaborating on this, we looked into orientation selectivity of near and far surround across 
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layers. We and others (Henry et al., 2013; Shushruth et al., 2013), found that near 

suppression is more orientation-tuned in L3B, L4B, and 4C𝛼𝛼 while far surround was tuned 

in L4B. Because in these studies, recordings were made with single electrodes in each 

layer, it was previously not possible to measure the temporal covariations of tuned-

surround suppression across V1 layers. Here, measuring the time of divergence between 

iso- and cross-oriented gratings we have found that in near surround L4B/4C𝛼𝛼 and upper 

IG were faster than other layers. This result suggests that the orientation tuning of near 

surround does not emerge from LGN afferents even if they are contributing to suppression. 

Furthermore, orientation tuning of LGN suppression has been previously debated (Sillito 

et al., 1993; Bonin et al., 2005) and Ozeki et al. (2009) showed that geniculate surround 

suppression is markedly less orientation sensitive than V1 cells. Alternatively, this tuning 

might have intra cortical origins, emerging via horizontal connections in L4B/4C𝛼𝛼 and 

upper IG that are also receiving the first inputs by near surround stimulation (See Chapter 

3).  

Far surround is generally less orientation-tuned than near surround (discussed in 

Chapter 2, Figure 4.5-C), thus measuring the propagation of tuning across layers would be 

prone to error. However, we observed that orientation specific suppression index was larger 

in L4B/4Ca than other layers following far surround stimulation (Figure 4.5-D, yellow 

bars), a result that was also observed in distribution of delta SI in Chapter 2 (our single 

electrode study). This suggests feedback to this layer is selective to orientation, probably 

influenced by dense axonal termination of direction/orientation-selective MT cells in L4B 

of V1(Rockland and Knutson, 2000).   

To measure the latency, another method was utilized to take trial variability into 
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account; Figure 4.8 shows that in near surround L4B/4Ca was faster than upper and lower 

IG (Figure 4.8-A), and in far surround (Figure 4.8-B) L4C was slower than L4B/4Ca and 

L2/3. This method, as discussed previously (4.2.3), is very prone to the magnitude of the 

change between the two signals. We believe that the divergence method (Figure 4.6) 

extracts robust values that corresponds to true contact’s behavior in a given condition.    

We also compared the absolute latencies of suppression vs tuned suppression. It is 

however crucial to state that tuned latency has the constraint that it must be equal or larger 

than the latency of suppression. With this constraint we would not observe any cell being 

suppressed or tuned before center onset, (as noted in other studies (Muller et al., 2003)). A 

subpopulation showed suppression as fast as center onset consistent with a previous study 

(Muller et al., 2003), while reported suppression latencies by Bair and colleagues (2003) 

is 10-30 ms after center onset . In addition, close to half of the contacts in near surround 

showed no delay between suppressed and tuned components of surround while the other 

half showed delayed tuned components. This observation suggests that there are two 

different mechanisms across V1 cells, a fast tuning versus slow tuning. Fast tuning is 

possibly computed by the same circuit as suppression, while the slow tuning could be due 

to chains of di/poly-synaptic networks. To investigate in more depth, we applied a 

threshold of 10ms between the absolute latency of suppression and tuning, which is 

common as monosynaptic delay and found that more contacts in both near (62% vs. 32%) 

and far surround (47% vs. 41%) were showing the fast tuning and less demonstrate slow 

tuning characteristics. We did not observe any significance result between near and far 

surround. This denotes that surround suppression in some neurons becomes tuned as fast 

as suppression, while for others there is more complicated neuronal interactions to convey 
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tuning. For example, SG layers that have later center onset than granular layers get 

suppressed very quickly, while the suppression is already tuned. This could be due to 

existing horizontal connection in L2/3.  

We then looked into layers to examine whether there is any correlation between layers 

with regard to tuned versus untuned latencies, although we had small number of samples 

in some layers. We observed that the two mechanisms are almost existing in all layers. This 

suggest that the slow tuning might engage recurrent network across layers.  

Overall, the presented results in this chapter suggest that the inputs caused by any 

surround elements are employed by inter- or intra-laminar circuitry to generate suppression 

and its orientation selectivity. By investigating the absolute latencies of suppression and 

tuned suppression, we propose that there are two different mechanisms for generating the 

tuning of suppression: in some neurons the tuning is computed through same circuit as 

computes suppression, while in others there are involvement of di/polysynaptic 

connections to convey tuning property of SM.  

These results need to be studied in more detail by future studies. For example, probing 

orientation column by optical imaging and then recording from those columns would help 

understanding the tuning circuits across layers with higher accuracies. Optogenetic 

inactivation of feedback areas separately, will also shed light on the circuits of untuned and 

tuned suppression. For instance, does silencing MT terminals remove the tuning of far 

surround in L4B? Answering this question is absolutely fundamental to understanding how 

SM is computed in the visual cortex.    
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Figure 4.1: Visual stimuli and different latency methods. A) and B) Near surround 
stimuli at iso- and cross-oriented surround C) and D) far surround stimuli at iso- and 
cross-oriented surround, respectively. E) The PSTH of an example contact. The blue, 
green and red curves are the MUA PSTH to RF, RF-iso-oriented surround and RF-
cross oriented surround, respectively. F) The cumulative spike count for the same 
cell. The vertical blue line in both E and F is the center onset, which is 10% of the 
peak. The vertical green and red lines in E and F are the computed latency for iso- 
and cross-oriented suppression computed by divergence method (E) versus 
bootstrapped spike count method (F). The black vertical lines in both panels are the 
time of tuned suppression between the red and green curves or cumulative spike 
counts of iso- and cross-oriented surround.  
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Figure 4.2: Average normalized PSTH to near and far surround grouped in 
different layers.  A-E) represent near surround in L2/3, L4B/4Ca, middle of L4C, top 
IG and low IG.  F-J) represent far surround. In all 10 panels the blue curve is the 
response to RF stimulation, green and red curves are the response to RF+iso- and 
RF+cross oriented surround stimulation. The shaded lines are 1SD above and below 
the mean across all contacts. The blue, green, and red vertical lines are the center onset, 
latency of untuned iso-suppression and latency of untuned cross-oriented suppression. 
The black line is time of tuned suppression. On top of each panel the SI of iso-and 
cross conditions as wells as OSSI are stated.  
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Figure 4.3: The average normalized MUA for near surround using two 
further distance for 2 penetrations. Descriptions are as in Figure 4.2.  

Time from stimulus onset (ms) 
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Figure 4.4: Correlation plots. A and B) Latency of iso-oriented grating suppression 
versus SI for near- and far-surround, respectively. The black lines represent fitted values 
using linear regression. The correlation results are stated on top of each panel. C) The 
latency of iso-oriented suppression of near (x axis) versus far surround (y axis). The red 
line is the unity line and the black line is again the regressed fitted lines. D) and E) show 
the latency of tuned suppression versus OSSI and F) depicts latency of tuned suppression 
in near surround versus far surround for those contacts that had non-Nan values for both. 
Again the red line is the unity line and the black lines show the fitted regressions. In all 6 
panels, the magenta and red squares represent mean and median of the presented values, 
respectively.   
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Figure 4.5: Suppression index (SI) and orientation specific suppression index 
(OSSI). A) SI from all contacts for near (red bars) and far surround (yellow bars), 
0<SI<1. B) SI across layers. C) and D) Represent the OSSI of all contacts and 
across all layers, respectively, 0<OSSI<1.   
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Figure 4.6: Distribution of delta latencies with divergence method for A) large 
disk, B) and C) Represent the distribution of the latency of untuned suppression in 
the near and far surround, respectively. D) Represent the distribution of tuned 
suppression in near surround. Significance values are stated as asterisks. 
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Figure 4.7: Distribution of delta latencies that the Nan values are set to the 
maximum of each layer. A) and B) represent the distribution of the latency of 
untuned suppression in the near- and far surround, respectively. C) and D) represent 
the distribution of tuned suppression in near and far surround. 
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Figure 4.8: Distribution of DL computed by bootstrapped spike counts across 
trials. A) and B) represent the distribution of the latency of untuned suppression in 
the near and far surround, respectively. C and D) represent the distribution of tuned 
suppression in near and far surround.  
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Figure 4.10: Mean of SL across layers for near (black) and far 
(cyan) surround.  

Figure 4.9: Untuned latencies versus tuned latencies for those contact that 0<SI<1. 
A) Histogram of the SL=0 and SL>0 for near (red bars) and far surround (yellow bars). B 
and C) absolute latencies of untuned vas tuned latencies for near- and far surround. Red 
and green lines show that 10 and 25 ms thresholds.  
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Figure 4.11: Latency of untuned and tuned suppression in each layer for near 
surround. A-E) represent the data in each layer with two thresholds green (10 ms) and 
red lines (25 ms). Panel F represents all data, which is similar to 4.9 B.   

Figure 4.12: Latency of untuned and tuned suppression in each layer for far 
surround. A-E) represent the data in each layer with two thresholds green (10 ms) and 
red lines (25 ms). Panel F represents all data which is similar to 4.9C.  



 

 

 

CHAPTER 5 

 

BRAIN OSCILLATIONS AS A MARKER OF COLLINEAR HORIZONTAL 

ANDFEEDBACK CONNECTIONS INVOLVED IN 

CONTOUR COMPLETION 

 

5.1 Introduction 

Perception of an object from its background or detection of object boundaries is 

bound to the context in which the object is observed (Kapadia et al., 1995). Based on 

Gestalt principles, specific attributes of the visual image, such as contour continuity, 

makes objects “pop out” from their background (Hess and Field, 1999). As previously 

stated in Chapter1 (section 1.5), it is thought that surround modulation contributes to  

contour integration, which is useful for detection of object boundaries. Former studies 

(Kapadia et al., 1995; Polat et al., 1998) showed that when low contrast bars or Gabor 

patches of the same orientation were positioned inside and outside the RF along an axis 

collinear with a cell’s preferred orientation, the neuronal response was enhanced, 

compared to when the stimuli in the surround were presented along the orthogonal axis 

(Figure 5.1-A). Moreover, collinear stimuli in the surround reduced the detection 

threshold in human observers (Kapadia et al., 1995). However, the facilitation decreased 

with increasing distance of the collinear surround stimuli from the stimulus inside RF 
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(Kapadia et al., 1995; Polat et al., 1998).  

Polat et al. (1998) stimulated the RF and surround with iso-oriented and cross-

oriented patches presented on axis collinear with the cell’s preferred orientation in cat V1  

(Figure 5.1-B). The surround patches were presented at high contrast, while the contrast 

of the center patch in the RF was varied. Similar to the former study, Polat et al. (1998) 

reported that when the center patch was at low contrast (less than or equal to twice the 

cell’s contrast threshold) they observed facilitation, whereas suppression dominated when 

the center contrast was more than nine times higher than the threshold. However, 40% of 

the population showed response facilitation even at high center stimulus contrast. 

Interestingly, when the surround patches were presented at the orientation orthogonal to 

that preferred by the cell along the collinear axis, suppression was observed for 82% of 

the cells.  

Later, other groups (Sceniak et al., 1999; Cavanaugh et al., 2002) speculated that this 

result was obtained because the l-sRF (which is two times larger than the h-sRF, see 

section 1.2.5) was activated by the bar stimuli in the near surround. Moreover, weak 

stimuli, such as small bars or Gabor patches, in the RF and surround do not sufficiently 

drive the inhibitory cells up to their threshold, thus, the surround stimuli cause excitation 

(Fitzpatrick, 2000). However, Kapadia et al. (1995) showed that an elongated bar on the 

collinear axis covering both the RF and the near surround did not cause facilitation, and 

they suggested that the stimulation of the gap between the center and the flanker stimuli 

might drive the inhibitory zones. Moreover, adding more collinear lines embedded in 

cluttered stimuli evoked higher spike discharges, which means the facilitation was 

increased (Figure 5.2-A). In summary, this effect would suggest that there exist a 
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mechanism that has specific preference for encoding collinear stimuli. 

In Chapter 3, we used LFP signal to investigate the temporal dynamics of the 

surround inputs to the RF center; In particular, studying the latency of current sinks 

localized the LFP signal in the extracellular medium. We correlated the spatiotemporal 

profiles of V1 layers’ activation with the termination of feedforward, feedback, and 

horizontal connections. In addition to reflecting input dynamics, other roles of LFP 

oscillations, which are low frequency signals (1-200Hz)(Berens et al., 2008a), in various 

sensory, motor, and cognitive tasks have been the subject of studies in recent years. For 

instance, it is thought that the oscillations in the theta frequency band play a clock-like 

role in the hippocampus, and are correlated with mnemonic neuronal representations 

(Jensen et al., 2007). Numerous studies have reported increases in gamma power (30-150 

Hz) during sensory stimulation (Fries et al., 2002), feature binding (Singer and Gray, 

1995) and attention tasks (Gregoriou et al., 2009).  

These studies showed specifically that gamma power increases during stimulation of 

V1 cells’ RFs. Although there are lots of controversial reports, it is agreed that these LFP 

oscillations (30-80 Hz) are tuned to stimulus orientation, direction, temporal frequency, 

contrast, and spatial frequency (Henrie and Shapley, 2005; Berens et al., 2008a, b; Jia et 

al., 2011; Lashgari et al., 2012). Oscillations in the gamma band also increase with 

surround suppression in V1. Gieselmann and Thiele (2008) found that while the MUA 

spiking activity was suppressed in response to grating patches of intermediate size (4° in 

diameter), gamma power kept increasing with stimulus size. This study suggested that 

inhibitory-induced oscillations may be an important player in generation of sustained 

gamma activity.  
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An important question is: what are the main sources of gamma activation? These 

rhythms most likely originate in local microcircuits, and involve both pyramidal and 

inhibitory interneuron activity (Fries et al., 2007). Modeling work suggested that 

inhibitory interneurons are the main origin of the oscillations (Traub et al., 1996; Wang 

and Buzsáki, 1996). In particular, fast spiking GABA-A basket cells are thought to be the 

main source of lateral inhibition in the neocortex (Galarreta and Hestrin, 1999; Markram 

et al., 2004; Cardin et al., 2009). However, the pyramidal cells contacting inhibitory cells 

via their long-range connections are the strongest contributors to LFP dipoles. The most 

recent proposal is that gamma oscillations are the result of local recurrent connections 

between excitatory and inhibitory cells, with the inhibitory interneurons generating and 

maintaining rhythmic inhibition on the pyramids’ membrane potential (Bartos et al., 

2007; Fries et al., 2007). Initially, the inhibitory cells are driven by strong excitation. The 

inhibition-excitation recurrent loop that has been observed in both the hippocampus and 

neocortex is the best candidate as a gamma generator.  

It is noteworthy that collinear facilitation reflects the properties of long-range V1 

horizontal connections. In particular, these connections, which arise from pyramidal cells, 

preferentially link columns of similar orientation along an axis collinear in space with the 

cell’s preferred orientation (Gilbert and Wiesel, 1989; Malach et al., 1993; Bosking et al., 

1997). Also, their patchy termination patterns make it possible for discontinuous collinear 

stimuli to evoke excitatory responses from these pyramids with less inhibition in 

between. Moreover, horizontal connections do not just contact excitatory cells, but also 

inhibitory cells, and can thus generate suppression, engaging the recurrent loop required 

for the generation of gamma oscillations. Recent studies showed that feedback 
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connections from V2 to V1 are also patchy and orientation specific (Schmidt et al., 1997; 

Angelucci et al., 2002; Shmuel et al., 2005; Angelucci and Bressloff, 2006; Federer et al., 

2015), although others  have reported contrasting results (Maunsell and Van Essen, 1983; 

Stettler et al., 2002). As it is discussed in previous chapters, feedback is likely 

contributing to far SM and might  provide top-down signal to V1 for contour completion 

tasks (Polat et al., 1998). One hypothesis is that feedback contacting both inhibitory and 

excitatory cells (Anderson and Martin, 2009) might also be a player in the generation of 

rhythmic oscillations.  

Most of the former reports observed collinear facilitation while they were stimulating 

the RF center at low contrast. But in the study reported in this chapter we recorded LFPs 

and its frequency content in response to collinear and noncollinear patches activating the 

surround in the absence of RF stimulation (similar to the stimuli used for the study in 

Chapter 3). We hypothesize that if the patchy horizontal and feedback connections are 

aligned in an anisotropic fashion and are the substrate of the contour completion, we 

might be able to observe their effects in the LFP oscillations, specifically in the gamma 

band. Although a former study by Gieselmann showed that stimulation of the surround 

alone did not evoke gamma increase, we predict that stimulating the patchy connections, 

via grating patches at distinct positions, might engage recurrent connections evoking LFP 

oscillations.   

We probed the near and far surround using small static circular grating patches on the 

collinear and orthogonal axes relative to the cell’s preferred orientation, while we 

recorded through the layers of V1. We measured the increase in different frequency 

bands to stimulation of different surround elements in collinear and noncollinear 
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configurations (Figure 5.2).  

 

5.2 Methods 

All the recordings are made from V1 of two anesthetized macaques (n=5 

penetrations) as described in detail in section 3.2.1. Surgical preparations, 

electrophysiological recordings, RF mapping, and other tuning properties are also as 

described in sections 3.2.2 and 3.2.3.  

 

5.2.1 Visual Stimuli  

We stimulated the cortical column with iso-oriented static grating patches located 

along the orthogonal or collinear axis relative to the V1 column’s preferred orientation, 

measured by MUA. Figure 5.2-B and 5.2-C show the two presented configurations.   

We used either two or one patch to cover four positions around the RF. The patches 

were also presented at progressively different distances from the RF to ensure stimulation 

of both near and far surround. Position and orientation of the patches were randomized 

and presented for 500ms, interleaved with 750ms blank. The positions of the patches 

were tailored to the RF size of each penetration, specifically RF+( ¼, ½ , 1 , 3/2 ,….) *RF 

size. In the two-patch condition, the two patches were flashed at the same time, at the 

same RF distance and along the same axes; these were presented in a separate block from 

the one-patch condition. Only surround stimuli that did not activate the RF (determined 

on the bases of CSD analysis) were selected for analysis. If there was any fast activation 

of L4C in the CSD profile, the condition was excluded.  

We made a total of five penetrations, three of which were confined to the same 
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orientation column, while two of them, although vertical (as determined by the RF 

alignment across layers) were not confined to an orientation column. For the two 

penetrations in which there were orientation differences along the column between 

contacts, two sets of orientation stimuli were presented, each optimized to the orientation 

preferred by neurons in the supra and infragranular layers, respectively. The analysis was 

performed for each contact separately, so that the collinear versus noncollinear stimuli 

were specific to the orientation preference recorded at each contact. The orientation was 

not optimized for layer 4C and this layer was excluded from the analysis.  

 

5.2.2 Power Analysis  

The alpha (8-12Hz), beta (13-30Hz), low gamma (30-58Hz), and high gamma (62-

95Hz) frequency bands were obtained from the low pass filtered LFP (1-100 Hz), which 

was down sampled at 2KHz. We computed the power of each frequency band based on a 

multi-taper method available in the Chronux toolbox (Bokil et al., 2010). Different 

frequency powers were extracted using three tapers with half bandwidth of 4Hz in each 

200ms. We computed the power in three time periods relative to stimulus onset: blank (-

200-0 ms), ERP (0-200 ms), and sustained (200-400 ms). The power increase was 

computed as the power difference between the ERP or sustained period and that during 

the blank. These comparisons were applied using the logarithmic scale of each time 

period as in the equation below (Berens et al., 2008a).  

           𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑖𝑖𝑖𝑖𝑐𝑐𝑃𝑃𝑃𝑃𝑐𝑐𝑐𝑐𝑃𝑃 =  log(𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) − log(𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏)           (5.1) 

in which, 𝑃𝑃𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 is the absolute power of each band during stimulus presentation, 

consisting of either ERP (0-200 ms) or sustained (200-400 ms), while 𝑃𝑃𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 is the 
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absolute power during the 200ms before stimulus onset.  

In this chapter, p values are computed applying the Wilcoxan Rank Sum test and are 

reported with the margins of 0.05, 0.001, and 0.0001.  

 

5.3 Results 

Figure 5.3 shows the increase in power in different frequency bands during the first 

200ms after stimulus onset, a time window which is related to event related potentials. 

Both populations of cells in infra (IG)- and supra-granular (SG) layers show greater 

power increases in the high-gamma frequency band, in response to grating patches 

presented outside the RF in the collinear configuration compared to patches presented in 

the noncollinear configuration (Figure 5.3-A). This effect was significantly different for 

both populations (SG: n=32, p<0.001; IG: n=26, p<0.05). We did not observe 

significant differences between SG and IG layers in either collinear or noncollinear 

configurations (p>0.05). As shown in Figure 5.3.B-F, we divided the data into three 

distances from the RF center: near surround (<1.225°), near/far border (1.225°≤ distance 

<1.975°), and far surround (1.975°≤ distance <4°). Since the exact distances varied from 

penetration to penetration (as they depended on the size of RF), we computed the mean 

distance pooled across all penetrations based on the aforementioned grouping. Panels B 

and C in Figure 5.3 present similar data, in different formats, for high gamma rhythms, 

showing that the collinear and noncollinear conditions were significantly different from 

each other in SG layers (blue vs. red) for the near surround (Dist <1.225°, n=12 in SG, 

n=8 in IG), and in both SG and IG layers for the far surround (1.975 °≤ Dist < 4°; n=8 in 

SG; n=9 in IG). However, there were no statistically significant differences between the 
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collinear and noncollinear conditions in the near/far border, perhaps due to the small 

number of data available at these distances. 

Other frequency bands also showed larger power increases in IG and SG layers for 

the collinear versus noncollinear condition, in both near and far surround (p<0.05) 

(Figure 5.3.D-F). However, the alpha band did not show significant differences in IG 

layers in the near surround. We also performed statistical analysis to determine 

differences at each distance between collinear and noncollinear conditions in both SG and 

IG layers at all frequency bands, as well as to compare the power increase of SG vs. IG in 

collinear and noncollinear configurations. Significant results are marked with asterisks in 

Figure 5.3.C-F.   

Since most former studies have shown an increase in gamma activity during the 

sustained part of the response to stimulus presentation, we also performed an analysis of 

power changes in different frequency bands during the time window of 200-400ms after 

stimulus presentation, compared with the power during the blank. Figure 5.4 shows the 

results of this analysis in the same format as Figure 5.3, but during the sustained (200-

400ms) response period. All frequency bands, including high and low gamma, beta and 

alpha showed significantly greater increases in power in the collinear versus noncollinear 

conditions in the SG layers (p<0.05), in response to near surround stimulation. The IG 

layers also showed significant differences in high gamma, low gamma and beta, but not 

in alpha (p<0.05). Another interesting statistical comparison is seen in panels E and F of 

Figure 5.4, where the power in the alpha and beta frequency bands in the SG layers is 

lower than the power of the baseline activity in the noncollinear condition at near 

surround.  
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Comparing the power increases across layers and conditions, we observe that the 

sustained high gamma rhythm no longer showed any significant difference between the 

collinear and noncollinear configurations in far surround (compare Figure 5.4-C with 

Figure 5.3-C). Low gamma is the only frequency band that showed differences between 

the collinear and noncollinear conditions in both IG and SG layers in response to both 

near and far surround stimulation (Figure 5.4-D). Comparison of Figure 5.4 with Figure 

5.3 suggests that in the first 200 ms after stimulus onset high gamma, low gamma and 

beta encode collinearity in SG and IG layers, but in the subsequent 200 ms low gamma 

represents this property of the connectivity in both near and far surround. Despite the fact 

that high gamma loses selectivity to this effect in the far surround, beta and alpha are 

qualitatively selective to the collinearity but do not result in significance differences. 

According to power law, lower frequencies have higher powers, so we also looked into 

the broad power (1-95Hz) and found a similar behavior to that of the alpha band in the 

four plots, because of its higher absolute power compared to other frequencies. 

 

5.4 Discussion 

The preliminary results in this chapter indicate that brain oscillation can be employed 

to study neuronal population activity to characterize circuits that might serve perceptual 

tasks. Here, the power in different frequency bands, including alpha (8-12Hz), beta (13-

30Hz), low gamma (30-58Hz), and high gamma (62-95Hz), was computed and compared 

with baseline activity in the absence of visual stimulation. We have studied the power 

increase in response to stimulation of the surround with grating patches presented in the 

collinear and noncollinear configuration relative to the recorded cell’s orientation 
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preference. Although there are various reports on the separation of gamma band into low 

and high ranges, the largest change in the LFP during visual stimulation has been 

reported to be in the 30-80Hz range (Berens et al., 2008a; Gieselmann and Thiele, 2008). 

In addition, the observed increase in gamma band power during suppressed MUA was in 

the region of 25-100 Hz. Consistent with Xing et al. (2012) who reported increased 

gamma power in anesthetized monkeys in the range of 20-60Hz, we divided this 

frequency band into low (30-58Hz) and high (62-95Hz) gamma.   

Our data show that the power in both gamma bands (30-95 Hz, low and high) was 

increased in the near surround, and larger in the collinear compared to the noncollinear 

configuration for both supra- and infragranular populations. Two studies (Berens et al., 

2008a; Gieselmann and Thiele, 2008) investigated the suppression and feature selectivity 

of the gamma band during the sustained part of the response to stimulus presentation 

(200-500 ms), and most studies reported a transient gamma increase as being due to event 

related potentials caused by stimulus onset. Here, in the near surround, both transient and 

sustained gamma bands seem to preferentially encode collinearity over noncollinearity. 

However, in the far surround, during the sustained response period, high gamma was no 

longer sensitive to the collinear configuration, while low gamma was. This selectivity of 

high and low gamma suggests distinct underlying circuits for collinear patches in the two 

surround regions. But, the difference between high and low gamma in the transient and 

sustained periods, implies that the connections underlying far surround do not preserve 

the selectivity in the later stages of the oscillations.  

Despite the fact that Gieselemann et al.(2008) showed that surround-only stimuli 

probed by annular gratings did not evoke any gamma power increase (see Figure 5.1-B), 
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here we have observed large increases in the gamma band power compared to baseline. 

However, weaker stimuli, such as far or noncollinear conditions, have negative values of 

relative power, indicating that the baseline power was greater than the power during the 

stimulus presentation, and similar to what was observed previously. For instance, 

transient low gamma, beta and alpha bands have negative values of relative power in the 

far surround and in noncollinear configurations (Figure 5.3.D-F). But, still the collinear 

configuration evokes power increases above baseline. In sum, comparing our result with 

the literature suggests that the collinear stimulation condition might be representative of 

the collinear organization of patchy horizontal (Bosking et al., 1997) and feedback 

projections (Angelucci et al., 2002) that are recruited by near and far surround stimuli.  

Comparing the sustained and transient plots, one observes that the magnitude of 

power increase is lower during the sustained period, suggesting the power is stronger 

during the stimulus driven period in the anesthetized preparations. Investigating the 

sustained versus transient frequency powers in the far surround, both alpha and beta 

bands show similar behaviors as high gamma, being significant in the transient period, 

but not during the sustained period. However, in the far surround, similar to low gamma, 

alpha and beta show a preference for collinearity, while sustained high gamma does not. 

Using voltage sensitive dye imaging, Gilad et al. (2012) showed that the alpha coherence 

was higher within each area (V1-V1 and V2-V2) and between cortical areas (V1-V2) in 

the collinear conditions compared with the orthogonal configuration. They reported this 

effect while the stimulus-evoked response in the center alone condition was subtracted 

from the collinear configuration in which they also had RF activation with low contrast 

Gabor patches. They did not find any statistical difference in the gamma band compared 
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with the fixation only condition which could be due to slow time resolution of dye 

imaging technique.  

Studying laminar differences in oscillatory behavior, stimulating the columnar RF 

with a four-degree (in radius) drifting grating patch, another study (Xing et al., 2012) 

found that the gamma band (25-60Hz) was more prominent in superficial layers and L4B 

during the sustained period, while an increase in gamma power was present in all layers 

during the transient period, but having stronger values in L2, L5, and L6. Over the  

population, we have not observed differences in encoding collinearity between layers, 

while in some rare conditions there were differences across layers. For example, in the 

transient low gamma, the collinear patches positioned in the near surround, resulted in 

larger power increase in SG layers than IG, while it evoked higher beta power in IG 

layers, compared to SG. In the study by Xing et al.(2012), the authors recorded from 

multiple cortical columns using tetrodes, while stimulating with large gratings that 

activated the RFs of all columns. In this study, the surround effects were not isolated. In 

our study, we recorded from a cortical column using linear arrays in response to near and 

far surround stimulation. In some penetrations that were not confined to a single 

orientation column (50µm), which is smaller than a receptive field column (~1-2mm), we 

selectively stimulated the SG and IG layers with different orientations optimized to these 

layers’ orientation preferences. The recorded LFP of the SG and IG were extracted at 

different time points during the experiments in the anesthetized preparation, and this 

made it difficult to compare absolute power increases across layers. However, the  

preference for collinearity was compared within each set of stimuli in which collinear and 

noncollinear patches were randomly interleaved.   
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In our study we observed that most frequency bands are selective for collinear 

patches compared to noncollinear patches, although low gamma was selective to this 

stimulus parameter during both the transient and sustained response to the stimulus in 

both the near and far surround. This suggests that the circuits for near and far surround 

modulation, such as horizontal and feedback connections, are integrating the inputs in 

recurrent local networks generating activity in the gamma band. An alternative 

interpretation is that the long-range anisotropic horizontal connections contacting basket 

cells are the main substrate of gamma power increases. Feedback from V2 is also shown 

to terminate in a patchy and orientation-selective fashion (Federer et al., 2015), and could 

target inhibitory cells in V1. However, a different study showed that feedback is 

divergent and not orientation specific (Stettler et al., 2002). Therefore, feedback 

contacting anisotropic excitatory pyramids in V1 that are inhibited by interneurons would 

be an indirect alternative circuit for frequency oscillations in response to far surround 

collinear patches. Thus, stimulation of collinear patches might engage the orientation 

specific horizontal or feedback connections that are aligned in an anisotropic pattern in 

visual space encoding collinear stimuli.  

Sampling from an orientation column and studying the time course of each frequency 

band will shed light on the underlying mechanisms of collinear patches that might be 

involved in contour completion. One could also measure the functional connectivity 

across layers in response to collinear patches.  
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  A B

Figure 5.1: collinear facillitation and gamma increase by surround stimuli. A) 
From Kapadia et al. (1995) 1-8 shows the stimuli that were used in the task. The 
bottom two panels are the firing rate of two example cells for different stimulus 
configurations.  B) From Gieselmann and Theile,(2008) , the black curve shows an 
increase in gamma band with larger gratings centered on the RF; the gray curve 
shows that stimulation of the surround region by annular gratings did not enhance 
gamma oscillations.  

Figure 5.2: Visual stimuli. A) Shows the grating patch fitted to the columnar RF 
presented at the optimal orientation for most contacts. B) Shows the collinear 
surround patches positioned along the collinear axis relative to RF orientation. C) 
Depicts surround patches along the non-collinear axis.   
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Figure 5.3: Transient power increase (0-200ms after stimulus onset). A) Scatter plot 
of the high gamma power increase for supra-(blue circles) and infragranular layers (red 
circles). B) Shows the average of high gamma for near: dist<=0.85 from RF center, 
near/far border :1.225<=dist<1.975 and far surround: 1.975<=dist<4. Blue and red are 
supra collinear and non-collinear conditions, black and magenta are infra collinear and 
noncollinear conditions. C-F) Shows the same information as in B) but in barchart format 
with statistical results between possible pair for C) high gamma, D) low gamma , E) beta 
and, F) alpha bands.  
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Figure 5.4: Sustained power increases (200-400 ms), figure legends as in 5.3.  



 

 

 

CHAPTER 6 

 

CONCLUSION 

 

6.1 Summary 

The presented results in this dissertation shed light on the underlying mechanisms of 

surround modulation in the primate’s primary visual cortex, specifically, how different 

layers of V1 contribute to the processing of surround stimuli. It has been previously 

suggested that the RF surround consists of two regions called “near” and “far” surround, 

which are generated by different anatomical circuits (Angelucci et al., 2002; Bair et al., 

2003; Angelucci and Bressloff, 2006). The modulatory influences arising from the near 

surround are mainly generated by thalamocortical feedforward and intra-V1 horizontal 

connections, while far surround modulation is generated by top-down feedback 

connections from extrastriate cortex. This hypothesis is based on both the anatomical 

extent of monosynaptic horizontal connections (Angelucci et al., 2002) and their slow 

conduction velocity (Grinvald et al., 1994; Girard et al., 2001) compared to faster inter-

areal connections from extrastriate areas to V1 (Girard et al., 2001). These findings, 

support the idea that top-down feedback projections carry global information from the 

larger RFs of higher visual centers back to the smaller RFs in V1. 

The main difference between the underlying circuits of the two surround regions is 
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the involvement of feedback as the main circuit for the far surround. Former 

physiological studies by our laboratory and others showed that the near and far surround 

have different properties; for example, the suppression is stronger in the near surround 

compared to the far surround, and the orientation tuning is different in these two surround 

regions (Cavanaugh et al., 2002; Shushruth et al., 2009; Hashemi-Nezhad and Lyon, 

2012). Specifically, in a recent publication, we found that the modulation arising from the 

near surround is more sharply tuned for orientation than that arising from the far 

surround. This effect was also mirrored in human observers, meaning that a stimulus in 

the near surround suppressed the perceived contrast of a center grating more strongly 

than a stimulus in the far surround, when the RF and surround were iso-oriented. But, 

similar to neuronal firing rates, cross oriented gratings resulted in larger suppression in 

the far surround compared to near, leading to broader orientation tuning of far surround 

modulation (Chapter 2, Figure 2.7-A and B). This result implies that sharply orientation 

tuned near surround suppression might serve to detect small orientation differences in 

nearby edges, that could be beneficial for detection of object boundaries (Nothdurft et al., 

2000). In contrast, broader orientation tuned far surround suppression could be useful to 

detect large orientation differences in distant edges, which could lead to direct saccades 

or attention to more salient objects in the visual periphery (Petrov and McKee, 2006).   

To elaborate on this, since we were interested to study the contribution of V1 layers 

to surround modulation, in Chapter 2 we asked how the orientation tuning of near and far 

surround modulation varies across layers. Using histological reconstructions of electrode 

penetrations, and recording from all V1 layers using single electrodes, we found that near 

surround modulation is more sharply orientation tuned in L3B, L4B, and L4C𝛼𝛼 than in 
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deeper layers, while far surround modulation is more orientation selective in L4B. These 

laminar differences in orientation tuning support the idea that near and far surround have 

different underlying circuits. In particular, the sharper tuning of near surround 

modulation in superficial layers is consistent with the existence in these layers of 

horizontal connections linking neurons with similar orientation preference (Malach et al., 

1993). Also, long-range patchy connections in L4B and upper L4C𝛼𝛼 (Lund et al., 2003) 

may contribute to the sharp tuning of near surround in these layers; instead,  long-range 

connections in L6 which are divergent and nonspecific (Li et al., 2003) could be the 

substrate for the weaker tuning of near surround modulation in this layer. Moreover, the 

broader tuning of far surround modulation suggests that feedback connections, the main 

circuit underlying the far surround, are less orientation tuned than horizontal connections, 

or they are pooling signals from sharply orientation selective cells resulting in broader 

tuning. However, sharper tuning of far surround modulation in L4B suggests that 

feedback terminations to this layer are orientation selective.  

Elaborating on the role of V1 layers in the processing of SM, and due to the fact that 

feedforward, horizontal, and feedback connections terminate in different V1 layers 

(Rockland and Pandya, 1979; Ungerleider and Desimone, 1986), in Chapter 3, we 

investigated the temporal dynamics of presynaptic inputs’ activity across V1 layers in a 

cortical column evoked by stimulation of the near and far surround. We predicted that 

feedback recipient layers might show the earliest activity in response to far surround 

stimulation, and layers with prominent horizontal connections might show the earliest 

activity in response to near surround stimulation. To test these predictions, we used 

multicontact laminar probes that enabled us to record both MUA and LFP signals from 
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all layers at the same time. Applying current source density analysis on LFP data, we 

could measure the timing of the earliest inputs to the cortical column in response to RF, 

near and far surround stimulation. We found that, following stimulation of the RF, the 

first current sink was observed in the granular input layers, followed by activity in the 

supra and infragranular layers, which were activated by recurrent laminar networks. To 

prevent postsynaptic spiking activity caused by excitation of thalamic afferents and 

subsequently of the interlaminar network (granular first followed by extra-granular 

layers), near and far surround stimuli were presented in the absence of RF stimulation. 

Our results confirmed our hypothesis that in response to far surround stimulation the 

fastest inputs occurred in L1/2A and low IG (possibly L5B and 6), which are feedback 

recipient layers, while near surround stimulation evoked the fastest input activity in 

horizontal-specific layers, such as L2/3 and the top IG, as well as feedback recipient 

layers L1/2A and low IG. These findings provide more support for the hypothesized 

model proposed by Angelucci and colleagues (2002; 2006) that feedback not only 

contributes to higher cognitive tasks, but also provides global information (here via far 

SM) from higher visual centers back to V1 RFs to disambiguate local information. These 

results also emphasizes on the role of feedback as dominant as horizontal connections in 

the initiation of near surround modulation, because L1/2A and low IG were activated as 

fast as horizontal connection layers, such as top IG. This fast temporal dynamics of 

feedback inputs in response to near surround stimulation, was not originally expected by 

the model. In sum, the outcome of this aim, confirming the predictions of our previous 

model (Angelucci and Bressloff, 2006), demonstrates how distinct spatiotemporal 

profiles of inputs across V1 layers are associated with different circuits involved in 
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processing different surround components.  

As explained in the second chapter, we found that near and far surround modulation 

have different functional properties, specifically orientation selectivity, across the layers 

of V1. Confirming the engagement of horizontal and feedback inputs across the layers of 

V1 in near and far surround suppression, in Chapter 4, we asked in which layer surround 

suppression and its orientation tuning are generated first. For example, in response to 

near surround stimulation, we learned in Chapter 3 that all layers except the granular ones 

receive the earliest inputs; we then asked in which layers these inputs first cause 

orientation untuned and tuned near surround suppression. 

In other words, we aimed to measure the temporal behavior of postsynaptic spiking 

activity that is mirrored in the surround suppression. Measuring the latency of MUA 

activity at contacts located in each layer, we found that in response to RF and near 

surround stimulation, surround suppression first emerges in L4B/4C𝛼𝛼, while in response 

to RF and far surround stimulation, suppression occurred last in time in L4C. The 

untuned suppression in the near surround can be initiated by LGN afferents as well as 

horizontal connections in L4B/4C𝛼𝛼 that receive the first inputs from the magnocellular 

pathway. However, the suppression from the far surround, which is weaker than from the 

near surround, was delayed in the middle of L4C, suggestive of a cortical origin. The 

large gap between the inner radius of the annular grating in the far surround and the edge 

of the RF makes it unlikely for the far surround stimuli to engage the spatially restricted 

LGN afferents. An interesting result was that stimulating the RF, near and far surround 

regions all at the same time by a large 20° grating disk, located the earliest suppression in 

the middle of L4C, as fast as L4B/4C𝛼𝛼, suggesting involvement of LGN and horizontal 
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connections in L4B/4C𝛼𝛼 together.  

By measuring the time difference of response to iso- and cross-oriented RF-surround 

stimulation, we found that tuned near surround suppression again emerged first in 

L4B/4C𝛼𝛼 and top IG layers (L5). The tuning in the near surround can be computed by 

existing long-range connections that might be orientation specific in L4B/4C𝛼𝛼. Also, 

there are horizontal connections in L5 that are possibly involved. Earlier studies reported 

that surround suppression from LGN is not as orientation specific as surround 

suppression in the cortex is (Ozeki et al., 2004), so a role of thalamic afferents in the 

generation of orientation tuning is ruled out. Overall, these findings imply that untuned 

near surround suppression is generated by LGN afferents but the tuned element in near 

surround is conveyed by orientation tuned horizontal connections or possibly feedback 

inputs to L4B. However, far surround suppression, which is occurring out of the thalamic 

recipient layers, is initiated by feedback projections terminating in layers such as L1/2A 

and low IG, where suppression happens quickly. The distal dendrites of some IG and 

L4B cells terminating in L1 could be suppressed by feedback inputs to these layers. Also, 

the basal dendrites of top IG in low IG neurons might integrate feedback inputs to these 

layers due to far surround stimulation and generate suppression in top IG. 

Other studies reported that the untuned suppression could be as fast as the RF 

response onset, suggesting a subcortical origin (Cavanaugh et al., 2002; Webb et al., 

2005; Xing et al., 2005), but the tuned component of suppression occurs later in time, by 

about 17 ms delay, suggesting a cortical origin such as recurrent intra-V1 connections 

(Xing et al., 2005). Another recent study by Henry et al. (2013) found suppression to 

occur in the first 25ms after RF response onset, while the tuned component of 
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suppression emerged about 25ms later suggesting two different mechanisms. In Chapter 

4, we found two different populations of cells, in one population, the orientation tuning of 

surround suppression occurred as fast as untuned suppression. However, for the second 

group, tuned suppression emerged later than untuned suppression. This outcome suggests 

that there might be two different mechanisms: one is generating both suppression and 

tuning that could have cortical origin, while the other one suggest that there are chains of 

synapses to generate tuning after suppression is emerged.  

We were also interested to study the oscillations of LFP signal that are thought to 

reflect interactions of inhibitory and excitatory recurrent loops in the cortex (Fries et al., 

2002; Berens et al., 2008). In addition, the power increase and coherency between 

different frequencies are thought to play an important role in encoding brain synchrony in 

various cortices involved in cognitive tasks, such as attention (Jensen et al., 2007), 

sensory stimulation (Fries et al., 2002) and feature binding tasks (Singer and Gray, 1995). 

In Chapter 5, we specifically measured the power increase of different frequency bands, 

while stimulating the near and far surround with grating patches that were located on 

either the collinear or orthogonal axis relative to the cell’s orientation preference. We 

studied this stimulus configuration because it has been shown that stimulation of the 

surround along a collinear configuration enhanced the neuronal responses compared to 

orthogonal position when the RF was also stimulated (Kapadia et al., 1995; Polat et al., 

1998). This was proposed to underlie contour completion. 

We found that alpha, beta, and gamma bands showed power increases compared to 

the power during baseline activity during the transient part of the response (0-200ms) to 

the collinear condition compared with the orthogonal one, while the patches were 
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positioned in either the near or far surround. The main difference of our stimuli compared 

to those used in previous studies is that we did not stimulate the RF. So we could not 

measure the facilitatory or suppressive effects of collinear versus noncollinear stimuli on 

spiking activity. Our findings suggest that horizontal and feedback connections that serve 

as the main circuits for near and far surround, respectively, and contact both excitatory 

and inhibitory neurons are presumably generating recurrent neuronal oscillations. The 

preference of recurrent oscillations to collinear stimuli over noncollinear stimuli, denote 

that feedback and horizontal connections are organized in an anisotropic fashion in the 

visual field. This finding is consistent with some other reports that feedback from V2 to 

V1 is patchy, anisotropic in visual field, and orientation specific (Angelucci et al., 2002), 

resembling the functional organization of horizontal connections, which have also been 

shown to link neurons with similar orientation preference along a collinear axis (Malach 

et al., 1993; Bosking et al., 1997). However, these anatomical studies are not consistent 

with  other reports of divergent (Maunsell and Van Essen, 1983; Ungerleider and 

Desimone, 1986) and orientation-unspecific feedback (Stettler et al., 2002).  

We also found that during the sustained part of the response to visual stimuli (200-

400ms) just the low gamma band (30-58Hz) showed significant differences in power 

between collinear and noncollinear conditions in the far surround. We also observed this 

selectivity for collinear patches in both supra- and infra-granular layers. In contrast to 

other reports (Gieselmann and Thiele, 2008) showing that annular gratings in the 

surround alone did not evoke gamma power increases, we found that collinear patches 

stimulating the surround alone could entrain brain oscillations stronger than noncollinear 

ones. This could be due to differences between annular and patch gratings, suggesting 
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that patch gratings are stimulating the patchy underlying circuit in a selective way, while 

the annular gratings are stimulating the whole surround region. In sum, the increase in the 

power of low gamma band during the sustained part of the response to stimulus 

presentation, which is comparable to other reports, suggests that the recurrent inhibitory 

and excitatory loops, generating gamma oscillations, are aligned in collinear fashion in 

the visual field. 

 

6.2 Future Directions 

In this dissertation, we investigated the role of different layers in the processing of 

surround modulation, which is a fundamental property of V1 neuronal responses. It is 

shown here that feedback, feedforward, and intrinsic V1 connections that have distinct 

patterns of projections across layers result in functional differences across layers.  

In order to study the causal role of each connection type one could manipulate each 

circuit in the corresponding layer using “optogenetics” in a precisely timely manner. This 

methodological approach allows to silence or activate specific cell types expressing 

specific ion channels that are sensitive to light wavelengths (Boyden et al., 2005). The 

channels are expressed in the brain of the animal model either by transgenic mutations 

(such as in mice) or viral vectors (such as in primates). Despite the limitations of this 

approach, for example, low level of channel expressions in primates, optogenetic tools 

provide the opportunity to manipulate the desired brain circuits and cell types to study 

their functional roles. In particular, related to the present study, one can inactivate 

feedback terminals of V2 in L1/2A of V1 that express the inhibitory opsin (e.g., 

Archerhodopsin) and inactivate them by a laser light (green) while stimulating the 
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cortical column using far surround gratings. In this case, measuring the amount of 

suppression in each layer, such as L5 that have distal dendrites in L1/2A and comparing it 

to the control condition (no light) would allow to determine how much of the suppression 

in L5 is generated by feedback from V2.  

Also, studying the physiological measures of V1 layers in response to simple grating 

patches or annuli does not necessarily imply that processing of natural images across 

layers would be similar. For instance, it has been shown that there is enhanced responses 

to feature contrasts under natural stimulations of RF (Felsen et al., 2005). Also, surround 

stimulation in natural images increases the efficiency of the transformed information 

(Vinje and Gallant, 2002). Thus, studying the laminar responses to stimulation of 

different image properties such as contrast, orientation contents and different regions of 

the image would be beneficial to tease out which image properties are encoded by each 

cortical layer.  

In addition, studying the temporal profile of each frequency band would provide a 

robust measure of the involved circuitry in processing of collinear patches. In particular, 

by measuring the time frequency of the gamma band one could distinguish in which time 

point and in which layer the gamma increase is happening. Also, applying the granger 

causality analysis to the time frequency data would be beneficial to probe the functional 

connectivity between layers in response to visual stimuli.  

The present dissertation provides a thorough understanding of how V1 layers are 

involved in processing of simple sensory stimuli. Benefiting from the presented methods 

and results, role of laminar networks in computation of sensory stimuli could be 

investigated in other cortices that have similar laminar structures.  
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