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#### Abstract

We analytically study proximity and distance properties of various kernels and similarity measures on graphs. This helps to understand the mathematical nature of such measures and can potentially be useful for recommending the adoption of specific similarity measures in data analysis.


## 1. Introduction

Until the 1960s, mathematicians studied only one distance for graph vertices, the shortest path distance [6]. In 1967, Gerald Sharpe proposed the electric distance [42]; then it was rediscovered several times. For some collection of graph distances, we refer to [19, Chapter 15].

Distances $\sqrt{2}$ are treated as dissimilarity measures. In contrast, similarity measures are maximized when every distance is equal to zero, i.e., when two arguments of the function coincide. At the same time, there is a close relation between distances and certain classes of similarity measures.

One of such classes consists of functions defined with the help of kernels on graphs, i.e., positive semidefinite matrices with indices corresponding to the nodes. Every kernel is the Gram matrix of some set of vectors in a Euclidean space, and Schoenberg's theorem [39, 40] shows how it can be transformed into the matrix of Euclidean distances between these vectors.

Another class consists of proximity measures characterized by the triangle inequality for proximities. Every proximity measure $\kappa(x, y)$ generates a

[^0]distance [14] by means of the $d(x, y)=\frac{1}{2}(\kappa(x, x)+\kappa(y, y))-\kappa(x, y)$ transformation, and for some subclasses of proximity measures, the inverse transformation can also be specified.

Furthermore, it turns out that many similarity measures are transitional measures [8, 11], in particular, they satisfy the inequality $s_{i j} s_{j k} \leq s_{i k} s_{j j}$ and so they can be transformed into proximities by means of the logarithmic transformation.

Distances and similarity measures on graphs are widely used in data analysis, especially, in graph-based supervised, semi-supervised, and unsupervised machine learning, see, e.g., [1, 2, 3, 5, 7, 21, 25, 26, 35, 36, 37, 47] and references therein. In a number of studies including [28, 33, 45], comparative ability of various measures to detect communities and predict links has been explored. However, in such studies, the authors do not focus on the mathematical properties of the measures under consideration.

The purpose of this paper is to start filling this gap. We consider a number of well-known and recently proposed similarity measures on graphs (including weighted graphs) defined in terms of one of the following basic matrices: the weighted adjacency matrix, the Laplacian matrix, and the (stochastic) Markov matrix. We explore their basic mathematical properties, in particular, we find out whether they belong to the classes of kernels or proximities and study the properties of distances related to them. This helps to reveal the nature of such measures and can be considered as a step towards a mathematical theory of similarity / dissimilarity measures on graphs.

## 2. Definitions and preliminaries

The weighted adjacency matrix $W=\left(w_{i j}\right)$ of a weighted undirected graph $G$ with vertex set $V(G)=\{1, \ldots, n\}$ is the matrix with elements

$$
w_{i j}= \begin{cases}\text { weight of edge }(i, j), & \text { if } i \sim j, \\ 0, & \text { otherwise }\end{cases}
$$

In what follows, $G$ is connected.
The ordinary (or combinatorial) Laplacian matrix $L$ of $G$ is defined as follows: $L=D-W$, where $D=\operatorname{Diag}(W \cdot \mathbf{1})$ is the degree matrix of $G$, $\operatorname{Diag}(\boldsymbol{x})$ is the diagonal matrix with vector $\boldsymbol{x}$ on the main diagonal, and $\mathbf{1}=(1, \ldots, 1)^{T}$. In most cases, the dimension of $\mathbf{1}$ is clear from the context.

Informally, given a weighted graph $G$, a similarity measure on the set of its vertices $V(G)$ is a function $\kappa: V(G) \times V(G) \rightarrow \mathbb{R}$ that characterizes similarity (or affinity, or closeness) between the vertices of $G$ in a meaningful manner and thus is intuitively and practically adequate for empirical applications [2, 20, 26, 36].

A kernel on graph is a graph similarity measure that has an inner product representation. All the inner product matrices (also called Gram matrices) with real entries are symmetric positive semidefinite matrices. On the other hand, any semidefinite matrix has a representation as a Gram matrix with respect to the Euclidean inner product [27].

We note that following [34, 44] we prefer to write kernel on graph rather than graph kernel, as the notion of "graph kernel" refers to a kernel between graphs [46].

A proximity measure (or simply proximity) [14] on a set $A$ is a function $\kappa: A \times A \rightarrow \mathbb{R}$ that satisfies the triangle inequality for proximities, viz.:
For any $x, y, z \in A, \kappa(x, y)+\kappa(x, z)-\kappa(y, z) \leq \kappa(x, x)$, and if $z=y$ and $y \neq x$, then the inequality is strict.

A proximity $\kappa$ is a $\Sigma$-proximity $(\Sigma \in \mathbb{R})$ if it satisfies the normalization condition: $\sum_{y \in A} \kappa(x, y)=\Sigma$ for any $x \in A$.

By setting $z=x$ in the triangle inequality for proximities and using the arbitrariness of $x$ and $y$ one verifies that any proximity satisfies symmetry: $\kappa(x, y)=\kappa(y, x)$ for any $x, y \in A$. Consequently, if $\kappa(x, y)$ is a proximity, then $-\kappa(x, y)$ is a protometric [18, 19].

Furthermore, any $\Sigma$-proximity has the egocentrism property: $\kappa(x, x)>$ $\kappa(x, y)$ for any distinct $x, y \in A$ [14]. If $\kappa(x, y)$ is represented by a matrix $K=\left(K_{x y}\right)=(\kappa(x, y))$, then egocentrism of $\kappa(x, y)$ amounts to the strict entrywise diagonal dominance of $K$.

If $\boldsymbol{x}_{i}$ and $\boldsymbol{x}_{j}$ are two points in the Euclidean space $\mathbb{R}^{n}$, then $\left\|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right\|_{2}^{2}$ is the squared distance between $\boldsymbol{x}_{i}$ and $\boldsymbol{x}_{j}$. Schoenberg's theorem establishes a connection between positive semidefinite matrices (kernels) and matrices of Euclidean distances.

Theorem $1([\mathbf{3 9}, 40])$. Let $K$ be an $n \times n$ symmetric matrix. Define the matrix

$$
\begin{equation*}
\mathcal{D}=\left(d_{i j}\right)=\frac{1}{2}\left(\operatorname{diag}(K) \cdot \mathbf{1}^{T}+\mathbf{1} \cdot \operatorname{diag}(K)^{T}\right)-K, \tag{1}
\end{equation*}
$$

where $\operatorname{diag}(K)$ is the vector consisting of the diagonal entries of $K$. Then there exists a set of vectors $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n} \in \mathbb{R}^{n}$ such that $d_{i j}=\left\|\boldsymbol{x}_{i}-\boldsymbol{x}_{j}\right\|_{2}^{2}$ $(i, j=1, \ldots, n)$ if and only if $K$ is positive semidefinite.

In the case described in Theorem $1, K$ is the Gram matrix of $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}$. Given $K$, these vectors can be obtained as the columns of the unique positive semidefinite real matrix $B$ such that $B^{2}=B^{T} B=K . B$ has the expression $B=U \Lambda^{1 / 2} U^{*}$, where $\Lambda=\operatorname{Diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right), \Lambda^{1 / 2}=\operatorname{Diag}\left(\lambda_{1}^{1 / 2}, \ldots, \lambda_{n}^{1 / 2}\right)$, and $A=U \Lambda U^{*}$ is the unitary decomposition of $A$ [27, Corollary 7.2.11].

Connections between proximities and distances are established in [14].

Theorem 2. For any proximity $\kappa$ on a finite set $A$, the function

$$
\begin{equation*}
d(x, y)=\frac{1}{2}(\kappa(x, x)+\kappa(y, y))-\kappa(x, y), \quad x, y \in A \tag{2}
\end{equation*}
$$

is a distance function $A \times A \rightarrow \mathbb{R}$.
This theorem follows from the proof of Proposition 3 in [14].
Corollary 1. Let $\mathcal{D}=\left(d_{x y}\right)$ be obtained by (11) from a square matrix $K$. If $\mathcal{D}$ has negative entries or $\sqrt{d_{x y}}+\sqrt{d_{y z}}<\sqrt{d_{x z}}$ for some $x, y, z \in\{1, \ldots, n\}$, then the function $\kappa(x, y)=K_{x y}, x, y \in\{1, \ldots, n\}$ is not a proximity.

Proof. If $\sqrt{d_{x y}}+\sqrt{d_{y z}}<\sqrt{d_{x z}}$, then $d_{x y}+d_{y z}+2 \sqrt{d_{x y} d_{y z}}<d_{x z}$, i.e., the function $d(x, y)=d_{x y}$ violates the ordinary triangle inequality. Thus, it is not a distance, as well as in the case where $\mathcal{D}$ has negative entries. Hence, by Theorem 2, $\kappa$ is not a proximity.

The following theorem describes a one-to-one correspondence between distances and $\Sigma$-proximities with a fixed $\Sigma$ on the same finite set.

Theorem 3 ([14]). Let $\boldsymbol{S}$ and $\boldsymbol{D}$ be the set of $\Sigma$-proximities on $A(|A|=n$; $\Sigma \in \mathbb{R}$ is fixed) and the set of distances on $A$, respectively. Consider the mapping $\psi(\kappa)$ defined by (2) and the mapping $\varphi(d)$ defined by

$$
\begin{equation*}
\kappa(x, y)=d(x, \cdot)+d(y, \cdot)-d(x, y)-d(\cdot, \cdot)+\frac{\Sigma}{n}, \tag{3}
\end{equation*}
$$

where $d(x, \cdot)=\frac{1}{n} \sum_{y \in A} d(x, y)$ and $d(\cdot, \cdot)=\frac{1}{n^{2}} \sum_{y, z \in A} d(y, z)$. Then $\psi(\boldsymbol{S})=$ $\boldsymbol{D}, \varphi(\boldsymbol{D})=\boldsymbol{S}$, and $\varphi(\psi(\kappa)), \kappa \in \boldsymbol{S}$ and $\psi(\varphi(d)), d \in \boldsymbol{D}$ are identity transformations.

Remark 1. The $K \rightarrow \mathcal{D}$ transformation (11) is the matrix form of (2). The matrix form of (3) is

$$
\begin{equation*}
K=-H \mathcal{D} H+\Sigma J \tag{4}
\end{equation*}
$$

where $J=\frac{1}{n} \mathbf{1} \cdot \mathbf{1}^{T}$ and $H=I-J$ is the centering matrix.

## 3. Kernel, proximity, and distance properties

### 3.1. Adjacency matrix based kernels

Let us consider several kernels on graphs based on the weighted adjacency matrix $W$ of a graph.

### 3.1.1. Katz kernel

The Katz kernel [31] (also referred to as walk proximity 15] and von Neumann ${ }^{3}$ diffusion kernel [30, 43]) is defined ${ }^{4}$ as follows:

$$
K^{\mathrm{Katz} z}(\alpha)=\sum_{k=0}^{\infty}(\alpha W)^{k}=[I-\alpha W]^{-1}
$$

with $0<\alpha<(\rho(W))^{-1}$, where $\rho(W)$ is the spectral radius of $W$.
It is easy to see that $[I-\alpha W]$ is an M-matrix ${ }^{5}$, i.e., a matrix of the form $A=q I-B$, where $B=\left(b_{i j}\right)$ with $b_{i j} \geq 0$ for all $1 \leq i, j \leq n$, while $q$ exceeds the maximum of the moduli of the eigenvalues of $B$ (in the present case, $q=1$ ). Thus, $[I-\alpha W]$ is a symmetric M-matrix, i.e., a Stieltjes matrix. Consequently, $[I-\alpha W]$ is positive definite and so is $K^{\text {Katz }}(\alpha)=[I-\alpha W]^{-1}$. Thus, by Schoenberg's theorem, $K^{\text {Katz }}$ can be transformed by (1) into a matrix of squared Euclidean distances.

Moreover, the Katz kernel has the following properties:
If $[I-\alpha W]$ is row diagonally dominant, i.e., $\left|1-\alpha w_{i i}\right| \geq \alpha \sum_{j \neq i}\left|w_{i j}\right|$ for all $i \in V(G)$ (by the finiteness of the underlying space, one can always choose $\alpha$ small enough such that this inequality becomes valid) then

- $K^{\text {Katz }}(\alpha)$ satisfies the triangle inequality for proximities (see Corollary 6.2.5 in [32]), therefore, transformation (22) provides a distance on $V(G)$;
- $K^{\mathrm{Katz}}(\alpha)$ satisfies egocentrism (i.e., strict entrywise diagonal dominance; see also Metzler's property in [32]).

Thus, in the case of row diagonal dominance of $[I-\alpha W]$, the Katz kernel is a non-normalized proximity.

### 3.1.2. Communicability kernel

The communicability kernel [25, 22, 23] is defined as follows:

$$
K^{\mathrm{comm}}(t)=\exp (t W)=\sum_{k=0}^{\infty} \frac{t^{k}}{k!} W^{k}
$$

[^1](We shall use letter " $t$ " whenever some notion of time can be attached to the kernel parameter; otherwise, we shall keep using letter " $\alpha$ ".) It is an instance of symmetric exponential diffusion kernels [34]. Since $K^{\text {comm }}$ is positive semidefinite, by Schoenberg's theorem, it can be transformed by (11) into a matrix of squared Euclidean distances. However, this does not imply that $K^{\mathrm{comm}}$ is a proximity.

In fact, it is easy to verify that for the graph $G$ with weighted adjacency matrix

$$
W=\left(\begin{array}{llll}
0 & 2 & 0 & 0  \tag{5}\\
2 & 0 & 1 & 0 \\
0 & 1 & 0 & 2 \\
0 & 0 & 2 & 0
\end{array}\right),
$$

$K^{\text {comm }}(1)$ violates the triangle inequality for proximities on the triple of vertices $(1,2,3)$ (the " $x$ " element of the inequality is given in bold). On the other hand, $K^{\text {comm }}(t) \rightarrow I$ as $t \rightarrow 0$, which implies that $K^{\text {comm }}(t)$ with a sufficiently small $t$ is a [non-normalized] proximity.

Note that the graph corresponding to (5) is a weighted path $1-2-3-4$, and immediate intuition suggests the inequality $d(1,2)<d(1,3)<d(1,4)$ for a distance on its vertices. However, $K^{\text {comm }}(3)$ induces a Euclidean distance for which $d(1,3)>d(1,4)$. For $K^{\text {comm }}(4.5)$ we even have $d(1,2)>d(1,4)$. However, $K^{\text {comm }}(t)$ with a small enough positive $t$ satisfies the common intuition.

By the way, the Katz kernel behaves similarly: when $\alpha>0$ is sufficiently small, it holds that $d(1,2)<d(1,3)<d(1,4)$, but for $\alpha>0.375$, we have $d(1,3)>d(1,4)$. Moreover, if $0.38795<\alpha<(\rho(W))^{-1}$, then $d(1,2)>d(1,4)$ is true.

### 3.1.3. Double-factorial similarity

The double-factorial similarity [24] is defined as follows:

$$
K^{\mathrm{df}}(t)=\sum_{k=0}^{\infty} \frac{t^{k}}{k!!} W^{k}
$$

As distinct from the communicability measure, $K^{\mathrm{df}}$ is not generally a kernel. Say, for the graph with weighted adjacency matrix (5), $K^{\text {df }}(1)$ has two negative eigenvalues. Therefore $K^{\text {df }}$ does not generally induce a set of points in $\mathbb{R}^{n}$, nor does it induce a natural Euclidean distance on $V(G)$.

Furthermore, in this example, matrix $\mathcal{D}$ obtained from $K^{\mathrm{df}}(1)$ by (1) has negative entries. Therefore, by Corollary [1, the function $\kappa(x, y)=K_{x y}^{\mathrm{df}}(1)$, $x, y \in V(G)$ is not a proximity.

However, as well as $K^{\text {comm }}(t), K^{\mathrm{df}}(t) \rightarrow I$ as $t \rightarrow 0$. Consequently, all eigenvalues of $K^{\mathrm{df}}(t)$ converge to 1 , and hence, $K^{\mathrm{df}}(t)$ with a sufficiently
small positive $t$ satisfies the triangle inequality for proximities. Thus, $K^{\mathrm{df}}(t)$ with a small enough positive $t$ is a kernel and a [non-normalized] proximity.

### 3.2. Laplacian based kernels

### 3.2.1. Heat kernel

The heat kernel is a symmetric exponential diffusion kernel [34] defined as follows:

$$
K^{\text {heat }}(t)=\exp (-t L)=\sum_{k=0}^{\infty} \frac{(-t)^{k}}{k!} L^{k},
$$

where $L$ is the ordinary Laplacian matrix of $G$.
$K^{\text {heat }}(t)$ is positive-definite for all values of $t$, and hence, it is a kernel. Then, by Schoenberg's theorem, $K^{\text {heat }}$ induces a Euclidean distance on $V(G)$. For our example (5), this distance for all $t>0$ obeys the intuitive inequality $d(1,2)<d(1,3)<d(1,4)$.

On the other hand, $K^{\text {heat }}$ is not generally a proximity. E.g., for the example (5), $K^{\text {heat }}(t)$ violates the triangle inequality for proximities on the triple of vertices $(1,2,3)$ whenever $t>0.431$. As well as for the communicability kernel, $K^{\text {heat }}(t)$ with a small enough $t$ is a proximity. Moreover, it is a $1-$ proximity, as in the above series expansion, $L$ has row sums 0 , while $L^{0}=I$ has row sums 1 . Thus, the 1-normalization condition is satisfied for any $t>0$.

### 3.2.2. Normalized heat kernel

The normalized heat kernel is defined as follows:

$$
K^{\text {n-heat }}(t)=\exp (-t \mathcal{L})=\sum_{k=0}^{\infty} \frac{(-t)^{k}}{k!} \mathcal{L}^{k},
$$

where $\mathcal{L}=D^{-1 / 2} L D^{-1 / 2}$ is the normalized Laplacian, $D$ being the degree matrix of $G$ [16].

For this kernel, the main conclusions are the same as for the standard heat kernel. For the example (5), $K^{\text {heat }}(t)$ violates the triangle inequality for proximities on the triple of vertices $(1, \mathbf{2}, 3)$ when $t>1$.497. It is curious to observe that the triangle inequality of the example (5) is violated starting with a larger value of $t$ in comparison with the case of the standard heat kernel. An important distinction is that generally, $\mathcal{L}$ has nonzero row sums. As a result, $K^{\text {n-heat }}$ does not satisfy the normalization condition, and even for small $t>0, K^{\mathrm{n} \text {-heat }}$ is a non-normalized proximity.

### 3.2.3. Regularized Laplacian kernel

The regularized Laplacian kernel, or forest kernel is defined [12] as follows:

$$
K^{\mathrm{regL}}(t)=[I+t L]^{-1},
$$

where $t>0$.
As was shown in [13, 15], the regularized Laplacian kernel is a 1-proximity and a row stochastic matrix. Since $[I+t L]$ is positive definite, so is $[I+t L]^{-1}$, and by Schoenberg's theorem, $K^{\text {regL }}$ induces a Euclidean distance on $V(G)$.

For the example (5), the induced distances corresponding to $K^{\text {regL }}$ always satisfy $d(1,2)<d(1,3)<d(1,4)$. Regarding the other properties of $K^{\mathrm{regL}}$, we refer to [13, 3].

It is the first encountered example of similarity measure that satisfies the both distance and proximity properties for all values of the kernel parameter.

### 3.2.4. Absorption kernel

The absorption kernel [29] is defined as follows:

$$
K^{\text {absorp }}(t)=[t A+L]^{-1}, \quad t>0
$$

where $A=\operatorname{Diag}(\boldsymbol{a})$ and $\boldsymbol{a}=\left(a_{1}, \ldots, a_{n}\right)^{T}$ is called the vector of absorption rates and has positive components. As $K^{\text {absorp }}\left(t^{-1}\right)=t(A+t L)^{-1}$, this kernel is actually a generalization of the previous one.

Since $[t A+L]$ is positive definite, Schoenberg's theorem attaches a matrix of squared Euclidean distances to $K^{\text {absorp }}(t)$.
$[t A+L]$ is a row diagonally dominant Stieltjes matrix, hence, by Corollary 6.2 .5 in [32] we conclude that $K^{\text {absorp }}$ satisfies the triangle inequality for proximities, i.e., $K^{\text {absorp }}$ is a proximity (but not generally a $\Sigma$-proximity).

### 3.3. Markov matrix based kernels and measures

### 3.3.1. Personalized PageRank

Personalized PageRank (PPR) similarity measure [38] is defined as follows:

$$
K^{\mathrm{PPR}}(\alpha)=[I-\alpha P]^{-1}
$$

where $P=D^{-1} W$ is a row stochastic (Markov) matrix, $D$ is the degree matrix of $G$, and $0<\alpha<1$, which corresponds to the standard random walk on the graph.

In general, $K^{\mathrm{PPR}}(\alpha)$ is not symmetric, so it is not positive semidefinite, nor is it a proximity.

Moreover, the functions $d(x, y)$ obtained from $K^{\text {PPR }}$ by transformation $\sqrt[6]{6}$

$$
\begin{equation*}
d(x, y)=\frac{1}{2}(\kappa(x, x)+\kappa(y, y)-\kappa(x, y)-\kappa(y, x)) \tag{6}
\end{equation*}
$$

need not generally be distances. Say, for

$$
W=\left(\begin{array}{lllll}
0 & 2 & 0 & 0 & 0  \tag{7}\\
2 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 2 \\
0 & 0 & 0 & 2 & 0
\end{array}\right)
$$

with $K^{\mathrm{PPR}}(\alpha)$, one has $d(1,3)+d(3,4)<d(1,4)$ whenever $\alpha>0.9515$.
$K^{\mathrm{PPR}}$ has only positive eigenvalues. However, its symmetrized counterpart $\frac{1}{2}\left(K^{\mathrm{PPR}}+\left(K^{\mathrm{PPR}}\right)^{T}\right)$ may have a negative eigenvalue (say, with $\alpha \geq 0.984$ for (5) or with $\alpha \geq 0.98$ for (77)). Thus, it need not be positive semidefinite and, consequently, by Theorem [1, $\mathcal{D}$ obtained from it by (1) (or from $K^{\text {PPR }}$ by (6)) is not generally a matrix of squared Euclidean distances.
$K^{\mathrm{PPR}}$ satisfies the normalization condition. For a small enough $\alpha$, it can be transformed (as well as $K^{\text {comm }}$ and $K^{\mathrm{df}}$ ) into a distance matrix using (6).

On the other hand, one can slightly modify Personalized PageRank so it becomes a proximity. Rewrite $K^{\mathrm{PPR}}$ as follows:

$$
\left[I-\alpha D^{-1} W\right]^{-1}=[D-\alpha W]^{-1} D
$$

Then consider

### 3.3.2. Modified Personalized PageRank

$$
K^{\operatorname{modifPPR}}(\alpha)=\left[I-\alpha D^{-1} W\right]^{-1} D^{-1}=[D-\alpha W]^{-1}, \quad 0<\alpha<1,
$$

which becomes a non-normalized proximity by Corollary 6.2.5 in 32]. In particular, the triangle inequality becomes

$$
\frac{K_{i i}^{\mathrm{PPR}}(\alpha)}{d_{i}}-\frac{K_{j i}^{\mathrm{PPR}}(\alpha)}{d_{i}}-\frac{K_{i k}^{\mathrm{PPR}}(\alpha)}{d_{k}}+\frac{K_{j k}^{\mathrm{PPR}}(\alpha)}{d_{k}} \geq 0
$$

[^2]which looks like an interesting inequality for Personalized PageRank. Due to symmetry, $K_{i j}^{\text {modifPPR }}=K_{j i}^{\text {modifPPR }}$, and we obtain an independent proof of the following identity for Personalized PageRank [2]:
$$
\frac{K_{i j}^{\mathrm{PPR}}(\alpha)}{d_{j}}=\frac{K_{j i}^{\mathrm{PPR}}(\alpha)}{d_{i}}
$$

Note that replacing the Laplacian matrix $L=D-W$ with $D-\alpha W$ is a kind of alternative regularization of $L$. Being diagonally dominant,

$$
\begin{equation*}
D-\alpha W=\bar{d} I-(\bar{d} I-D+\alpha W) \tag{8}
\end{equation*}
$$

(where $\bar{d}$ is the maximum degree of the vertices of $G$ ) is a Stieltjes matrix. Consequently, $D-\alpha W$ is positive definite and so is $K^{\text {modifPPR }}(\alpha)=[D-$ $\alpha W]^{-1}$. Thus, by Schoenberg's theorem, $K^{\text {modifPPR }}$ can be transformed by (11) into a matrix of squared Euclidean distances.

We note that Personalized PageRank can be generalized by using nonhomogeneous restart [4], which will lead to the discrete-time analog of the absorption kernel. However, curiously enough, the discrete-time version has a smaller number of proximity-distance properties than the continuous-time version.

### 3.3.3. PageRank heat similarity measure

PageRank heat similarity measure [17] is defined as follows:

$$
K^{\text {heatPPR }}(t)=\exp (-t(I-P))
$$

Basically, the properties of this measure are similar to those of the standard Personalized PageRank. Say, for the example (7) with $K^{\text {heatPPR }}$, one has $d(1,2)+d(2,3)<d(1,3)$ whenever $t>1.45$.

### 3.4. Logarithmic similarity measures and transitional properties

Given a strictly positive similarity measure $s(x, y)$, the function $\kappa(x, y)=$ $\ln s(x, y)$ is the corresponding logarithmic similarity.

Using Theorem 2it can be verified [8] that whenever $S=\left(s_{i j}\right)=(s(i, j))$ produces a strictly positive transitional measure on $G$ (i.e., $s_{i j} s_{j k} \leq s_{i k} s_{j j}$ for all vertices $i, j$, and $k$, while $s_{i j} s_{j k}=s_{i k} s_{j j}$ if and only if every path from $i$ to $k$ visits $j$ ), we have that the logarithmic similarity $\kappa(x, y)=\ln s(x, y)$ produces a cutpoint additive distance, viz., a distance that satisfies $d(i, j)+$ $d(j, k)=d(i, k)$ iff every path from $i$ to $k$ visits $j$ :

$$
\begin{equation*}
d(i, j)=\frac{1}{2}(\kappa(i, i)+\kappa(j, j)-\kappa(i, j)-\kappa(j, i))=\ln \sqrt{\frac{s(i, i) s(j, j)}{s(i, j) s(j, i)}} . \tag{9}
\end{equation*}
$$

In the case of digraphs, five transitional measures were indicated in [8], namely, connection reliability, path accessibility with a sufficiently small parameter, walk accessibility, and two versions of forest accessibility; the undirected counterparts of the two latter measures were studied in [10] and [9], respectively.

Proposition 1. $K^{\text {absorp }}, K^{\mathrm{PPR}}$, and $K^{\text {modifPPR }}$ produce transitional measures.

Proof. For $K^{\text {absorp }}(t)=[t A+L]^{-1}$, let $h=\max _{i}\left\{a_{i} t+d_{i}-w_{i i}\right\}$, where $d_{i}$ is the degree of vertex $i$. Then $K^{\text {absorp }}(t)=[h I-(h I-t A-D+W)]^{-1}=$ [ $\left.I-W^{\prime}\right]^{-1} h^{-1}$, where $W^{\prime}=h^{-1}(h I-t A-D+W)$ is nonnegative with row sums less than 1 . Hence, $K^{\text {absorp }}(t)$ is positively proportional to the matrix $\left[I-W^{\prime}\right]^{-1}$ of walk weights of the graph with weighted adjacency matrix $W^{\prime}$.

Similarly, by (8), $K^{\text {modifPPR }}(\alpha)=[D-\alpha W]^{-1}=\left[I-W^{\prime \prime}\right]^{-1} \bar{d}^{-1}$, where $W^{\prime \prime}=\bar{d}^{-1}(\bar{d} I-D+\alpha W)$ is nonnegative with row sums less than 1 . Consequently, $K^{\text {modifPPR }}(\alpha)$ is proportional to the matrix of walk weights of the graph whose weighted adjacency matrix is $W^{\prime \prime}$.

Finally, $K^{\mathrm{PPR}}(\alpha)$ is the matrix of walk weights of the digraph with weighted adjacency matrix $\alpha P$.

Since by [8, Theorem 6], any finite matrix of walk weights of a weighted digraph produces a transitional measure, so do $K^{\text {absorp }}, K^{\text {PPR }}$, and $K^{\text {modifPPR }}$.

Thus, as by Proposition 1 and the results of [8], $K^{\text {Katz }}, K^{\text {regL }}, K^{\text {absorp }}$, $K^{\mathrm{PPR}}$, and $K^{\text {modifPPR }}$ produce transitional measures, we have that the corresponding logarithmic dissimilarities (9) are cutpoint additive distances.

Furthermore, if $S=\left(s_{i j}\right)=(s(i, j))$ produces a strictly positive transitional measure on $G$, then, obviously, $\kappa(x, y)=\ln s(x, y)$ satisfies $\kappa(y, x)+$ $\kappa(x, z)-\kappa(y, z) \leq \kappa(x, x)$, which coincides ${ }^{7}$ with the triangle inequality for proximities whenever $s(x, y)$ is symmetric. Therefore, as $K^{\text {Katz }}, K^{\text {regL }}$, $K^{\text {absorp }}$, and $K^{\text {modifPPR }}$ are symmetric, we obtain that the corresponding logarithmic similarities $\kappa(x, y)=\ln s(x, y)$ are proximities.
$K^{\mathrm{PPR}}$ is not generally symmetric, however, it can be observed that $\widetilde{K}^{\mathrm{PPR}}$ such that $\widetilde{K}_{i j}^{\mathrm{PPR}}=\sqrt{K_{i j}^{\mathrm{PPR}} K_{j i}^{\mathrm{PPR}}}$ is symmetric and produces the same logarithmic distance (9) as $K^{\mathrm{PPR}}$. Hence, the logarithmic similarity $\kappa(x, y)=$ $\ln \widetilde{K}_{x y}^{\mathrm{PPR}}$ is a proximity.

At the same time, the above logarithmic similarities are not kernels, as the corresponding matrices have negative eigenvalues.

[^3]This implies that being a proximity is not a stronger property than being a kernel. By Corollary 1, the square root of the distance induced by a proximity is also a distance. However, this square rooted distance need not generally be Euclidean, thus, Theorem $\mathbb{1}$ is not sufficient to conclude that the initial proximity is a kernel.

It can be verified that all logarithmic measures corresponding to the similarity measures under study preserve the natural order of distances $d(1,2)<$ $d(1,3)<d(1,4)$ for the example (5).

## 4. Conclusion

We have considered similarity measures on graphs based upon three fundamental graph matrices: the adjacency matrix, the Laplacian matrix, and the (stochastic) Markov matrix. For each measure, we examine if it is a kernel, if it is a proximity measure, and if it is a transitional measure: these classes are not nested. Regularized Laplacian turns out to be a similarity measure satisfying most of the properties, whereas the logarithmic similarity transformation appears to be useful as a tool for obtaining cutpoint additive distances. We are currently working on an understanding of what consequences the established properties have for machine learning algorithms.
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    ${ }^{1}$ This is the authors' version of a work that was submitted to Elsevier.
    ${ }^{2}$ In this paper, the term distance is used as a synonym of metric, i.e., every distance satisfies nonnegativity, symmetry, the identity of indiscernibles, and the triangle inequality.

[^1]:    ${ }^{3}$ M. Saerens [41] has remarked that a more suitable name could be Neumann diffusion kernel, referring to the Neumann series $\sum_{k=0}^{\infty} T^{k}$ (where $T$ is an operator) named after Carl Gottfried Neumann, while a connection of that to John von Neumann is not obvious (the concept of von Neumann kernel in group theory is essentially different).
    ${ }^{4}$ In fact, L. Katz considered $\sum_{k=1}^{\infty}(\alpha W)^{k}$.
    ${ }^{5}$ For the properties of M-matrices, we refer to [32].

[^2]:    ${ }^{6}$ If $K$ is symmetric, then (6) coincides with (2).

[^3]:    ${ }^{7}$ On various alternative versions of the triangle inequality, we refer to [18].

