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#### Abstract

This thesis develops an analytical approximation method to measure the performance of a multi-product unreliable production line with finite buffers between workstations. The performance measure used in this thesis is Total Cycle Time. The proposed approximation method generalizes the processing times to relax the variation of product types in a multi-product system.

A decomposition method is then employed to approximate the production rate of a multi-product production line. The decomposition method considers generally distributed processing times as well as random failure and repair. $\mathrm{A} \mathrm{GI} / \mathrm{G} / 1 / \mathrm{N}$ queuing model is also applied to obtain parameters such as blocking and starving probabilities that are needed for the approximation procedure.

Several numerical experiments under different scenarios are performed, and results are validated by simulation models in order to assess the accuracy and strength of the approximation method. Consequent analysis and discussion of the results is also presented.
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## CHAPTER 1

## INTRODUCTION

A manufacturing production line is a common type of production system. It is also known as transfer line or flow line and can be represented as a finite buffer tandem queuing system. In this thesis, we use the terms "production line" and "flow line" interchangeably. A production line consists of a number of workstations or machines in series with intermediate buffers between successive workstations or machines. Examples of flow lines can be observed in electronic components assembly and high-volume automotive parts production industries.

In a synchronized flow line system such as automatic transfer line and automatic assembly line, materials transfer from one work centre to the next at the same instant. In this system, the machines in the line are highly coupled and as soon as any machine breaks down all other machines in the line will be forced down at the next transfer instant. Unlike synchronized system, in an asynchronized flow line system, transfer of materials from one work centre to the next begins as soon as its processing at a work centre is complete and the next work centre has become free. In this system, a machine failure is considered to be equivalent to an extended processing time and eventually causes all other machines in the line to be forced down.

The amount of time the material (part) spends in a workstation may be considered as deterministic if it does not vary from one part to the next , and stochastic if it varies randomly from part to part. This randomness may be due to random processing times, random failure and repair events, or both (Dallery and Gershwin, 1992). The production
line dealt with in this thesis is asynchronous in nature, and failures and repairs are random with operation dependent failures. Parts are transferred to the next workstation via the intermediate buffer on a unit-by-unit basis.

In a flow line system, intermediate buffers are used to decouple the machines and to provide them with some independence in their operations. When a machine in a flow line fails or has a longer operation time, the machine upstream of it can still operate until the upstream buffer fills up, and the downstream machine can still operate until the downstream buffer becomes empty. If the buffer downstream of a machine fills up, the machine has to temporarily stop production until the buffer has space for more output. In this case, the machine is said to be blocked. A machine may also have to stop temporarily if the buffer upstream of it is empty; now the machine is said to be starved. The introduction of buffer minimizes the blocking and starvation times of the machines.

There are different ways to improve the performance of a flow line system, such as:
(a) Increase intermediate storage capacity (Buzacott, 1971), because such buffers may allow the machines to continue working when one of them is down
(b) Improve the availability of machines by providing some degree of parallelism at the stage level, because parallel machines can continue the function when one or more (not all) of the working machines fails (Aziz et al. 2010)
(c) Increase the working capacity of machines
(d) Perform preventive maintenance of the machines to improve machine reliability and hence availability by reducing failure rate

Every solution described above has merits as well as limitations. An increase of intermediate storage capacity and addition of parallel machines could be expensive and requires valuable floor space at the plant. There are also other cost factors involved such as holding cost and material handling cost associated with the in-process inventories on the buffer. Increasing the working capacity of machines is restricted by the design of the machines. Every machine has its designed maximum and rated speed. Running a machine beyond this recommended speed decreases the reliability and eventually the life of the machine. Failures of the machines may not be completely eliminated in a manufacturing system. However, they can be reduced with the implementation of preventive maintenance in a planned manner. The benefit of preventive maintenance depends on the frequency of use and costs involved. So, for the selection among the above solutions a performance evaluation model that shows the economic tradeoffs is needed.

There exist many different metrics that can be applied as a measure of performance in a manufacturing system. Production rate, average number of parts stored in intermediate buffers, and throughput time are among the most commonly used measures of performance in the literature. In this thesis we will introduce and use Total Cycle Time as the ultimate performance measure (the definition will be given later in this thesis).

Today, with the help of low cost automated machines and material handling systems, many small and medium sized companies are equipped with automated serial production systems capable of producing many different product types without major
changes in the system configuration. A good example of such systems is packaging lines in pharmaceutical or food industries that produce a large variety of product types.

However, in such systems, analyzing the performance will become complicated due to the variety of product types. Most of the existing studies in the area of manufacturing performance measurement have been focused on classic production lines that are traditionally assumed to produce single product type. In this thesis, we will present an approach to tackle performance evaluation problem in production lines that produce more than one product types.

In chapter 2 of this thesis, a review of literature is presented based on modeling techniques. Chapter 3 introduces notation, description of the problem, assumptions and develops a methodology to approximate Total Cycle time as the ultimate performance measure. It tackles the complexity of product type variation by introducing general performance measures that are independent of product type changes. It employs $\mathrm{GI} / \mathrm{G} / 1 / \mathrm{N}$ queuing model and decomposition method to approximate the general production rate as a key performance measure in this thesis.

Chapter 4 presents the application of the proposed analytical approximation method on several cases to examine its accuracy, strength and limitations. The method is compared with the results obtained by simulation. Finally, conclusions and future research directions are discussed in chapter 5.

## CHAPTER 2

## LITERATURE REVIEW

In this chapter, a review of previous research works in the area of performance evaluation of manufacturing systems is presented. This review is organized based on model development techniques. We can categorize models by their computational form. With this taxonomy, models are analytical or experimental (Askin, G., and Standridge, R., 1993). Analytical models represent a more mathematical abstraction of the real system and are mainly divided into two major sub-categories: Exact models and approximation models. Simulation models, on the other hand, are experimental. In addition to these categories, hybrid models may also be used. More explanation of each model development method and the related literature review is given in this chapter.

### 2.1 Exact Models

Johri (1987) developed a Linear Programming model in order to measure the cycle time in an automated serial production line where each workstation is prone to failure. The developed LP model provides a tool for the decision maker to study and analyze the effect of factors such as buffer size, batch (job) sequence, and batch size on the production line performance. However, stochastic nature of production systems is not considered in this study. Processing times are assumed to be deterministic and workstations are reliable (no failure can happen).

Buzacott (1971) presented some simple models of production-inventory systems and demonstrated how production capacity and flexibility is enhanced with the use of inventory banks. The models were developed with different sets of assumptions of breakdowns, processing times, repair times, and times between failures, and then, the usefulness and benefits of inventory banks (buffers) were analyzed. Unfortunately, as like as many other researchers in this area this study is limited to a single-product manufacturing system.

A linear programming model was proposed by Abdul-Kader (2006) by exploiting Johri (1987)'s multi-product model and further modified it by replacing machines' repair and downtimes with the insertion of fictive products to address the issue of capacity estimation/ improvement of a multi-stage, unreliable serial production line with finite buffers. The line could process a variety of products in batch according to a predefined sequence. Buffer contribution to minimize the cycle time of the production line was also addressed through experimental optimization. Compared to the Markovian approach and the approximation methods, this approach considers more parameters that have a direct impact on the capacity of the production line. These are the variety of products, the set-up times. Longer lines can be solved in a reasonable period of computational time. However, only deterministic processing times are considered in the proposed model.

Gaver (1962) considered a single server queue with Poisson arrival and general independent service time where the server is subject to random failure, and repair time is generally and independently distributed. This article introduces the notion of completion time as the duration of the period that elapses between the instant at which the service of
an Arrival (of the nth part) begins and that at which process of the next ( $\mathrm{n}+1$ )th does begin. Using this definition, it studies the effect of a certain class of interruptions (failures and repairs) upon a waiting line process. However, in this study, only a single-server single phase queuing model is analyzed.

Zipkin (1995) developed a performance measuring method for a flexible production-inventory system in a multi product environment. The whole production facility is assumed as a single server $\mathrm{M} / \mathrm{G} / 1$ queue. And then, two control policies are defined: First-come-first-serve (FCFS) policy, and Longest Queue (LQ) policy. A closed form measure of performance is derived for the first policy (FCFS), and an approximation method is proposed for the LQ policy. Finally, the numerical results are compared against the exact solution and simulation.

Banik and Gupta (2006) carry out the analysis of a finite and infinite buffer GI/MSP/1 queue (MSP stands for Morkovian Service Process; further explanation of queuing theories is given in chapter 3 of this thesis). For the finite buffer, they used the method of supplementary variable and embedded Markov chain. They also investigate the corresponding infinite capacity queuing system using a combination of the matrixgeometric technique and the classical argument based on the key renewal theorem. They derive explicit analytic expressions for the steady-state system length distribution at pre arrival and arbitrary epochs. The analysis of actual waiting time (in the system) is also presented.

Albores-Velasco and Tajonar-Sanabria (2004) analyze a queuing system with c servers, recurrent general arrivals, service type of Markovian type and common buffer of
finite capacity: GI/MSP/C/R. They continued the work of Bocharov (1996) who studied such a system but for one channel (server) case. Their study is based on a multidimensional ordering of the state set of the system.

Asmussen and Moller (2001) study waiting time distribution in $\mathrm{GI} / \mathrm{PH} / \mathrm{c}$ and MAP/PH/c (MAP stands for Markovian Arrival Process and PH for Phase type distribution) queues. They evaluate the steady state distribution of the waiting time W in a many-server queue with servers each having a phase-type service time distribution. First, they establish their model to tackle a queuing system where the service time distribution of servers is heterogeneous. Then, they develop their model in order to analyze the cases of service time being homogeneous. They derive the phase-type representation in a form which is explicit up to the solution of a matrix fixed point problem. They develop a model to calculate the steady state density and waiting time distribution for heterogeneous, and then homogenous servers. Their key new ingredient is a study of the not-all-busy period where some or all servers are idle.

Xu and Zhang (2006) investigate a multi-server with single vacation policy. Their model is suitable for a manufacturing system in which preventive maintenance is performed during servers' idle time. They consider a quasi-birth-and-death (QBD) process in order to characterize their model and to develop various stationary performance measures for their system.

Unfortunately, this author as like as most of other researchers in the area of queuing theories has considered multi servers only in parallel, and not in series.

Alexandros \& Chrissoleon (2008) propose an exact solution to a two stage one buffer flow line in which each stage consists of parallel servers. A Markov process model was analyzed and the transition equations of their model were derived and an algorithm that generates the transition matrix for any buffer size was developed. Once the transition equations are solved the performance measures for their model can be evaluated.

Exact mathematical methods usually provide us with optimal solutions and are analyzed using basic formulae and Markov processes, and in general via the use of transform methods. However, results are difficult to obtain due to the mathematical complexities, and are only available for short production lines. In theory, systems can be modeled via Markov chains for any number of stages; but in practice, it is very difficult to obtain exact analytical solutions of transfer lines with more than two machines. The reason is the number of system states in the Markov chain increases exponentially with the increase of machines and the inter-stage buffer capacity. For example, a line with four machines and inter-stage buffers of capacity 3 gives rise to a Markov chain with 19,402 states (Hillier and So, 1991).

Therefore, to cope with the complexity of exact mathematical solutions we make use of approximation methods; they attempt to use a rational method to find a good (nearly optimal) solution to the problem. In continue, a review of some existing approximation methods is given.

### 2.2 Approximation Models

Gershwin (1987a) extended the work of Schick and Gershwin (1978) on twostage model using decomposition technique. The idea of the decomposition technique is to decompose the analysis of a multi-stage line into the analysis of a set of two-machine lines, which are much easier to analyze. The set of two-machine lines is assumed to have equivalent or similar behaviors to the original system. He assumed a homogeneous processing rate but different repair and failure rates for all the machines in the line. Gershwin's model demonstrated the tradeoffs between buffer capacity and throughput. The algorithm was slow, lacked robustness and failed to converge at times.

The efficiency of Gershwin (1987a) algorithm was improved upon by Dallery et al. (1988) who proposed an efficient algorithm, known as DDX algorithm that solved the Gershwin equations in substantially less time.

Gershwin (1987b) made an attempt to treat three-parameter continuous material systems where he combined two equal processing rate machines together. The concept was, one machine would be accountable for the failure rate and the other would modify the machine speed. But this idea was proved unrealistic after the simulation experiments.

Tempelmeier and Burger (2001) propose a decomposition method in order to analyze the performance of non-homogeneous asynchronous Flow Production Systems (FPSs). They consider characteristics such as general processing time, unreliable stations, and scrapping for the studied FPSs. A GI/G/1/N queuing model is also used as a part of their proposed decomposition method. They compare their numerical results with an existing exact model for small reliable lines and with simulation results for larger
unreliable lines. The numerical study indicates that the approximation quality increases when the possibility of simultaneous blocking and starving is explicitly considered. It also shows a good accuracy of the proposed method especially for situations where the buffer size is in the same order of magnitude.

De Koster (1987) used repeated aggregation to multi-stage continuous flow lines of several unreliable machines separated by buffers for the prediction of line efficiency. He considered time dependent failure of the machines with exponentially distributed life and repair times. The basic idea of the aggregation technique is to reduce the system dimension by replacing a two-machine-one-buffer sub-line by one single equivalent machine in the system. Then this equivalent machine is combined with a buffer and a machine of the original line to form a new two-machine one-buffer sub-line, which is then aggregated into a single equivalent machine. This process is repeated until the last or first machine is reached, depending on the direction the aggregation is performed (Dallery and Gershwin 1992).

Haskose et al. (2003) develop an approximation model and algorithm for finding analytically the steady-state solutions for any form of arbitrary queuing networks. They apply work load control ideas to manage the operation of Make to Order production systems. They present various sets of experiments to examine and analyze relative value of work load control for controlling manufacturing lead times, job release and order acceptance, and to gain insight into how increased complexity can affect the performance measure.

In spite of the capability of solving considerably longer production lines, unfortunately, none of the aforementioned approximation methods do consider a production system with more than one product type.

### 2.3 Simulation Models

Methodologies other than Markov chain analysis and approximation techniques have also been used for model development. Simulation models are experimental and mimic the events that occur in the real system, allowing experimentation with operating parameters or control logic (Askin and Standridge, 1993).

Conway et al. (1988) used simulation to investigate the behaviour of serial buffered lines due to lack of synchronization and explored the distribution and accumulation of work-in-process (WIP) inventory. Based on the results obtained, they presented rules about the optimal buffer allocation/ location.

Powell and Pyke (1996) presented a simulation based approach to analyze reliable and asynchronous serial lines with variable processing times. They focused on the allocation of optimum buffer in the production lines with bottleneck machine and showed how the optimal allocation depends on the location and severity of the bottleneck, imbalances in the mean processing times, length of the line, as well as the number of buffers available.

Abdul-Kader and Gharbi (2002) developed an experimental design approach based on a simulation model to evaluate the capacity of a multi-product multi-stage
unreliable production line. The model considered explicitly the variety of products, set-up times as product type changes, and the failure and repair of workstations. An experimental design was used to locate/allocate buffer spaces to assess their effectiveness and impact on the overall capacity of the production line.

In spite of the advantages of using simulation for analysis of performance such as high flexibility of modeling in terms of studying behavior of system under different scenarios, simulation modeling and analysis can be time consuming and expensive. Especially, where a problem can be solved analytically, use of simulation is not suggested (Banks et al., 2005).

### 2.4 Hybrid Models

The hybrid models combine different methods to evaluate the performance of production systems. A simulation model of a complex system could be built where modules of the real system are replaced by simple analytic models. The logic of the simulation model relates the individual modules together to replicate overall system occurrences.

Blumenfeld (1990) combined the result of prior theoretical and simulation studies into an approximate expression for the production rate of serial lines with identical random processing time distributions at each stage and identical buffer capacities between each pair of stages. Baker et al. (1994) adopted the same technique to predict the throughput of unbalanced three-machine serial lines without intermediate buffer.

Kenne and Gharbi (2004) present a hybrid model combining an analytical approach, simulation, and experimental design in order to choose production rates that minimize the expected cost of inventor/backlog. The system under study consists of one unreliable machine producing two part types. At first, they propose an analytical model to develop a mathematical representation of the system based on some simplified hypothesis. This model is parameterized by the thresholds of production rates as control policy. Then, they propose a simulation model that consists of the data input module, the simulation module and the output analysis module. The inputs of the simulation model are production rate parameters, and the output is incurred cost. Finally a response surface experiment design is conducted to determine which input factors or their interactions have significant impact on the incurred costs. From this estimated relation, the optimal values of the estimated input factors are determined.

The following three models are cited due to their potential use in a future research and extension to this thesis.

Choudhury (1998) formulates production systems with batch arrival of raw materials as a $\mathrm{M}^{\mathrm{X}} / \mathrm{M} / 1$ queue with random setup and vacation time. In their model, a multi vacation policy in which a server is turned off when the queue is empty for a random amount of time and stays in vacation until first customer's arrival. The arrival time of batches are Poisson, but the set up time and vacation time (while the server is turned off) are generally distributed. However, the model discussed in this paper is not
exactly the same as usual vacation model but its analysis is almost similar to those in vacation model.

Ke (2007) studied an $M / G / 1$ queuing system under vacation policies in order to analyze batch arrival systems. The author investigated their model under two vacation policies: (1) in a single queue single server model when there is no customer in the system, the server shuts down its service and goes to a vacation for a random amount of time (which has general probability distribution function). When the server returns from the vacation, if there is at least one customer in the line it starts to work. When there is no customer in line, there are two policies: (1) multiple vacation policy in which the server goes to another vacation and this iteration repeats until there is at least one customer in the line, or (2) single vacation policy in which the server waits until the first customer arrives and then it starts to work. A closedown time is needed before the server is deactivated and a start-up time is needed before the server is reactivated. Considering the server is unreliable, vacation time, service time and repair time are generally distributed, and arrival time and time to failure are exponentially distributed. This investigation is a reflection of more practical environments and can be applied as performance measures in batch production manufacturing or workshop systems.

Gupta and Banik (2007) analyzed finite buffer single server queue when arrivals occur in batches of random size. They assumed that inter arrival times are generally distributed and service process is correlated, and is represented by Markovian service process (MSP). Therefore, they considered a $\mathrm{GI}^{\mathrm{X}} / \mathrm{MSP} / 1 / \mathrm{N}$ queue. Their study includes two batch rejection policies; 1-Total batch rejection (batches that upon arrival do not find
enough space in the buffer are fully rejected), and 2-Partial batch rejection policy. Under these two circumstances, they analyzed steady distribution at pre-arrival and arbitrary epochs. Finally, the performance measures of this queuing model are calculated and demonstrated through a numerical process.

Based on the research papers reviewed, there are few known studies that evaluate serial production lines manufacturing more than one product type. This thesis introduces a new approach in modeling and evaluating the performance of manufacturing systems with multiple products. We address this issue for a considerably longer production line system with finite buffer which is common in industry. We consider general and/or deterministic processing times, operation dependent failures of the machines with exponentially distributed failures and repairs. Our model can employ more than one product types with predefined sequence and lot size. We also consider set-up times of the machines involved as the product type changes.

## CHAPTER 3

## RESEARCH PROBLEM AND SOLUTION METHODOLOGY

### 3.1 Introduction

In the previous chapter, a review of literature in the area of the performance evaluation of flow lines has been presented. This chapter introduces the statement of research problem, notation and definition of terms, assumptions, and the solution methodology that we apply and deal with in this thesis.

### 3.2 Problem statement

This thesis addresses the problem of performance evaluation in a production line that produces several different product types with predefined sequence and sizes. Machines are unreliable due to random failure, and set up for the whole line is needed when product type changes. This problem will be stochastic in nature due to random failure and repair rates.

The targeted performance measure is Total Cycle Time; that is the total time needed for the production of all product types. Therefore, the problem we are dealing with is finding out the Total Cycle Time. Also, it will be shown latter that we need to calculate several other measures in order to obtain Total Cycle Time, and the most important of them is Production Rate (X). In this thesis, an approximation method will be
proposed to calculate Total Cycle Time as a measure of performance in a multi-product production line.

The schematic diagram presented in Figure (3.1) illustrates the model to be studied which is a production line with $M$ workstations buffered with ( $M-1$ ) buffers. The flow direction is indicated by the arrows. As demonstrated, the aforementioned production line processes different product types without major changes in the system configuration (a good example of such systems can be packaging lines). As soon as the first part (piece) of each batch arrives at the first workstation of the line, a set up is needed for the whole line before the production starts. The reason that we consider set up for the whole line, instead of each workstation individually, is the interaction and dependency that might exist between the set up of adjacent machines; particularly, in situations where a production line uses automated material handling system (such as conveyor).


Figure (3.1): A Typical Multi-Product Production Line

Based on the reviewed literature, there is no feasible exact solution for the unreliable production lines with more than two workstations in series and one buffer in the middle; however, near-optimal solution is possible. There exist several approximation
methods in the literature (such as decomposition method to measure the Batch Production Rate. However, to the best of the author's knowledge there is no published method to approximate this parameter in a multi product unreliable production environment. This fact is a motivation to present an approximation procedure for the production rate in a multi-product production environment that ultimately will enable us to obtain the main performance measure in this thesis which is Total Cycle Time.

Parameters and variables that are involved in the presented model can be defined as Processing times of each product type at each workstation, Batch sizes (volume) of each product type, Mean Time to Failure and Repair of each workstation, buffer size, variation of processing time, and variations of mean time to failure and repair. The distinction between parameters and variables in such models is not clear cut, and it depends on the context in which the variable appears (Bard, 1974). During numerical experiments that will be presented in the next chapter, some of parameters and variables can interchangeably be used depending on target of study and expected conclusions.

In continue, definition of terms, notations, and assumptions are presented and then a solution approach to the described problem will be proposed.

### 3.3 Definition of terms:

## Processing Time:

Processing time is the length of time a part resides at a workstation to be processed. The Processing Rate is the reciprocal of the processing time.

## Total Cycle Time:

Total Cycle Time is the summation of all Batch Cycle Times in the system. That is the time required for producing all batches of products that are scheduled for processing.

## Line set up time:

That is the time that a batch spends waiting for the whole line to be set up. It may include change of tools, fixtures, adjustments and coordination of machines and material handling systems.

## Part Throughput time:

Part throughput time is the time that each part spends in the system (from entering the first workstation to exiting the last workstation.

## Production Rate:

This measure of performance is the rate at which parts exit from the last workstation of the flow line.

## Inter-departure time:

That is the time between two consequent parts exiting from the last workstation.

## Blocking of workstation:

Blocking of a workstation is a state that a machine has no space to discharge a completed part. The blocked machine is stopped from processing the next part until a space becomes available in the downstream buffer.

## Starvation of machine:

A machine is said to be starved if the machine has no part to process. This arises when the upstream machine is empty. The starved machine is prevented from processing until a new part arrives in the upstream buffer.

## Flow line:

In this thesis, the term flow line refers to serial production line (Askin \& Standridge, 1993). Also, for the sake of simplicity the terms flow line and production line are interchangeably used in this thesis.

## Performance measure:

Measures of performance in a manufacturing system are metrics that tell managers what actually has happened in the system in order to control and make appropriate decisions to improve the performance of the system. Among the most important measures of performance, production rate and average number of parts stored in buffers can be named (Dallery and Gershwin 1992).

## Queuing Models:

In a simple but typical queuing model, customers arrive from time to time and join a queue (waiting line), are eventually served and finally leave the system. The term "customer" refers to any type of entity that can be viewed as requesting "service" from a system (Banks et al. 2005). In the presented model at this thesis, each workstation can be viewed as server and each part of any product type as customers. Typical measures of system performance include server utilization (percentage of time server is busy), length of waiting line, and delays of customers.

## Queuing Notation:

Recognizing the diversity of queuing systems, Kendal (1953) proposed a notational system for parallel server systems which has widely been adopted. An abridged version of this convention is based on the format $A / B / c / N / K$. These letters represent the following system characteristics:

A represents the interarrival-time distribution.
$B$ represents the service-time distribution.
c represents the number of parallel servers.
N represents the system capacity (the maximum number of customers in the system). In this thesis, letters N and Z are used interchangeably.

K represents the size of the calling population (the population of potential customers).

Common symbols for A and B include M (exponential or Markov), D (constant or Deterministic), $\mathrm{E}_{\mathrm{k}}$ (Erlang of order k ), PH (phase-type), G (arbitrary or general), and GI (general independent).

Fore example, $\mathrm{M} / \mathrm{M} / 1$ / indicates a single-server system that has unlimited queue capacity and an infinite population of potential arrivals. The interarrival times and service times are exponentially distributed. $\mathrm{A} \mathrm{GI} / \mathrm{G} / 1 / \mathrm{N}$ queue which will be used in this thesis indicates a system with interarrival times that are generally (arbitrarily) and independently distributed and service times that are generally distributed. One server in parallel exists in the system and the total number of customers that can be waiting in the line is N .

### 3.4 Notation

In this section, we present the notations we frequently use in this thesis.
Subscript $i$ denotes workstations in series.
Where $i=1,2,3, \ldots \ldots .$. M
Subscript $k$ denotes product type

Where $k=1,2,3, \ldots \ldots$. ( K is the total number of products)
$\mathrm{J}_{\mathrm{k}}$ : Batch size (volume) of product type k

Where $\mathrm{J}_{\mathrm{k}}=\mathrm{J}_{1}, \mathrm{~J}_{2}, \mathrm{~J}_{3} \ldots \mathrm{~J}_{\mathrm{K}}$
Subscript $n_{k}$ denotes the $n_{\text {th }}$ part of batch k
Where $\mathrm{n}_{\mathrm{k}}=1,2,3 \ldots \mathrm{~J}_{\mathrm{k}}$
$\mathrm{T}_{\mathrm{nk}}$ : Exit time of the $\mathrm{n}_{\mathrm{th}}$ part of batch k from the system
Subscript $n$ denotes the $n_{\text {th }}$ part of each batch
$\mathrm{b}_{\mathrm{k}}$ : Processing time of each part of batch k at work station $i$
$\mathrm{b}_{\mathrm{i}}$ : Mean processing time at workstation $i$
$\mathrm{CV}^{2}{ }_{\mathrm{i}}$ : Squared coefficient of variation of the processing time of workstation $i$
$b_{c, i}$ : Mean completion time of a part at workstation $i$ after taking system failure and repair into consideration
$\mathrm{CV}^{2}{ }_{\mathrm{c}, \mathrm{i}}$ : Squared coefficient of variation of the processing time at workstation $i$ after taking system failure and repair into consideration
$\mathrm{R}_{\mathrm{k} i}$ : Processing rate of product type $k$ at work station $i$
$\mu_{\mathrm{i}}$ : Mean processing rate at station $i$
$\mathrm{THR}_{\text {nki }}$ : Throughput time of the $\mathrm{n}_{\mathrm{th}}$ part of batch k at work station $i$
$\mathrm{THR}_{\mathrm{nk}}$ : Throughput time of the $\mathrm{n}_{\mathrm{th}}$ part of batch k at the entire line
TC: Total cycle time. That is the duration of time from entering of the first part of the first batch into the system to the time that the last part of the last batch leaves the system.
$\mathrm{BP}_{\mathrm{k}}$ : Processing time of batch k . That is time lag from the start of the process of the first part of batch $k$ at the first workstation to the finish of the process of the last part at the last workstation.
$\mathrm{BC}_{\mathrm{k}}$ : Cycle time of batch k . That is Batch Processing Time plus set up time required for the line before it starts to process a batch.
$\mathrm{SU}_{\mathrm{k}}$ : Time required for the set up of the production line to process product type $k$. $\mathrm{T}_{\mathrm{k} \_}$out: Clock time, when the last part of batch k exits the last machine $T_{k}$ in: Clock time, when the first part of the batch enters the first machine in the line
$\mathrm{ID}_{\mathrm{k}}$ : Inter-departure time between each part(pieces) of batch k
$X_{k}$ : Production rate of batch k
X: General Production Rate
$\mathrm{S}_{\mathrm{i}}$ : Workstation $i$
M : Total number of workstations composing the production line;
$\mathrm{B}_{\mathrm{i}, i+1}$ : Buffer between stations $i$ and $i+1 ;$
$\mathrm{S}_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)$ : Pseudo upstream station; that is the segment of the production line upstream of buffer $B_{i, i+1}$;
$\mathrm{S}_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)$ : Pseudo downstream station; that is the segment of the production line downstream of buffer $\mathrm{B}_{\mathrm{i}, \mathrm{i}+1}$
$L(i, i+1)$ : Subsystem of the production line $L(i, i+1)$ is made of two pseudo stations $\mathrm{S}_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)$ and $\mathrm{S}_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)$ as well as a pseudo buffer $\mathrm{B}(\mathrm{i}, \mathrm{i}+1)$;
$S_{u}(i, j)$ : Pseudo upstream station in the subsystem $L(i, i+1)$
$S_{d}(i, j)$ : Pseudo downstream station in the subsystem $L(i, i+1)$
$\mu_{u}(i, j)$ : Processing rate of pseudo upstream station $S_{u}(i, j)$;
$\mu_{d}(i, j)$ : Processing rate of pseudo downstream station $S_{d}(i, j) ;$
$P_{b}(i, j)$ : Blocking probability of pseudo upstream station $S_{u}(i, j)$;
$P_{s}(i, j)$ : Starving probability of pseudo downstream station $S_{d}(i, j)$;
$C V_{u}(i, j)$ : Coefficient of variation of the processing time of pseudo upstream station $\mathrm{S}_{\mathrm{u}}(\mathrm{i}, \mathrm{j})$;
$\mathrm{CV}_{\mathrm{d}}(\mathrm{i}, \mathrm{j})$ : Coefficient of variation of the processing time of pseudo downstream station $\mathrm{S}_{\mathrm{d}}(\mathrm{i}, \mathrm{j})$;
$\rho_{(i, i+1)}$ : Utilization factor of Subsystem $L(i, i+1)$
$\lambda_{i}$ : Failure rate of workstation $i$
$\mathrm{MTTR}_{i}$ : Mean time to repair of workstation $i, \mathrm{~S}_{\mathrm{i}}$;
$\mathrm{CV}^{2}{ }_{\mathrm{R}, \mathrm{i}}$ : Squared coefficient of variation of the time to repair of station $\mathrm{S}_{\mathrm{i}}$;
MTTF $_{\mathrm{i}}$ : Mean to failure of workstation $i, \mathrm{~S}_{\mathrm{i}}$;
$C_{i, i+1}$ : Size of buffer $B_{i, i+1}$
$\mathrm{Z}_{\mathrm{i}, \mathrm{i}+1}$ : Maximum capacity of subsystem $\mathrm{L}(\mathrm{i}, \mathrm{i}+1)$; that is $\left(\mathrm{C}_{\mathrm{i}, \mathrm{i}+1}+1\right)$
$\widehat{N_{(i, l+1)}}:$ Mean number of parts in the subsystem $L(i, i+1)$.
$\mathrm{X}_{\text {old }}$ : Production rate of the preceding iteration;
$\mathrm{X}_{\text {new }}$ : Production rate of the actual iteration;
$\epsilon$ : Convergence tolerance.

### 3.5 Assumptions

- First machine never starves, so there are always parts to produce.
- Automated material handling (such as conveyors) is used to transfer parts between machines. They are assumed to be reliable.
- Products pass through all of the stages of the line as indicated by the arrows in Figure 3.1.
- Backward in the flow line is not allowed.
- Parts arrivals are in batches, but they enter the production line one by one.
- Batches are served on a First Come First Served discipline, but within each batch, parts are chosen on a random base.
- Each workstation has an exponential Mean Time to Failure (MTTF) and a generally distributed Mean Time to Repair (MTTR).
- When a machine failure occurs, the part that is being processed remains at the same machine during repair and the remaining operations are done when the machine is up. So, there is no rework or scrap when a machine breaks down.
- Buffers with finite sizes are located between workstations.
- When the processing of one product type is finished, the whole flow line requires set up before the production of a new product is started.
- Line set up time is deterministic
- Transportation time of parts between workstations is included in the processing time.


### 3.6 Solution methodology

As mentioned earlier, an approximation method is proposed to evaluate the Total Cycle Time of the flow line as a performance measure. A brief description of this approach is given at first, and an in-depth and more detailed explanation comes after.

### 3.6.1 Summary of the solution approach

As per definition, Total Cycle Time is a summation of all Batch Cycle Times in the system:

$$
\begin{equation*}
\mathrm{TC}=\sum_{k=1}^{K} B C_{k} \tag{1}
\end{equation*}
$$

And Batch Cycle Time is obtained by:
Batch Cycle Time (of batch k) = Set up Time (of batch k) + Batch Processing Time:

$$
\begin{equation*}
\mathrm{BC}_{\mathrm{k}}=\mathrm{SU}_{\mathrm{k}}+\mathrm{BP}_{\mathrm{k}} \tag{2}
\end{equation*}
$$

Batch Processing Time $\left(\mathrm{BP}_{\mathrm{k}}\right)$ is the time lag from the start of processing the first part at the first workstation until the completion of the last part at the last station. That is:

$$
\begin{equation*}
\mathrm{BP}_{\mathrm{k}}=\mathrm{T}_{\mathrm{k} \_ \text {_out }}-\mathrm{T}_{\mathrm{k}_{-} \text {in }} \tag{3}
\end{equation*}
$$

We can obtain this parameter as explained below. Figure (3.2) gives a better understanding of the Batch Processing time. $T_{1 k}$ is the time that first part of batch $k$ exits the line, and $T_{2 k}$ is the exit time of second part, and so on. Processing of the batch starts from time 0 and ends at time $\mathrm{T}_{\mathrm{Jk}}$ ( $\mathrm{T}_{\mathrm{Jk}}$ is the time that last part of batch k exits the line).


Figure (3.2): Analysis of Batch Processing Time

Therefore, the Batch Processing Time, consists of:

Throughput time of the first part + time between departure of the first and second part + time between departure of the second and third part $+\ldots+$ time between departure of the $J_{\text {th }}$ and $(J-1)_{\text {th }}$ part. Or:

Batch Processing Time $\left(B P_{k}\right): T_{J k}=T_{1 k}+\left(T_{2 k}-T_{1 k}\right)+\left(T_{3 k}-T_{2 k}\right)+\ldots+\left(T_{\mathrm{Jk}}-\right.$ $\mathrm{T}_{\mathrm{Jk}-1}$ )

Batch Processing Time $=$ Throughput time of the first part of the batch $+\left(\mathrm{J}_{\mathrm{k}}-1\right)^{*}$ (inter-departure time), or:

$$
\begin{equation*}
\mathrm{BP}_{\mathrm{k}}=\mathrm{THR}_{1 \mathrm{k}}+\left(\mathrm{J}_{\mathrm{k}}-1\right) * \mathrm{ID}_{\mathrm{k}} \tag{5}
\end{equation*}
$$

The time that a part spends in the system is the summation of times that it spends in each workstation (based on assumption, transportation time is included in part processing time). In other words, throughput time of each part is the summation of throughput time of the part in each workstation:
$\mathrm{THR}_{1 \mathrm{k}}=\mathrm{THR}_{1 \mathrm{k} 1}+\mathrm{THR}_{1 \mathrm{k} 2}+\mathrm{THR}_{1 \mathrm{k} 3}+\ldots+\mathrm{THR}_{1 \mathrm{~km}}$
Therefore, we can rewrite equation (5) as:
$\mathrm{BP}_{\mathrm{k}}=\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{THR}_{1 \mathrm{ki}}+\left(\mathrm{J}_{\mathrm{k}}-1\right) * \mathrm{ID}_{\mathrm{k}}$
We also know that:
Inter-departure time $=1 /$ Batch Production Rate
Thus:
Batch Processing Time $=$ Throughput time of the first part of the batch $+(\mathrm{J}-1) /$ (Batch Production Rate), or:

$$
\begin{equation*}
\mathrm{BP}_{\mathrm{k}}=\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{THR}_{1 \mathrm{ki}}+\left(\mathrm{J}_{\mathrm{k}}-1\right) / \mathrm{X}_{\mathrm{k}} \tag{7}
\end{equation*}
$$

Due to the high variety of product types in the real world, it may not be practical or even feasible to calculate the parameters $\mathrm{THR}_{1 \mathrm{ki}}$ and $\mathrm{X}_{\mathrm{k}}$ for every product type. Also, performance measure $\mathrm{X}_{\mathrm{k}}$ should not change when the product type changes; it should stay unique throughout the production of all product types.

To solve this issue, we propose Generalization of the two parameters $\mathrm{THR}_{1 \mathrm{ki}}$ and $X_{k}$ by introducing the notion of General production rate $(X)$ instead of $X_{k}$, and General part throughput time $\left(\mathrm{THR}_{1 i}\right)$ instead of $\mathrm{THR}_{1 k i}$. This way, we do not need to measure batch production rate $\mathrm{X}_{\mathrm{k}}$ for every product type (it will be independent of product type). Instead, we have a general production rate for the whole production system. This is important especially when the product variety is high, production volume is low, and there is uncertainty in production of some product types during each period.

Therefore, equation (7) can be rewritten as:

$$
\begin{equation*}
\mathrm{BP}_{\mathrm{k}}=\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{THR}_{1 \mathrm{i}}+\left(\mathrm{J}_{\mathrm{k}}-1\right) / \mathrm{X} \tag{8}
\end{equation*}
$$

Where, $\mathrm{THR}_{1 i}$ and X are general measures needed to calculate $\mathrm{BP}_{\mathrm{k}}$ and $\mathrm{J}_{\mathrm{k}}$ is the batch size (volume) of product type k .

By substituting the above equation in equations (2) and (1), we will have:

$$
\begin{equation*}
\mathrm{BC}_{\mathrm{k}}=\mathrm{SU}_{\mathrm{k}}+\sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{THR}_{1 \mathrm{i}}+\left(\mathrm{J}_{\mathrm{k}}-1\right) / \mathrm{X} \tag{9}
\end{equation*}
$$

Thus:

$$
\begin{align*}
& \left.\mathrm{TC}=\sum_{k=1}^{K} \mathrm{SU}_{K}+\sum_{k=1}^{K} \sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{THR}_{1 \mathrm{i}}+\sum_{K=1}^{k}\left(J_{k}-1\right) / \mathrm{X}\right) \mathrm{Or}: \\
& \mathrm{TC}=\sum_{k=1}^{K} \mathrm{SU}_{K}+\mathrm{K} * \sum_{\mathrm{i}=1}^{\mathrm{m}} \mathrm{THR}_{1 \mathrm{i}}+(1 / \mathrm{X})^{*} \sum_{K=1}^{k}\left(U_{k}-1\right) \tag{10}
\end{align*}
$$

We will explain how to calculate parameter X later in this chapter. It will be shown that for the calculation of batch production rate X , several input parameters are needed, including part processing time $b_{\mathrm{k}}$. For now, we focus on how to generalize the parameters $\mathrm{X}_{\mathrm{k}}$ and $\mathrm{THR}_{1 \mathrm{ki}}$.

In order to answer the above question, first we should answer another question: What are the sources of variability when product type changes in the system, or simply, what changes happen in the system if a product type changes? To answer this question we should say "processing time at each workstation", and the "flow line set up time" are two changes that are directly related to the product type changes. if product type changes. We disregard line set up time for now because it doesn't affect the calculation of X and $\mathrm{THR}_{1 \mathrm{i}}$. Therefore, we can state that a change in product type is directly reflected by a change in the part processing time. In another word, part processing time in each work station is the source of variability related to the product type changes, and if we tackle this then in fact, we are able to tackle the variety in product type. As a result, we will be able to find a general value for X and $\mathrm{THR}_{1}$.

Now, another question arises, and that is how to mathematically cope with the variability in part processing time at each workstation? In order to answer this question, we propose to approximate this variability by a random variable that is generally (arbitrarily) distributed. Parameters of this distribution are mean $\left(b_{i}\right)$ and coefficient of variation $\left(\mathrm{CV}_{\mathrm{i}}\right)$, where $\mathrm{b}_{\mathrm{i}}$ is the mean of processing time of all product types at workstation $i$, and parameter $\mathrm{CV}_{\mathrm{i}}$ is coefficient of variation of part processing time of all product types at workstation $i$.

Now that we are able to tackle the source of variability related to product type changes, by using generalized "part processing time" with parameters $b_{i}$ and $C V_{i}$, we will be able to obtain general values for parameters X and $\mathrm{THR}_{1 \mathrm{i}}$. The following sections of this chapter will describe this procedure in detail.

### 3.6.2 Detailed description of the solution approach

### 3.6.2.1 Computing Throughput Time of the first part at workstation $\boldsymbol{i}\left(\mathrm{THR}_{1 k}\right)$

If we assume buffer as a finite queue (figure 3.3) and each workstation as a server, the throughput time is the summation of "time spent in the queue" and "time spent at workstation":
$\mathrm{THR}_{1 \mathrm{ki}}=$ Time spent in the queue (buffer) + Time spent at workstation


Figure (3.3): Demonstration of the queue between two subsequent workstations

Now, because we are studying the first part of each batch that arrives into the system, the "Time spent in the queue" is equal to zero. Therefore:
$\mathrm{THR}_{1 \mathrm{ki}}=$ Time that the first part of batch k spends at workstation $i$
For the calculation of "Time spent at workstation" we should take the unreliability of the workstation into consideration. Based on assumptions, when a machine failure occurs, the part that is being processed remains at the same machine during repair and the remaining operations are done when the machine is up. Thus:

Time spent at workstation $i=$
Processing time of the part at workstation $i+$
Number of failures during the processing time * Mean Time to Repair
If $\lambda_{\mathrm{i}}$ is the failure rate of workstation $i$, and $\mathrm{b}_{\mathbf{k i}}$ represents the processing time of each part of batch $k$ at workstation $i$, then we have:

Time spent by each part of batch k at workstation $i=\mathrm{b}_{\mathrm{ki}}+\lambda_{\mathrm{i}} * \mathrm{~b}_{\mathrm{ki}} * \mathrm{MTTR}_{i}$
And since based on assumption again, the failure of workstations follows an exponential distribution, $\lambda_{i}$ equals to reciprocal of Mean Time to Failure ( $\mathrm{MTTF}_{i}$ ), and we can rewrite the above equation as:

$$
\begin{equation*}
\mathrm{THR}_{1 \mathrm{ki}}=\mathrm{b}_{\mathrm{ki}}+\mathrm{b}_{\mathrm{ki}} *\left(\mathrm{MTTR}_{\mathrm{i}} / \mathrm{MTTF}_{i}\right) \tag{11}
\end{equation*}
$$

As explained earlier, if we assume that part processing time has a general distribution with mean of $b_{i}$ at each workstation, we can obtain general $\operatorname{THR}_{1 i}$ by replacing $b_{k i}$ with $b_{i}$ as below:

$$
\begin{equation*}
\mathrm{THR}_{\mathrm{Ii}}=\mathrm{b}_{\mathrm{i}}+\mathrm{b}_{\mathrm{i}} *\left(\mathrm{MTTR}_{\mathrm{i}} / \mathrm{MTTF}_{i}\right) \tag{12}
\end{equation*}
$$

### 3.6.2.2 Computing General Production Rate (X)

In the next step, we need to find a solution for measuring the general batch production rate ( X ). For this purpose, we adapt an algorithm based on the decomposition method of Tempelmeier and Burger (2001).

At the same time, we will apply GI/G/1/N queuing models as per Buzacott and Shanthikumar (1993) and making the necessary modifications to be able to calculate parameters (such as blocking and starving probabilities) that are needed for the abovementioned algorithm. The following subsection presents the detailed description of the above-mentioned procedure to calculate the Aggregate Production Rate.

### 3.6.2.2.1 Model description

We consider a production line including M single-server stations separated by M 1 finite buffers. Discrete parts enter the system at station 1 and, consecutively proceed from station 1 to station M in a fixed predetermined sequence. Storage space in front of the first station is unlimited and never empty (i.e. station 1 is never starved), and the last station has always enough space to unload a completed part (i.e., station $M$ is never blocked). The system has the following characteristics:

- Random processing times: the processing times at station $i$ are generally distributed random variables with mean $b_{i}$ and coefficient of variation $C V_{i}$.
- Station breakdowns: Failures can occur at any point in time when a station $S_{i}$ is operating, i.e., when it is never starved or blocked. The repair time is characterized with its mean $M T T R_{i}$ and its coefficient of variation $C V_{R, i}$. The time to failure is assumed to be exponentially distributed with mean $M T T F_{i}$.

The flow line is modeled as a system of finite queues as shown below:


Figure (3.4): A production line including M single-server stations $\mathrm{M}-1$ finite buffers

The buffer $\mathrm{B}_{\mathrm{i}, \mathrm{i}+1}$ located between stations $\mathrm{S}_{\mathrm{i}}$ and $\mathrm{S}_{\mathrm{i}+1}$ has a capacity of $\mathrm{C}_{\mathrm{i}, \mathrm{i}+1}$ parts.

### 3.6.2.2.2 Decomposition procedure of reliable production line

At first and as a building block, a reliable production line is considered and later on, station failure will be taken into consideration. The flow line consisting of $M$ stations is decomposed into M-1 two-station subsystems. Each subsystem $L(i, i+1)$ is made-up of two pseudo stations $\mathrm{S}_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)$ and $\mathrm{S}_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)$ as well as a pseudo buffer $\mathrm{B}(\mathrm{i}, \mathrm{i}+1)$.

The pseudo station $\mathrm{S}_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)$ represents the segment of the flow line upstream of buffer $B_{i, i+1}$, whereas the pseudo station $S_{d}(i, i+1)$ represents the segment of the flow line downstream of buffer $B_{i, i+1}$. Pseudo station $S_{u}(i, i+1)$ is never starved, but blocked with the probability $\mathrm{P}_{\mathrm{b}}(\mathrm{i}, \mathrm{i}+1)$. Pseudo station $\mathrm{S}_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)$ is never blocked, but starved with the probability $\mathrm{P}_{\mathrm{s}}(\mathrm{i}, \mathrm{i}+1)$.

Parameters $\mu_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)$ and $\mu_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)$ are the processing rates of upstream and downstream of sub-system $L(i, i+1)$, which include the effects of starving of all upstream stations and the effects of blocking of all downstream stations. The decomposed system is shown below in Figure 3.4 and 3.5:


Figure (3.5): Original system


Figure (3.6): Decomposed system

The adjusted mean processing rate of the downstream and upstream stations (including blocking and starving) is given by equations (1), and (2).

$$
\begin{align*}
& \mu_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)=\mu_{\mathrm{i}+1} *\left(1-\mathrm{P}_{\mathrm{b}}(\mathrm{i}+1, \mathrm{i}+2)\right)  \tag{13}\\
& \mu_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)=\mu_{\mathrm{i}} *(1-\mathrm{Ps}(\mathrm{i}-1, \mathrm{i})) \tag{14}
\end{align*}
$$

The impact of blocking and starving on the coefficient of variation of the adjusted processing times is modeled using the approximation proposed by Buzacott et al. (1995) as below:

$$
\begin{equation*}
\operatorname{CV}_{d}^{2}(i-1, i)=\mu_{d}^{2}(i-1, i)\left(\frac{C_{i}^{2}+1}{\mu_{i}^{2}}+\frac{P_{b}(i, i+1)}{X(i, i+1)} *\left[\frac{2}{\mu_{i}}+\frac{C V_{d}^{2}(i, i+1)+1}{\mu_{d}(i, i+1)}\right]\right)-1 . \tag{15}
\end{equation*}
$$

$$
\begin{equation*}
C V_{u}^{2}(i, i+1)=\mu_{u}^{2}(i, i+1)\left(\frac{C V_{i}^{2}+1}{\mu_{i}^{2}}+\frac{P_{s}(i-1, i)}{X(i-1, i)} *\left[\frac{2}{\mu_{i}}+\frac{C V_{u}^{2}(i-1, i)+1}{\mu_{u}(i-1, i)}\right]\right)-1 \tag{16}
\end{equation*}
$$

The production rate $X(i, i+1)$ of subsystem $L(i, i+1)$ is equal to the processing rate of station $\operatorname{Su}(\mathrm{i}, \mathrm{i}+1)$, if $\operatorname{Su}(\mathrm{i}, \mathrm{i}+1)$ is not blocked and it is equal to the processing rate of station $\operatorname{Sd}(\mathrm{i}, \mathrm{i}+1)$ if $\mathrm{Sd}(\mathrm{i}, \mathrm{i}+1)$ is not starved. Therefore, we have:

$$
\begin{align*}
X(i, i+1) & =\mu_{u}(i, i+1) *\left[1-P_{b}(i, i+1)\right] \\
& =\mu_{d}(i, i+1) *[1-\operatorname{Ps}(i, i+1)] \tag{17}
\end{align*}
$$

Moreover, it is equal to the processing rate of station $S_{i}$, if it is in operating condition. This is true, if $\mathrm{S}_{\mathrm{i}}$ is neither blocked nor starved.

$$
\begin{align*}
X(i, i+1) & =\mu_{i} *\left[1-P_{b}(i, i+1)\right] *[1-\operatorname{Ps}(i-1, i)] \\
& =\mu_{i+1} *\left[1-P_{b}(i+1, i+2)\right] *\left[1-P_{s}(i, i+1)\right] \tag{18}
\end{align*}
$$

The blocking and starving probabilities are determined based on the approximation for a GI/G/1/Z $\mathrm{Z}_{\max }$ queuing system given in Buzacott and Shanthikumar (1993).

The probabilities of starving and blocking of the stations in the subsystem $L(i, i+1)$ are presented below:

$$
\begin{equation*}
\left.P_{s}(i, i+1)=\frac{\left(1-\rho_{(i, i+1)}\right)}{\left(1-\rho_{(i, i+1)} * \sigma_{(i, i+1)}\right.}{ }^{Z_{i, i+1}}\right) \tag{19}
\end{equation*}
$$

$P_{b}(i, i+1)=\frac{\rho_{(i, i+1)}\left(1-\sigma_{(i, i+1)}\right) \sigma_{(i, i+1)}{ }^{z_{i, i+1}-1}}{\left(1-\rho_{(i, i+1)}{ }^{* \sigma_{(i, i+1)}}{ }^{\left.z_{i, i+1}\right)}\right.}$
Where:
$\rho_{(i, i+1)}=\frac{\mu_{u}(i, i+1)}{\mu_{d}(i, i+1)}=$ system utilization
$\sigma_{(i, i+1)}=\frac{\left(\sqrt{(,, l+1)}-\rho_{(i, i+1)}\right)}{\sqrt{((, l+1)}}$

Note: $\sigma_{(i, i+1)}$ is a dimensionless factor defined for the ease of calculations.

$$
\begin{aligned}
& \widehat{N_{(i, i+1)}}=\left\{\frac{\rho_{(i, i+1)}{ }^{2}\left(1+C V_{d}^{2}(i, i+1)\right)}{1+\rho_{(i, i+1)}{ }^{2} * C V_{d}^{2}(i, i+1)}\right\} *\left\{\frac{C V_{u}^{2}(i, i+1)+\rho_{(i, i+1)}{ }^{2} * C V_{d}^{2}(i, i+1)}{2\left(1-\rho_{(i, i+1)}\right)}\right\} \\
& \quad+\rho_{(i, i+1)}
\end{aligned}
$$

Where $N_{(l, t+1)}=$ Mean number of parts in the system $L(i, i+1)$.

### 3.6.2.2.3 Consideration of station failures

The approximation outlined in the previous subsection can be extended to analyze flow lines with unreliable stations. Operation dependent failures are incorporated with the help of the completion time concept. By definition presented in Gaver (1962), completion time is the duration of the period that elapses between the instant at which the service of an Arrival (of the $n$th part) begins and that at which process of the next $(\mathrm{n}+1)$ th does begin.

In our model, if a failure occurs at station $\mathrm{S}_{\mathrm{i}}$, the current operation is interrupted and the currently processed part waits at the station until the repair has been finished and then, processing can be continued. Because the processing time and the time to failure are
random variables, the station may break down again before it has finished the current part. Theoretically, an infinite number of breakdowns are possible. The length of time the part resides at the station is thus made up of a "processing" (up time) and a "repair" (down time).

The mean completion time of a part at station (i) is then given by the following Equation:
$b_{C, i}=b_{i}+\frac{M T T R_{i}}{M T T F_{i}} * b_{i}$

The coefficient of variation of the completion time depends on the distributions of the times-to-failure and the repair times. Assuming an exponential distribution for the times-to-failure and generally distributed repair times with mean $M T T R_{i}$ and coefficient of variation $\mathrm{CV}_{\mathrm{R}, \mathrm{i}}$ then we get, according to Tempelmeier and Burger (2001):

$$
\begin{equation*}
C V_{C, i}^{2}=C V_{i}^{2}+\frac{M T T F_{i} *\left(C V_{R, i}^{2}+1\right)}{b_{i}} /\left(1+\frac{M T T F_{i}}{M T T R_{i}}\right)^{2} \tag{22}
\end{equation*}
$$

### 3.6.2.2.4 Algorithm (1): General Production Rate calculation

The following unknown parameters $\mu_{d}(i, i+1), \mu_{u}(i, i+1), \mathrm{CV}^{2}{ }_{u}(\mathrm{i}, \mathrm{i}+1), \mathrm{CV}^{2}{ }_{d}(\mathrm{i}$, $\mathrm{i}+1), \mathrm{P}_{\mathrm{s}}(\mathrm{i}, \mathrm{i}+1), \mathrm{P}_{\mathrm{b}}(\mathrm{i}, \mathrm{i}+1)$ are computed iteratively with the help of the aforementioned equations. After initialization in step_1, the blocking and starving probabilities are updated in alternating forward and backward passes in step_2.

The values of $\mathrm{P}_{\mathrm{s}}(\mathrm{i}, \mathrm{i}+1)$ are actualized in a forward pass using the values of $\mu_{\mathrm{u}}(\mathrm{i}$, $\mathrm{i}+1)$ and $\mu_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)$, and subsequently in a backward pass the $\mathrm{P}_{\mathrm{b}}(\mathrm{i}, \mathrm{i}+1)$ values are updated. In the following, the unknowns are recalculated using the current values of all parameters updated in the preceding calculations. The approximation terminates if changes of the production rates are within a given tolerance $\epsilon$. The algorithm is summarized below.

Procedure main
Begin
Call step_1
If $M=2$ then
Use $\mathrm{GI} / \mathrm{G} / 1 / \mathrm{Z}$ approximation to compute $\mathrm{P}_{\mathrm{s}}(1,2)$

$$
\mathrm{X}_{\text {new }}=\mu_{2} *\left(1-\mathrm{P}_{s}(1,2)\right)
$$

else

$$
\text { Do while abs }\left(\mathrm{X}_{\text {new }}-\mathrm{X}_{\text {old }}\right)<\epsilon
$$

$$
X_{\text {old }}=X_{\text {new }}
$$

Call step_2

$$
X_{\text {new }}=\mu_{\mathrm{M}} *\left(1-\mathrm{P}_{\mathrm{s}}(\mathrm{M}-1, \mathrm{M})\right)
$$

Loop
End if
Output $X_{\text {new }}$
End

Procedure step_1 (*Initialization*)
Begin
Input parameters:

$$
\begin{aligned}
& \quad\left\{\mathrm{M}, \mu_{\mathrm{i}}, \mathrm{MTTF}_{\mathrm{i}}, \mathrm{MTTR}_{\mathrm{i}}, \mathrm{CV}_{\mathrm{R}, \mathrm{i}}^{2}, \mathrm{Z}_{\mathrm{i}, \mathrm{i}+1} \forall i=1, \ldots, \mathrm{M}-1\right\} \\
& \mathrm{X}_{\mathrm{old}}=0
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{X}_{\text {new }}=\mu_{\mathrm{M}} \\
& \mathrm{C}=1 / 10000 \\
& \text { For } \mathrm{i}=0 \text { to } \mathrm{M} \\
& \mathrm{Ps}(\mathrm{i}, \mathrm{i}+1)=0 \\
& \mathrm{~Pb}(\mathrm{i}, \mathrm{i}+1)=0 \\
& \mathrm{CV}_{\mathrm{i}}^{2}=\mathrm{CV}_{\mathrm{i}}+\frac{M T T F_{i} * \mu_{i} *\left(\mathrm{CV}_{\mathrm{R}, \mathrm{i}}+1\right)}{\left(1+\left(\frac{M T T F_{i}}{M T T R_{i}}\right)\right)^{2}} \\
& \mu_{\mathrm{i}}=\frac{\mu_{i}}{\left(1+\frac{M T T R_{i}}{M T T F_{i}}\right)}
\end{aligned}
$$

Next i
End
Procedure step_2
(*iteration*)
Begin
For $\mathrm{i}=1$ to $\mathrm{M}-1$
(*forward pass*)

$$
\begin{aligned}
& \mu_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)=\mu_{\mathrm{i}} *\left[1-\mathrm{P}_{\mathrm{s}}(\mathrm{i}-1, \mathrm{i})\right] \\
& \mu_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)=\mu_{\mathrm{i}+1} *\left[1-\mathrm{P}_{\mathrm{b}}(\mathrm{i}+1, \mathrm{i}+2)\right] \\
& \text { if } \mathrm{i}>1 \text { then }
\end{aligned}
$$

Compute $\mathrm{CV}^{2}{ }_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)$ with equation (4)

## End if

Use GI/G/1/Z approximation to compute $P_{S}(i, i+1)$
Next i
For $\mathrm{i}=\mathrm{M}-1$ to 1
(*backward pass*)
$\mu_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)=\mu_{\mathrm{i}} *\left[1-\mathrm{P}_{\mathrm{s}}(\mathrm{i}-1, \mathrm{i})\right]$
$\mu_{\mathrm{d}}(\mathrm{i}, \mathrm{i}+1)=\mu_{\mathrm{i}+1} *\left[1-\mathrm{P}_{\mathrm{b}}(\mathrm{i}+1, \mathrm{i}+2)\right]$
if $\mathrm{i}>1$ then
Compute $\mathrm{CV}_{\mathrm{u}}(\mathrm{i}, \mathrm{i}+1)$ with equation (4)
End if
Use GI/G/1/N approximation to compute $\mathrm{P}_{\mathrm{b}}(\mathrm{i}, \mathrm{i}+1)$
Next i
End

### 3.6.2.3 Calculation of Total Cycle Time

Now that the generalized batch production rate (X) has been obtained, we can continue to calculate the Total Cycle Time, which is the target of the proposed methodology, by using equations (1), (2), and (8). In the next chapter, an extensive numerical study of the applicability, accuracy, and limitations of the proposed method is presented.

## CHAPTER 4

## NUMERICAL RESULTS

### 4.1 Introduction

In chapter 3, we presented a solution approach to approximate the performance of a multi product production line as a performance measure. In this chapter, a numerical study will be performed to evaluate the accuracy of the proposed method under different scenarios, analyzing the results, and to draw the appropriate conclusions about the proposed method.

At first and in order to test the accuracy of the proposed method, we will perform a comparison study. As mentioned before, in the literature, we haven't came across to an analytical method for solving a problem similar to what is described in this thesis. Therefore, we need to use simulation as a comparison tool and to evaluate our approximation method.

We examine the proposed method in a variety of cases: at the beginning and for examining the accuracy of algorithm (1) to approximate general production rate X (explained in chapter 3), we consider a single product production line with general processing time at each workstation (case 1). Then we start examining multi-product production lines. We have chosen a variety of different cases, from small production lines to longer production lines and from 2 product types to 5 product types with either deterministic or generally distributed processing times.

Buffer size is a very influential factor in the performance of a production line; In order to study the effect of buffer size on the accuracy of our method, we have performed our experiments based on a wide range of different buffer sizes. The range in most, not all, of the cases is between buffer sizes 1 to 50 .

The next step in this chapter will be analyzing the numerical results, and to discuss the strengths and limitations of our method.

As a part of the approximation method, and for the ease of calculations, we have coded the algorithm that is developed to calculate general production rate X (described in chapter 3) in MATLAB. After obtaining X, we will be able to calculate TC using equations (8), (2), and (1) of chapter 3 , and then compare them with the simulation results.

We use ProModel software for the simulation purpose in this thesis. The definition of Total Cycle Time in simulation models is same as it was defined in Chapter 3: the duration of time from entry of the first part of the first batch into the system to the time that the last part of the last batch leaves the system. Unit of time used in these experiments is, unless otherwise specified, Time unit (of the simulation software).

Percentage difference is calculated as follow all over this thesis:

$$
\% \text { Difference }=\frac{\text { Simulation }- \text { Thesis Approximation }}{\text { Simulation }} \times 100
$$

Mean Time to Failure and Repair (MTTF and MTTR) throughout this study is assumed to be exponential.

Quantities of interest are general Batch Production Rate (X), general Throughput time at each workstation $\left(\mathrm{THR}_{\mathrm{i}}\right)$, general Batch Processing time (BP), and Total Cycle time (TC). The results of approximation method, simulation, and the comparison are given below.

Note: During the numerical study and for computation of parameters "Mean processing time $\left(\mathrm{b}_{\mathrm{i}}\right)$ " and "Coefficient of Variation of processing time $\left(\mathrm{CV}_{\mathrm{i}}\right)$ ", the "sample mean" and "sample variance" equations that are very common in statistics are used. As a reminder and for the ease of readers, the typical equations are shown below:

$$
\begin{gathered}
\bar{X}=\frac{\sum_{j=1}^{k} f_{j} * X_{j}}{n} \\
S^{2}=\frac{\sum_{j=1}^{k} f_{j} * X_{j}-n \bar{X}^{2}}{n-1}
\end{gathered}
$$

Where k is the number of distinct values of $X$ and $f_{j}$ is the frequency of value of X (parameters used in the above equations are typical and not as a part of notation of this thesis).

### 4.2 Numerical experiment:

## Case 1: Validating the accuracy of algorithm (1)

The goal of this study is to study the accuracy of the parameter X (general production rate) obtained by algorithm (1) as explained in chapter 3.


Figure 4.1: Single product 5-workstation production line

A production line as shown in figure (4.1) consisting of 5 identical workstations in series has been considered. For the ease of calculations at the beginning, only one product type has been chosen to omit the effect of set up time. Also, the processing time at each workstation is identical and generally distributed.

In table 4.1 frequency of different values of processing times in a selected workstation (workstations are identical) are shown.

| Processing time | Frequency <br> (Percentage) |
| :--- | :--- |
| 0.6 | 8 |
| 1.2 | 52 |
| 1.8 | 8 |
| 2 | 8 |
| 2.4 | 4 |
| 3.6 | 8 |
| 1.2 | 6 |
| 1.8 | 2 |
| 2 | 4 |

Table 4.1: Distribution of processing time at each workstation

Parameters used in this case:

Time Unit $=$ second

Mean Processing Time $b_{i}$ (identical for all machines) $=1.548$

Mean Processing Rate $\left(\mu_{\mathrm{i}}\right)=0.6459$

Coefficient of Variation of processing time $\left(\mathrm{CV}_{\mathrm{i}}\right)=0.476611$

Squared Coefficient of Variation of processing time $\left(C V 2_{i}\right)=0.2272$

Squared Coefficient of Variation of repair time (CV2r) $=1$

Summary of parameters:

|  | Machine 1 | Machine 2 | Machine 3 | Machine 4 | Machine 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mu_{\mathrm{i}}$ | 0.6459 | 0.6459 | 0.6459 | 0.6459 | 0.6459 |
| CV2 | 0.2272 | 0.2272 | 0.2272 | 0.2272 | 0.2272 |
| MTTF | 100 | 20.1 | 100 | 33.34 | 100 |
| MTTR | 10 | 2.665 | 10 | 3.34 | 10 |
| CV2r | 1 | 1 | 1 | 1 | 1 |

Table 4.2: Summary of the system parameters for case 1

The parameter X resulted from simulation, thesis approximation, and $\%$ difference are presented in table (4.3).

The buffer size at the beginning is considered 1. After buffer size 2, and up to buffer size 10 , it increases by increments of 2 . The reason is that the effect of any changes in low buffer sizes is significant in the performance of the line. After buffer size 10 , the increment will be 4 , and it continues up to 42 .

This case is simulated for a period of 130,000 hours with a transient period of 30,000 hours for one replication. No statistics are collected during the transient period to ensure the steady-stat behavior of the system.

| Buffer size | Parameter X <br> (Proposed <br> approximation) | Parameter X <br> (Simulation) | \%difference = ((Simulation- <br> Approximation)/Simulation)*100 |
| :--- | :--- | :--- | :--- |
| 1 | 0.2464 | 0.4012 | 38.58 |
| 2 | 0.3285 | 0.4327 | 24.08 |
| 4 | 0.4118 | 0.4676 | 11.94 |
| 6 | 0.4532 | 0.4881 | 7.15 |
| 8 | 0.4809 | 0.5033 | 4.45 |
| 10 | 0.4970 | 0.5129 | 3.10 |
| 14 | 0.5167 | 0.5281 | 2.16 |
| 18 | 0.5284 | 0.5373 | 1.66 |
| 22 | 0.5360 | 0.5445 | 1.56 |
| 26 | 0.5414 | 0.5496 | 1.50 |
| 30 | 0.5453 | 0.5537 | 1.53 |
| 34 | 0.5483 | 0.5564 | 1.46 |
| 38 | 0.5506 | 0.5590 | 1.51 |
| 42 | 0.5524 | 0.5613 | 1.58 |

Table 4.3: General production rate (X) for case study 1 (single-product 5workstation production line)

Case 2: 2-product 5-machine production line with deterministic processing time

In this study we compare Total Cycle Time obtained by the approximation method presented in chapter 3 with simulation results. The studied production line consists of 5 machines and 2 product types that have deterministic part processing time $b_{k i}$ at each workstation. This case is simulated for a period of 88,400 hours with a transient period of 13,400 hours for one replication.

Processing times at each workstation, line setup time, and batch sizes of each product type are given in tables 4.4 and 4.5. Workstations' Mean Time to Failure and Repair are also given in table 4.6.

In this experiment, the buffer size at the beginning is considered 1 . After buffer size 2 , and up to buffer size 10 , it increases by incremental of 2 . After buffer size 10 , the increment will be 4 , and it continues up to 42 .

Time Unit $=$ Second

|  | Product | Workstation |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 2 | 3 | 4 | 5 |  |
|  | 1 | 80 | 70 | 60 | 75 | 65 |
|  | 2 | 60 | 90 | 70 | 55 | 85 |

Table 4.4: Processing times (Time unit) at each workstation

|  | Product | Batch <br> Size (unit) | Line Set- <br> up time |
| :--- | :--- | :--- | :--- |
| Lot <br> Size | 1 | 60 | 1250 |
|  | 2 | 75 | 1250 |

Table 4.5: Batch sizes and Line set up time (Time unit)

|  | Workstation |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 2 | 3 | 4 | 5 |
| MTTF | 1695 | 1538 | 1613 | 1351 | 1818 |
| MTTR | 213 | 270 | 182 | 149 | 238 |

Table 4.6: Mean time to failure and mean time to repair for case 2 (Per time unit)

Parameters of the system which are used for the approximation are as follows:

|  | Workstation |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Mean processing time $\left(\mathrm{b}_{\mathrm{i}}\right)$ | 68.8889 | 81.1111 | 65.5556 | 63.8889 | 76.1111 |
| Mean Processing Rate ( $\mu_{\mathrm{i}}$ ) | 0.0145 | 0.0123 | 0.0153 | 0.0157 | 0.0131 |
| Coefficient of Variation of processing time $\left(\mathrm{CV}_{\mathrm{i}}\right)$ | 0.1448 | 0.1230 | 0.0761 | 0.1561 | 0.1311 |
| Squared Coefficient of Variation (CV2 ${ }_{\mathrm{i}}$ ) | 0.0210 | 0.0151 | 0.0058 | 0.0244 | 0.0172 |
| Squared <br> Coefficient of Variation of repair time (CV2r) | 1 | 1 | 1 | 1 | 1 |
| MTTF | 1695 | 1538 | 1613 | 1351 | 1818 |
| MTTR | 213 | 270 | 182 | 149 | 238 |

Table 4.7: Summary of the system parameters for case 2

The results of the approximation method and simulation are presented in table 4.8.

| Buffer <br> Size | Thesis, <br> Approximation | Simulation | \% difference |
| :---: | :---: | :---: | :---: |
| 1 | 24689 | 18516 | -33.3387 |
| 2 | 20056 | 18018 | -11.3084 |
| 4 | 18017 | 17664 | -2.0013 |
| 6 | 17274 | 17565 | 1.6567 |
| 8 | 16919 | 17514 | 3.3951 |
| 10 | 16713 | 17509 | 4.5468 |
| 14 | 16489 | 17514 | 5.8498 |
| 18 | 16359 | 17511 | 6.5931 |
| 22 | 16277 | 17498 | 7.0486 |
| 26 | 16219 | 17507 | 7.3073 |
| 30 | 16175 | 16092 | 7.605 |
| 34 | 16141 |  | 7.7815 |
| 42 | 17505 |  | 7.0562 |

Table 4.8: Total Cycle Time (time unit=second) for case study 2: (2-product 5machine production line with deterministic processing time)

Case 3: 2-product 5-workstation production line with identical generally distributed processing time at each workstation:

In this case, we consider a 5 -machine production line that produces 2 product types. Each product type has identical generally distributed processing time at each workstation. The processing time distribution of each workstation is presented in table 4.9, and the summary of the remaining parameters are given in table 4.10 .

| Processing time | Frequency <br> (Percentage) |
| :---: | :---: |
| 0.6 | 8 |
| 1.2 | 52 |
| 1.8 | 8 |
| 2 | 8 |
| 2.4 | 4 |
| 3.6 | 8 |
| 1.2 | 6 |
| 1.8 | 2 |
| 2 | 4 |

Table 4.9: Distribution of processing time (Time unit) at each workstation

Parameters used in case 3:

Time Unit $=$ second

Mean Processing Time (identical for all machines) $=1.548$

Mean Processing Rate $=0.6459$

Coefficient of Variation of processing time $\left(\mathrm{CV}_{\mathrm{i}}\right)=0.476611$

Squared Coefficient of Variation of processing time $\left(C V 2_{i}\right)=0.2272$

Squared Coefficient of Variation of repair time (CV2r) $=1$

|  | Machine 1 | Machine 2 | Machine 3 | Machine 4 | Machine 5 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mu$ | 0.6459 | 0.6459 | 0.6459 | 0.6459 | 0.6459 |
| CV2 | 0.2272 | 0.2272 | 0.2272 | 0.2272 | 0.2272 |
| MTTF | 30 | 90 | 100 | 100 | 100 |
| MTTR | 10 | 8 | 6 | 4 | 2 |
| CV2r | 1 | 1 | 1 | 1 | 1 |

Table 4.10: Summary of parameters used in case3:

This case is simulated for a period of 90,000 hours with a transient period of 15,000 hours for one replication, and Time unit is considered as second.

The buffer size varies until the results reach almost a plateau.

Table 4.11 below presents the results obtained by the proposed approximation method, and these results are compared to the simulation results for validation purposes.

| Buffer size | Thesis, <br> Approximation | Simulation | \%difference $=(($ Simulation- <br> Approximation)/Simulation)*100 |
| :---: | :---: | :---: | :---: |
| 1 | 3104 | 2861 | -8.49353 |
| 2 | 2978 | 2840 | -4.85915 |
| 3 | 2918 | 2830 | -3.10954 |
| 4 | 2886 | 2825 | -2.15929 |
| 6 | 2854 | 2820 | -1.20567 |
| 8 | 2834 | 2818 | -0.56778 |
| 10 | 2822 | 2818 | -0.14194 |
| 12 | 2815 | 2817 | 0.070998 |
| 14 | 2809 | 2817 | 0.28399 |
| 16 | 2805 | 2817 | 0.425985 |
| 20 | 2800 | 2817 | 0.603479 |
| 24 | 2797 | 2817 | 0.709975 |
| 28 | 2795 | 2817 | 0.780973 |
| 34 | 2793 | 2817 | 0.85197 |
| 44 | 2792 | 2817 | 0.887469 |
| 60 | 2792 | 2817 | 0.887469 |

Table 4.11: Total Cycle Time (time unit=second) for case study 3: 2-product 5workstation production line with identical generally distributed processing time

Case 4: 2-product 10-workstation production line with identical generally distributed processing time at each workstation:

In this case, we consider a 2-product 10 -workstation flow line that each of its workstations has an identical generally distributed service time. The service time distribution of each workstation is presented in the following table:

| Value | Percentage |
| :--- | :--- |
| 0.6 | 8 |
| 1.2 | 52 |
| 1.8 | 8 |
| 2 | 8 |
| 2.4 | 4 |
| 3.6 | 8 |
| 1.2 | 6 |
| 1.8 | 2 |
| 2 | 4 |

Table 4.12: Distribution of processing time at each workstation

Parameters:

Time Unit $=$ minute

Mean Processing Time (identical for all machines) $=1.548$

Mean Processing Rate $=0.6459$

Coefficient of Variation of processing time $\left(\mathrm{CV}_{\mathrm{i}}\right)=0.476611$

Squared Coefficient of Variation of processing time $\left(C V 2_{i}\right)=0.2272$

Squared Coefficient of Variation of repair time (CV2r) $=1$

Summary of machine parameters:

|  | Machine <br> 1 | Machine <br> 2 | Machine <br> 3 | Machine <br> 4 | Machine <br> 5 | Machine <br> 6 | Machine <br> 7 | Machine <br> 8 | Machine <br> 9 | Machine <br> 10 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mu$ | 0.6459 | 0.6459 | 0.6459 | 0.6459 | 0.6459 | 0.6459 | 0.6459 | 0.6459 | 0.6459 | 0.6459 |
| CV2 | 0.2272 | 0.2272 | 0.2272 | 0.2272 | 0.2272 | 0.2272 | 0.2272 | 0.2272 | 0.2272 | 0.2272 |
| MTTF | 30 | 90 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| MTTR | 10 | 8 | 6 | 4 | 2 | 2 | 2 | 2 | 2 | 2 |
| CV2r | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

Table 4.13: Summary of parameters used in case 4

This case is simulated for a period of 400,000 hours with a transient period of 100,000 hours for one replication.

As like as case 2, the buffer size at the beginning is considered 1. After buffer size 2 , and up to buffer size 10 , it increases by increments of 2 . After buffer size 10 , the increment will be 4 , and it continues up to 50 until it reaches a plateau. Time Unit s considered Minute in this case.

Numerical results for Cycle time comparison in the 10 -machine production line are presented below:

| Buffer size | Thesis, <br> Approximation | Simulation | \%difference = ((Simulation- <br> Approximation)/Simulation)*100 |
| :--- | :--- | :--- | :--- |
| 1 | 3076 | 2892 | -6.35 |
| 2 | 2932 | 2870 | -2.15 |
| 3 | 2916 | 2861 | -1.91 |
| 4 | 2895 | 2857 | -1.33 |
| 6 | 2868 | 2853 | -0.52 |
| 8 | 2850 | 2852 | 0.07 |
| 10 | 2838 | 2851 | 0.47 |
| 14 | 2825 | 2851 | 0.91 |
| 18 | 2818 | 2851 | 1.17 |
| 22 | 2814 | 2850 | 1.28 |
| 26 | 2812 | 2851 | 1.36 |
| 30 | 2810 | 2851 | 1.43 |
| 34 | 2809 | 2851 | 1.47 |
| 38 | 2807 | 2851 | 1.53 |
| 42 | 2808 | 2851 | 1.50 |
| 46 | 2808 | 2851 | 1.50 |
| 50 | 2808 | 2851 | 1.50 |

Table 4.14: Total Cycle Time (time unit=minute) for case study 4: 2-product 10workstation production line with identical generally distributed processing time

Case 5: 2-product 10 workstation production line with deterministic processing times

In this case, we consider a 10 workstation production line that produces 2 product types; however, each product has deterministic processing time at each workstation. Characteristics of the system including processing time, line set up time, batch size, and Mean Time to Failure and Repair are given in tables 4.15 to 4.17 as below:

|  | Product | Workstation |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Processing | 1 | 80 | 70 | 60 | 75 | 65 | 75 | 70 | 65 | 60 | 60 |
| Time | 2 | 60 | 90 | 70 | 55 | 85 | 55 | 90 | 85 | 70 | 70 |

Table 4.15: Processing times (Time unit=second) at each workstation for case 5

|  | Product | Batch <br> Size <br> (unit) | Line <br> Set-up <br> time |
| :--- | :--- | :--- | :--- |
| Lot <br> Size | 1 | 60 | 1250 |
|  | 2 | 75 | 1250 |

Table 4.16: Batch Sizes and Line set up time (Time unit)

|  | Workstation |  |  |  |  |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |  |
| MTTF | 1695 | 1538 | 1613 | 1351 | 1818 | 1550 | 1500 | 1450 | 1700 | 1600 |  |
| MTTR | 213 | 270 | 182 | 149 | 238 | 180 | 170 | 270 | 200 | 160 |  |

Table 4.17: Mean time to failure and mean time to repair for case 2 (Per time unit)

Parameters of the system which are used for the approximation are given in table 4.18.

|  | Workstation |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Mean processing time ( $\mathrm{b}_{\mathrm{i}}$ ) | 68.89 | 81.11 | 65.56 | 83.89 | 76.11 | 63.89 | 81.11 | 76.11 | 56.56 | 56.56 |
| Mean <br> Processing <br> Rate ( $\mu_{\mathrm{i}}$ ) | 0.0145 | 0.0123 | 0.0153 | 0.0157 | 0.0131 | 0.0157 | 0.0123 | 0.0131 | 0.0153 | 0.0153 |
| Coefficient <br> of <br> Variation <br> of <br> processing <br> time $\left(\mathrm{CV}_{\mathrm{i}}\right)$ | 0.1448 | 0.123 | 0.0761 | 0.1561 | 0.1311 | 0.1561 | 0.123 | 0.1311 | 0.0761 | 0.0761 |
| Squared Coefficient of Variation (CV2 ${ }_{i}$ ) | 0.02097 | 0.01512 | 0.00579 | 0.02438 | 0.01718 | 0.02438 | 0.01512 | 0.01718 | 0.00579 | 0.00579 |
| Squared Coefficient of Variation of repair time (CV2r) | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| MTTF | 1695 | 1538 | 1613 | 1351 | 1818 | 1550 | 1500 | 1450 | 1700 | 1600 |
| MTTR | 213 | 270 | 182 | 149 | 238 | 180 | 170 | 270 | 200 | 160 |

Table 4.18: Summary of the system parameters for case 5

This case is simulated for a period of 50,000 hours with a transient period of 10,000 hours for one replication.

The approximation procedure is performed for different buffer sizes until it reaches a near steady state. From 1 up to 10, buffer size increases by increments of 2 and after buffer size 10 the increments will be 4 up to buffer size 58 . This procedure
continues until a plateau is reached almost at buffer size 126. For the ease of demonstration and because the differences are very small, the results for buffer sizes between 58 and 126 are omitted from table 4.19.

Moreover, simulation is run for the two end sides of the buffer sizes, where changes are influential. For middle buffer sizes, simulation is not necessary as the trend is obvious and reliable based on previous experiments, and results are not influential for later analysis.

| Buffer size | Thesis <br> Approximation | Simulation | \%difference = ((Simulation- <br> Approximation)/Simulation)*100 |
| :--- | :--- | :--- | :--- |
| 1 | 29280.6 | 21101 | -38.76 |
| 2 | 21657.2 | 20264.6 | -6.87 |
| 3 | 19795.0 | 19934.2 | 0.70 |
| 4 | 18954.2 | 19799.7 | 4.27 |
| 6 | 18097.3 | 19659.7 | 7.95 |
| 8 | 17781.0 | 19663 | 9.57 |
| 10 | 17415.6 | 19653 | 11.38 |
| 14 | 17216.6 |  |  |
| 18 | 17235.3 |  |  |
| 22 | 17227.2 |  |  |
| 26 | 17176.8 |  |  |
| 30 | 17139.7 |  |  |
| 34 | 1710.8 |  |  |
| 38 | 17087.3 |  |  |
| 42 | 17067.8 |  |  |
| 46 | 17051.3 |  | 13.35 |
| 50 | 17037.1 |  | 13.42 |
| 54 | 17024.9 | 19647 |  |
| 58 | 17014.3 | 19651.7 | 13.82 |
| 126 | 16938.1 | 19651.7 |  |
| 130 | 16936.3 | 19651.7 |  |

Table 4.19: Total Cycle Time (Time unit=second) for case study 5: 2-product 10workstation production line with deterministic processing time

## Case 6: 2-product 10 workstation production line with deterministic processing times (different MTTF and MTTR)

This case is exactly the same as case 5, but with different Mean Time to Failure (MTTF) and Repair (MTTR). The purpose of this is studying the effect of MTTF and MTTR on the performance and accuracy of the proposed method. Table 4.20 shows parameters of case 6 including new MTTF and MTTR.

|  | Workstation |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| Mean processing time $\left(b_{i}\right)$ | 68.89 | 81.11 | 65.56 | 83.89 | 76.11 | 63.89 | 81.11 | 76.11 | 56.56 | 56.56 |
| Mean <br> Processing <br> Rate ( $\mu_{\mathrm{i}}$ ) | 0.0145 | 0.0123 | 0.0153 | 0.0157 | 0.0131 | 0.0157 | 0.0123 | 0.0131 | 0.0153 | 0.0153 |
| Coefficient of Variation of processing time $\left(\mathrm{CV}_{\mathrm{i}}\right)$ | 0.1448 | 0.123 | 0.0761 | 0.1561 | 0.1311 | 0.1561 | 0.123 | 0.1311 | 0.0761 | 0.0761 |
| Squared <br> Coefficient <br> of <br> Variation <br> (CV2 ${ }_{1}$ ) | 0.02097 | 0.01512 | 0.00579 | 0.02438 | 0.01718 | 0.02438 | 0.01512 | 0.01718 | 0.00579 | 0.00579 |
| Squared Coefficient of Variation of repair time (CV2r) | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| MTTF | 30 | 90 | 100 | 100 | 100 | 100 | 100 | 100 | 100 | 100 |
| MTTR | 10 | 8 | 6 | 4 | 2 | 2 | 2 | 2 | 2 | 2 |

Table 4.20: Summary of the system parameters for case 6

The simulation time however for this case, due to decrease of MTTR, becomes enormously long. Therefore, time unit is changed from second to minute. On the other side, run time is increased to 250,000 hours with transient (warm up) time of 50,000 hours.

Buffer size incremental increase is as in case 5; however, in this case stability of the results is reached at buffer size 18 .

Results of approximation method, simulation, and comparison are presented in table 4.21.

| Buffer size | Total Cycle time <br> (Approximation) | Total Cycle <br> time <br> (Simulation) | \%difference = ((Simulation- <br> Approximation)/Simulation)*100 |
| :--- | :--- | :--- | :--- |
| 1 | 13523 | 16216 | 16.61 |
| 2 | 14244 | 16217 | 12.17 |
| 3 | 15242 | 16218 | 6.02 |
| 4 | 16105 | 16216 | 0.69 |
| 6 | 16223 | 16219 | -0.03 |
| 8 | 16227 | 16215 | -0.07 |
| 10 | 16225 | 16224 | 0.00 |
| 14 | 16223 | 16223 | 0.00 |
| 18 | 16222 | 16218 | -0.03 |
| 22 | 16222 | 16218 | -0.03 |

Table 4.21: Total Cycle Time (Time unit = minute) for case study 6: 2-product 10workstation production line with deterministic processing time (different MTTF \& MTTR)

Case 7: 5-machine 5-product production line with deterministic processing time

In this case, the studied production line consists of 5 identical machines in series and 5 product types that have deterministic part processing time $b_{k i}$ at each workstation. System characteristics and summary of parameters are presented tables 4.22 to 4.25 .

|  | Product | Workstation |  |  |  |  |  | 1 | 2 | 3 | 4 | 5 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 80 | 70 | 60 | 75 | 65 |  |  |  |  |  |  |
|  |  | 60 | 90 | 70 | 55 | 85 |  |  |  |  |  |  |
|  |  | 70 | 95 | 75 | 65 | 80 |  |  |  |  |  |  |
|  |  | 75 | 80 | 65 | 60 | 75 |  |  |  |  |  |  |
|  |  | 65 | 75 | 60 | 70 | 65 |  |  |  |  |  |  |

Table 4.22: Processing times (Time unit) at each workstation for case 7

|  | Product | Lot <br> Size (unit) | Line Set- <br> up time |
| :--- | :--- | :--- | :--- |
| Lot <br> Size | 1 | 60 | 1250 |
|  | 2 | 75 | 1250 |
|  | 3 | 70 | 1250 |
|  | 4 | 90 | 1250 |
|  | 5 | 85 | 1250 |

Table 4.23: batch sizes and Line set up time for case 7

|  | Workstation |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | 1 | 2 | 3 | 4 | 5 |
| MTTF | 30 | 90 | 100 | 100 | 100 |
| MTTR | 10 | 8 | 6 | 4 | 2 |

Table 4.24: Mean time to failure and mean time to repair for case 7 (Per time unit)

|  | Workstation |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Mean processing time ( $b_{i}$ ) | 69.6710526 | 82.0395 | 65.9211 | 64.5395 | 74.0789 |
| Mean <br> Processing <br> Rate $\left(\mu_{1}\right)$ | 0.01435316 | 0.01219 | 0.01517 | 0.01549 | 0.0135 |
| Coefficient of Variation of processing time $\left(\mathrm{CV}_{\mathrm{i}}\right)$ | 0.09845799 | 0.10807 | 0.08599 | 0.10617 | 0.10613 |
| Squared Coefficient of Variation $\left(\mathrm{CV} 2_{\mathrm{i}}\right)$ | 0.00969398 | 0.01168 | 0.00739 | 0.01127 | 0.01126 |
| Squared <br> Coefficient of Variation of repair time (CV2r) | 1 | 1 | , | 1-120 | 10.0126 |
| MTTF | 30 | 90 | 100 | 100 | 100 |
| MTTR | 10 | 8 | 6 | 4 | 2 |

Table 4.25: Summary of the system parameters for case 7

This case is simulated for a period of 400,000 hours with a transient period of 100,000 hours for two replications.

The same incremental increase in buffer sizes is performed in this case up to reaching a near plateau. Results are presented in table 4.26 below.

| Buffer size | Total Cycle time <br> (Approximation) | Total Cycle <br> time <br> (Simulation) | \%difference $=(($ Simulation- <br> Approximation)/Simulation)*100 |
| :--- | :--- | :--- | :--- |
| 1 | 37451.85 | 41558.2 | 9.880971 |
| 2 | 40604.68 | 41551.4 | 2.27843 |
| 3 | 43130.12 | 41549 | -3.80544 |
| 4 | 43568.03 | 41543.4 | -4.87353 |
| 6 | 43359.14 | 41550.8 | -4.35211 |
| 8 | 43148.07 | 41552 | -3.84113 |
| 10 | 43084.99 | 41555.3 | -3.68109 |
| 14 | 43061.83 | 41561.4 | -3.61016 |
| 18 | 43059.89 | 41548.8 | -3.6369 |
| 22 | 43059.9 | 41546.2 | -3.64341 |
| 26 | 43059.89 | 41541.5 | -3.65511 |
| 30 | 43059.89 | 41541.5 | -3.65511 |
| 34 | 43059.89 | 41541.5 | -3.65511 |

Table 4.26: Total Cycle Time (Time unit = minute) for case study 7: 5-product 5workstation production line with deterministic processing time

Case 8: 5-machine 5-product production line with deterministic processing time (different MTTF and MTTR)

Almost all of parameters and system characteristics in this case are as same as case 7, but MTTF and MTTR are different. Summary of parameters is presented in table 4.27.

|  | Workstation |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Mean processing time ( $\mathrm{b}_{\mathrm{i}}$ ) | 69.6710526 | 82.0395 | 65.9211 | 64.5395 | 74.0789 |
| Mean <br> Processing <br> Rate ( $\mu_{\mathrm{i}}$ ) | 0.01435316 | 0.01219 | 0.01517 | 0.01549 | 0.0135 |
| Coefficient of Variation of processing time (CVi) | 0.09845799 | 0.10807 | 0.08599 | 0.10617 | 0.10613 |
| Squared Coefficient of Variation $\left(\mathrm{CV} 2_{\mathrm{i}}\right)$ | 0.00969398 | 0.01168 | 0.00739 | 0.01127 | 0.01126 |
| Squared Coefficient of Variation of repair time (CV2r) | 1 | 1 | 1 | 1-1 | 180 |
| MTTF | 1695 | 1538 | 1613 | 1351 | 1818 |
| MTTR | 213 | 270 | 182 | 149 | 238 |

Table 4.27: Summary of the system parameters for case 8

Simulation run time for this case is $100,000 \mathrm{hr}$ with warm up period of $10,000 \mathrm{hr}$. Time unit is considered second for this case. Buffer size incremental increase is as same as previous cases up to buffer size 58, and near plateau is reached at buffer size 162 .

| Buffer size | Total Cycle time <br> (Approximation) | Total Cycle <br> time <br> (Simulation) | \%difference = ((Simulation- <br> Approximation)/Simulation)*100 |
| :--- | :--- | :--- | :--- |
| 1 | 68635 | 50582 | -35.69 |
| 2 | 54650 | 49078 | -11.35 |
| 3 | 50894 | 48342 | -5.28 |
| 4 | 49709 | 47931 | -3.71 |
| 6 | 48167 | 47575 | -1.25 |
| 8 | 47522 | 47464 | -0.12 |
| 10 | 46979 | 47450 | 0.99 |
| 14 | 46360 | 47389 | 2.17 |
| 18 | 46006 | 47425 | 2.99 |
| 22 | 45774 | 47369 | 3.37 |
| 26 | 45608 | 47377 | 3.73 |
| 30 | 45484 | 47414 | 4.07 |
| 34 | 45388 | 47394 | 4.23 |
| 38 | 45312 | 47421 | 4.45 |
| 42 | 45251 | 47385 | 4.50 |
| 46 | 45200 | 47363 | 4.57 |
| 50 | 45157 | 47396 | 4.72 |
| 54 | 45121 | 47397 | 4.80 |
| 58 | 45090 | 47379 | 4.83 |
| 162 | 44841 | 47379 | 5.36 |
| 166 | 44838 | 47379 | 5.36 |

Table 4.28: Total Cycle Time (Time unit = second) for case study 8: 5-product 5workstation production line with deterministic processing time

Case 9: 5-machine 5-product production line with deterministic processing time (different batch size)

All the parameters of case 8 remain unchanged for this case. However, in order to examine the effect of batch size on system performance, this case has been tested with different batch sizes. New batch sizes are presented in table 4.29.

|  | Product | Batch <br> Size (unit) | Line Set- <br> up time |
| :--- | :--- | :--- | :--- |
| Batch <br> Size | 1 | 240 | 1250 |
|  | 2 | 300 | 1250 |
|  | 3 | 280 | 1250 |
|  | 4 | 360 | 1250 |
|  | 5 | 340 | 1250 |

Table 4.29: Batch sizes and Line set up time

For the ease of follow up, parameters of previous case (case 8) are presented again in table 4.30 below:

|  | Workstation |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 |
| Mean processing time ( $\mathrm{b}_{\mathrm{i}}$ ) | 69.67 | 82.04 | 65.92 | 64.54 | 74.08 |
| Mean Processing Rate ( $\mu_{\mathrm{i}}$ ) | 0.0144 | 0.0122 | 0.0152 | 0.0155 | 0.0135 |
| Squared Coefficient of Variation (CV2 ${ }_{\mathrm{i}}$ ) | 0.00967 | 0.01166 | 0.00738 | 0.01125 | 0.01124 |
| Squared Coefficient of Variation of repair time (CV2r) | 1 | 1 | 1-13 | 1 | 1 |
| MTTF | 1695 | 1538 | 1613 | 1351 | 1818 |
| MTTR | 213 | 270 | 182 | 149 | 238 |

Table 4.30: Summary of the system parameters for case 9

Run time for this case is $50,000 \mathrm{hrs}$ with warm up period of $100,000 \mathrm{hrs}$ and time unit is second. Buffer size increase follows the same procedure of previous cases up to buffer size 58 . The steady state is almost reached at buffer size 218 .

| Buffer size | Total Cycle time <br> (Approximation) | Total Cycle <br> time <br> (Simulation) | \%difference $=(($ Simulation- <br> Approximation)/Simulation)*100 |
| :--- | :--- | :--- | :--- |
| 1 | 252215.2 | 178818 | -41.05 |
| 2 | 195681.7 | 171114 | -14.36 |
| 3 | 180491.9 | 167234 | -7.93 |
| 4 | 175689.9 | 164426 | -6.85 |
| 6 | 169459.1 | 161866 | -4.69 |
| 8 | 166854.4 | 160351 | -4.06 |
| 10 | 164658.1 | 159988 | -2.92 |
| 14 | 162157.2 | 159422 | -1.72 |
| 18 | 160730.4 | 159642 | -0.68 |
| 22 | 159789.8 | 159117 | -0.42 |
| 26 | 159120.1 | 159208 | 0.06 |
| 30 | 158619.8 | 159456 | 0.52 |
| 34 | 158233 | 159244 | 0.63 |
| 38 | 157925.9 | 159298 | 0.86 |
| 42 | 157676.7 | 159183 | 0.95 |
| 46 | 157470.9 | 159262 | 1.12 |
| 50 | 157298.3 | 159192 | 1.19 |
| 54 | 157151.7 | 159102 | 1.23 |
| 58 | 157025.9 | 159303 | 1.43 |
| 218 | 155921.1 | 159137 | 2.020865 |
| 222 | 155916.8 | 159137 | 2.023565 |

Table 4.31: Total Cycle Time (Time unit = second) for case study 9: 5-product 5workstation production line with deterministic processing time

### 4.3 Analysis of the results:

### 4.3.1 Effect of increasing product type variety:

Comparing the results generated in case 2 (2-product 5 -workstation) with case 8 (5-product 5 -workstation) shows that when product type increases, the proposed approximation method demonstrates higher accuracy. Although in very low buffer sizes (lower than 4) due to high instability of the approximation no judgment can be made, for buffer sizes higher than 6 , the higher accuracy of case 8 is observed.

The reason for this can be explained as follow: our model is built upon the assumption of processing times being generally distributed. We have used GI/G/1/N queuing model and a decomposition algorithm (Algorithm 1) that assumes generally distributed processing times.

By increasing the product type variety we become closer to the concept of general distribution of processing time. If we have more product types, more arbitrary phases we have; therefore, closer to a General distribution. This can be an explanation for increasing accuracy, when product type increases.

### 4.3.2 Effect of MTTF and MTTR:

By comparing case 5 with wit 6 (2-product types 10 -workstation production line), we observe that accuracy and stability in case 6 is higher than case 5 . The only difference in these two cases is the values of MTTF and MTTR.

Before going into further details, here an explanation is needed to study the effect of MTTF and MTTR on the squared coefficient of variation of the completion time explained in chapter 3 . The equation is brought to the attention of reader again as below:

$$
C V_{C, i}^{2}=C V_{i}^{2}+\frac{M T T F_{i} *\left(C V_{R, i}^{2}+1\right)}{b_{i}} /\left(1+\frac{M T T F_{i}}{M T T R_{i}}\right)^{2}
$$

The above equation indicates variability of the Completion Time in each workstation after taking failure of workstations into consideration.

This equation also very well present that MTTF and MTTR have impact on the squared coefficient of variation of completion time, and consequently, on the whole system performance. Here, an investigation of such impact is performed. The following tables demonstrate how the parameters of cases 5 and 6 , particularly MTTF and MTTR, affect $\mathrm{CV}^{2}{ }_{\mathrm{c}, \mathrm{i}}$.

| Workstation | Mean <br> processing <br> time $\left(b_{1}\right)$ | Squared <br> Coefficient <br> of Variation <br> $($ CV2 $)$ | MTTF | MTTR | $\mathrm{CV}_{\mathrm{c}, 1}^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.0145 | 0.02097 | 1695 | 213 | 0.63356 |
| 2 | 0.0123 | 0.01512 | 1538 | 270 | 0.858886 |
| 3 | 0.0153 | 0.00579 | 1613 | 182 | 0.513212 |
| 4 | 0.0157 | 0.02438 | 1351 | 149 | 0.442957 |
| 5 | 0.0131 | 0.01718 | 1818 | 238 | 0.655448 |
| 6 | 0.0157 | 0.02438 | 1550 | 180 | 0.551263 |
| 7 | 0.0123 | 0.01512 | 1500 | 170 | 0.397497 |
| 8 | 0.0131 | 0.01718 | 1450 | 270 | 0.953318 |
| 9 | 0.0153 | 0.00579 | 1700 | 200 | 0.582189 |
| 10 | 0.0153 | 0.00579 | 1600 | 160 | 0.410418 |

Table 4.32: Calculation of CV2c, i for Case 5 (2-product 10-workstation production line with deterministic processing time)

| Workstation | Mean <br> processing <br> time $\left(b_{i}\right)$ | Squared <br> Coefficient <br> of Variation <br> $\left(\mathrm{CV} 2_{\mathrm{i}}\right)$ | MTTF | MTTR | $\mathrm{CV}_{\mathrm{c}, \mathrm{i}}^{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.0145 | 0.02097 | 30 | 10 | 0.075345 |
| 2 | 0.0123 | 0.01512 | 90 | 8 | 0.029874 |
| 3 | 0.0153 | 0.00579 | 100 | 6 | 0.015594 |
| 4 | 0.0157 | 0.02438 | 100 | 4 | 0.029025 |
| 5 | 0.0131 | 0.01718 | 100 | 2 | 0.018187 |
| 6 | 0.0157 | 0.02438 | 100 | 2 | 0.025587 |
| 7 | 0.0123 | 0.01512 | 100 | 2 | 0.016066 |
| 8 | 0.0131 | 0.01718 | 100 | 2 | 0.018187 |
| 9 | 0.0153 | 0.00579 | 100 | 2 | 0.006966 |
| 10 | 0.0153 | 0.00579 | 100 | 2 | 0.006966 |

Table 4.33: Calculation of CV2c, i for Case 6 (2-product 10-workstation production line with deterministic processing time with different MTTF and MTTR)

As observed in the above tables (4.32 and 4.33), the parameter $\mathrm{CV}^{2}{ }_{\mathrm{c}, \mathrm{i}}$ in case 6 is much lower than case 5 . As mentioned earlier in chapter 3, the approximation of Buzacott and Shanthikumar (1993) for a GI/G/1/N queuing model has been applied in the proposed method of this thesis. On the other hand, they state that their approximations (of a $\mathrm{GI} / \mathrm{G} / 1 / \mathrm{N}$ queue) work very well for lower coefficient of variation. When the squared coefficient of variation tempts to be larger, according to Buzacott and Shanthikumar (1993), the approximations can be poor. This can well justify the increase of accuracy of the proposed approximation method in case 6 .

In addition, intuitively and statistically speaking, we should expect higher accuracy of approximations when variability of the studied system reduces.

### 4.3.3 Effect of batch size:

By comparing the results of cases 8 and 9 , it is observed that case 9 which has the same parameters of case 8 but with higher batch size, has produced better results. This can be a motivation to claim that larger batch sizes produce better results.

The rationality for this, again, can be related to the queuing concept. All the approximations of the $\mathrm{GI} / \mathrm{G} / 1 / \mathrm{N}$ queuing model proposed by Buzacott and Shanthikumar (1993) which are used in the thesis proposed method are studied under steady state condition of the system.

Using small batch sizes may result in not reaching a steady state when parts (as customers) arrive into each workstation (as servers). Not reaching the steady state will have the following consequence: The real world queuing model (represented by simulation) does not reach to steady state while our approximations (applied in the thesis method) are based on the steady state of the system. This may cause larger difference between the results of simulation and thesis approximation method as observed in case 8 .

### 4.3.4 Effect of buffer size:

The use of buffer space is an efficient tool that contributes to enhancing the capacity of the production line (Buzacott, 1971). Introducing buffer space decouples successive workstations by allowing them to work independently for a certain period of
time. When a workstation in a line fails or has a longer processing time, the workstation upstream of it can still operate until the upstream buffer fills up, and the downstream workstation can still operate until the downstream buffer becomes empty. The use of buffers also helps to reduce the blocking and starvation times of the work centers and thus lowers the cycle time.

In all studied cases during this thesis, increasing buffer size contributed in the accuracy and stability of the results. Especially in lower buffer sizes, adding extra capacity has great impact on improving the results. In case 8 for example, increasing the buffer size from 1 to 2 has increased the accuracy by almost $\% 24(\% 35.69-\% 11.35)$. Adding buffer size from 2 to 3 also improved the accuracy by around $\% 6$.

However, it is well known that the buffers have a limited contribution to the performance of the production system beyond a certain point. In the aforementioned case for example (case 8), after buffers size 54, almost no significant improvement is observed, and after buffer size 162 the results improvement almost stops. The minimum cycle time obtained by approximation for this case is almost 44838 seconds, corresponding to the buffer size of 166 . The addition of further buffer space beyond this point has little impact on the reduction of cycle time.

### 4.4 Summary:

In this chapter a numerical study has been performed to validate the proposed approximation, examine the accuracy, and to study the effects of several different factors on the strength of the approximation.

At the beginning, several cases have been considered under different scenarios and the approximation procedure based on the models' parameters are performed. Also, for the purpose of comparison, the studied systems are modeled in simulation software (ProModel), simulated corresponding to each buffer size, and the comparison of results are presented.

Interpretations and analysis of the observation of numerical results are given in section 3. This analysis helps further in illustrating the strength and limitations of the proposed method based on variety of factors such as Mean Time to Failure, Mean Time to Repair, batch size, and buffer size.

## CHAPTER 5

## CONCLUSIONS AND RECOMMENDATIONS

### 5.1 Conclusions

This thesis deals with the problem of performance evaluation in a multi-product production line with unreliable workstations. The few existing related solution approaches found in the literature mostly concentrate on either reliable workstations, or a single-product production line. To the best of author's knowledge, there is no analytical solution for problems that have similar characteristics to the one defined in this thesis. This thesis proposes an analytical approximation method to evaluate the cycle time as a performance measure in multi product production lines where workstations are unreliable.

Due to the complexity of the multi-product system in terms of defining a stable performance measure that does not change when a product type changes, and for the purpose of feasibility and practicality of the defined problem, we proposed generalization of production rate which is a key parameter to evaluate Total Cycle Time. The proposed general production rate would be independent of changes in product type. As a part of the generalization process, we modelled the variety of processing times in each work station by a generally distributed processing time. This will lead to obtain the desired general performance measures such as production rate and throughput time that enables us to calculate the Total Cycle time as the ultimate performance measure. GI/G/1/N queuing
model is applied to a modified decomposition algorithm in order to obtain the general production rate as the basic measure of performance.

The strength and accuracy of the proposed approximation method is examined through a numerical study presented in chapter 4 . Several cases and different scenarios are studied in order to explore areas of strength and limitations of the proposed method. The accuracy of the method is evaluated and an analysis of results is performed in order to give the best explanation of the behaviour of approximation under different scenarios.

The studied cases include cases with 5 and 10 workstations in series, 2 and 5 product types, and deterministic or generally distributed processing times. It has been observed that Mean Time to Failure and Repair (MTTF and MTTR) has a significant effect on the accuracy of the proposed approximation method. The reason for such an impact is the significance of these two parameters in the calculation of the coefficient of variation of the completion time.

Effects of buffer size were also studied for all cases. By performing the experiments for a considerably large variety of buffer sizes, the contribution of buffer in the performance of the systems and in accuracy of the proposed method were examined. By increasing buffer capacity the accuracy and performance of the line is improved up to a certain point, and thereafter, increasing buffer size will not make a significant improvement.

Another result obtained from the numerical study is increasing the strength of approximation when product type increases. Increasing product types will make the studied system closer to a system with generally distributed processing times, and since we are using the concept of general distribution for tackling the variety in product type,
the observed improvement in the approximation is well explained. The effect of batch size on the power approximation has also been examined and a direct relationship between batch size and the method's accuracy were observed.

### 5.2 Future work recommendations

The proposed method and consequent numerical study in this thesis creates and establishes a new path for researchers in the area of performance analysis in manufacturing systems. It fills the gap between theory and practice when it comes to monitoring and evaluating the performance in smaller business where the complexity of the production system is considerably high. The idea of approximating product variety by general distribution of processing times that was implemented in this thesis is a new concept and has a large place for improvements and more elaborations.

Among possible enhancements, consideration of queuing models with group arrival and integrating them into the approximation model of this thesis can be investigated. As more elaboration, examining a wide range of statistical distributions of processing time (such as Normal, Erlang, or Exponential distributions) corresponding to each product type can be considered.

Moreover, the methods developed so far are designed for serial production lines. However, the use of series-parallel systems is also common in industries. A seriesparallel production system is a production line where each work station consists of more than one machine in parallel. The reasons for adding machines in parallel are achieving higher production rate and greater reliability (Dallery and Gershwin, 1992). There is no
such analytical method that could be directly used for the evaluation of a series-parallel production system that produces several product types. So, there is a need for extending the approximation method proposed in this thesis to series-parallel systems.
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