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Abstract 

Homogeneous Charge Compression Ignition (HCCI) engines have the potential to achieve 

higher thermal efficiency and lower emissions compared with conventional Internal 

Combustion (IC) engines. However, the organization of HCCI engine combustion is 

extremely critical in order to take advantage of HCCI combustion. 

In this dissertation, an integrated numerical solver (named CKL solver) has been developed 

by integrating the original KIVA-3V solver with CHEMKIN and Large Eddy Simulation. 

This integrated solver has been validated by comparing the numerical results with the 

available experimental results, and has been employed to evaluate the combustion 

performance of the innovative HCCI combustion strategy with the Internal Mixing and 

Reformation (IMR) chamber that was proposed in the present study. 

The results show that: 

(1) the CKL solver can provide detailed information on HCCI combustion in terms of 

turbulent flow structures, temperature fields, concentration fields of all species 

involved including emissions (NOx, CO, HC), engine performance (indicated mean 

effective pressure (IMEP), heat release rate (HRR), thermal efficiency), and spray-

flow interactions. 

(2) the CKL solver predicts the averaged pressure, IMEP, thermal efficiency, emissions 

and HRR which are in good agreement with corresponding experimental data, 

proving that the CKL solver can be applied to practical engineering applications with 

the accuracy, depending on the intake temperature values, for IMEP of 5-10%, and 

for peak pressure of 1-7.5%. 

(3) the functions of the IMR chamber have been demonstrated and evaluated, showing 

that the IMR technology is a promising combustion strategy and needs further 

investigation in the future. 
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Chapter 1 

Introduction 

1.1 Background and motivation 

There are two types of Internal Combustion (IC) engines, Spark Ignition (SI) and 

Compression Ignition (CI). The conventional SI engine combustion is characterized by a 

flame propagation process. The fuel-air mixture is pre-mixed and typically 

stoichiometric. The onset of combustion in SI engines is controlled by the ignition timing 

of the spark discharge. The major disadvantage of SI engines is its low efficiency at 

partial loads due to the pumping losses and low thermal efficiency. The compression ratio 

in SI engines is usually limited to 8 to 12 in order to avoid knocks and this low 

compression ratio results in a low efficiency. On the other hand, the CI engines usually 

have a high compression ratio in the range of 18 to 24, thus giving high thermal 

efficiency. In conventional CI engines, fuel is directly introduced into the cylinder as 

spray at the end of compression stroke and the fuel-air mixture auto-ignites when the 

temperature reaches the auto-ignition temperature. The onset of combustion in a CI 

engine is controlled by the fuel injection timing. The main concerns for conventional CI 

engines are high NOx emissions due to high temperature (above 2700 K) created by the 

high compression ratio and high particulate matter (PM) emissions due to poor fuel-air 

mixing created by direct injection of fuel to the cylinder. In CI engines, a trade-off 

between the NOx and PM emissions must be balanced in order to have an optimum 

emission performance. In order to meet the high standard of emission regulations 

proposed by CEPA (1999), innovative technologies such as Homogeneous Charge 

Compression Ignition (HCCI) have been attracting more attention from engineers and 

scientists in the last three decades. 

HCCI combustion was first proposed as an alternative combustion mode for two-stroke 

engines by Onishi et al. (1979), and significant reductions in emissions and improvement 

in fuel economy were achieved by using a high level of internal residuals of exhaust 

gases and high initial charge temperature that provide the conditions for auto-ignition. An 

HCCI engine is characterized by the auto-ignition of the lean pre-mixed homogeneous 
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charge by the heat released from compression of the mixture. Unlike the traditional SI 

combustion that relies on the flame propagation and the diesel combustion that heavily 

depends on the fuel-air mixing, HCCI combustion is mostly a chemical kinetic 

combustion process controlled by the pressure, temperature and in-cylinder fuel-air 

mixture composition. Figure 1.1 shows the difference between CI engine, SI engine and 

HCCI engine combustion. In CI engines, fuel spray evaporates and mixes with air to form 

a combustible mixture and then auto-ignites when temperature reaches the ignition 

temperature. In SI engines, combustion happens within a thin reaction zone which 

propagates through the combustion chamber. This reaction zone starts from the spark 

plug and propagates to the cylinder walls. For HCCI engine combustion, the entire 

mixture in the cylinder reacts almost at the same instant, but at a lower reaction rate due 

to lower temperature as compared to CI ignition. 

Fuel Injector 

Air . dL. Exhaust 

S 
• ^ • Diffusion 

Flame 

Compression - Ignition 
Engine 

Figure 1.1 Compression Ignition (CI), Spark Ignition (SI) and HCCI engine combustion 

modes. (Gnanam 2008) 

Najt and Foster (1983) extended the work of Onishi et al. (1979) to four-stroke engines. 

The results showed that HCCI auto-ignition is controlled by the same low-temperature 

(below 1000K) chemistry leading to knock in SI engines, and that the bulk heat release is 

controlled by the high-temperature (above 1000K) chemistry dominated by CO 

oxidation. They termed the combustion mode as Compression-Ignited Homogeneous 

Charge (CIHC). Thring (1989) extended the work of Najt and Foster (1983) in four-

stroke engines. He proposed integration of the HCCI combustion mode into the engine 

operating strategy by running the engine at part-loads on HCCI combustion and 

conventional SI operation mode at high loads. Recently, interest in HCCI engine control 

Sparkplug 
Exhaust 

'Auto-ignition 
throughout 
combustion 
chamber 

Pre-mixed 
Flame Front 

Spark Ignition Engine HCCI Engine 
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strategies has increased due to challenges to meet emission standards. Good 

comprehensive reviews of HCCI engine development and control strategies were 

compiled by Zhao et al. (2003), and recently by Yao et al. (2009). 

For HCCI combustion techniques, some critical challenges still remain unresolved; for 

example, it is difficult to control the onset of combustion due to auto-ignition, the 

pressure rise rates due to the fast heat release, and the emissions of unburned 

hydrocarbons (UHC) and carbon monoxide (CO) during incomplete combustion. These 

drawbacks limit the operating range of HCCI engines. 

High performance computational techniques with proper numerical schemes and physical 

models can provide sufficient details on fluid flow, heat transfer and the combustion 

process to help engineers diagnose the performance of HCCI engine combustion with 

lower cost than engine testing. Therefore, a sophisticated numerical study is proposed for 

this dissertation. 

1.2 Literature review 

The HCCI technique, as one type of combustion mode for IC engines, has many common 

features of SI and CI engines. It also involves many different physical and chemical 

processes. The performance of HCCI combustion strongly depends on the strategies for 

organizing combustion processes that are significantly affected by the details of turbulent 

flow structures, chemical reaction rates of different species, and the valve and injection 

timings, as well as combustion chamber designs. 

1.2.1 HCCI combustion strategies 

The main advantages of HCCI combustion technology that could be obtained are the high 

fuel efficiency and low emissions, but there exist many critical challenges on the road to 

bringing HCCI to the market. For example, how does one control the onset of 

combustion, completely burn fuel with high efficiency, and produce low emissions as 

well as no knocks? 

For the last three decades, scientists and engineers have been working on HCCI 

combustion and have developed some combustion strategies to meet these challenges, for 

example, fuel injection technologies, charge boost technologies, Exhaust Gas 
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Recirculation (EGR) technologies, variable compression ratio, multi-mode ignition, fuel 

modification etc. (Yao et al. 2009). Detailed review of different strategies can be found in 

this reference. In this dissertation, only some related strategies, which are relevant to this 

work, will be reviewed. 

The fuel injection strategies deal with when, where and how to inject fuel. Some 

researchers (Marriott and Reitz, 2002, Gnanam 2008) have done significant work on 

these strategies such as port or direct injection, late or early injection, multiple injections, 

etc. 

The goal of EGR technology is to reduce the NOx emission and control the auto-ignition 

time by controlling the temperature of the mixture inside the cylinder. EGR technologies 

concern bringing exhaust gases back to the engine cylinder (referred to as external EGR) 

or retaining some of the exhaust gases inside the engine cylinder by closing the exhaust 

valve early (referred to as internal EGR). These technologies have been practiced by 

many researchers (Law 2000, Kaahaaina et al. 2001, Shen et al. 2006, Gnanam 2008). 

The purpose of variable compression ratio technologies is to properly arrange the 

required temperature and pressure for auto-ignition by changing the compression ratio. 

This is relatively new technology (Christensen and Johansson 2002, Haraldsson et al. 

2003). 

Besides these technologies reviewed in Yao et al. (2009), Gnanam (2008) proposed a 

new strategy where a fuel reformation chamber was introduced to control the start of 

combustion. The proposed strategy was to vary the compression ratio during the 

compression stroke to control combustion onset, in addition to the effects of fuel 

reformation. The experimental engine used was a four-stroke, three cylinder indirect 

injection type compression ignition engine which was converted to single cylinder 

operation for HCCI combustion. It was concluded that a temporary change in 

compression ratio that results from utilizing the proposed pre-chamber methodology has 

a stronger influence in controlling the onset of HCCI combustion compared to the effects 

of fuel reformation products alone. 

Although each technology mentioned above can solve some of the challenges, they also 

bring some new problems. Behind all these different technologies, the key issue actually 
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remains the same, i.e., how to organize the reactants (fuel and air) in such a way so that 

they can be burned at the right time, right place, with the right rate and produce the power 

required with an acceptable level of emissions. The performance for different strategies 

to organize the reactants fundamentally depends on how to organize the flow, usually 

turbulent flow, and how to control the detailed reaction processes. Therefore a 

fundamental understanding of turbulent structures and detailed chemical kinetics within 

the HCCI engines still remains as the major challenge for HCCI technologies. 

1.2.2 Turbulence modeling of IC engines 

Turbulence is a common flow phenomena which exists in IC engines and plays a 

fundamental role in the combustion performance. The numerical methods used to solve 

the turbulence governing equations can be classified as Reynolds Averaged Navier-

Stokes (RANS) based method, Direct Numerical Simulation, and Large Eddy Simulation. 

In RANS, all quantities are decomposed into a mean (averaged) value and a fluctuation. 

In RANS-based methods the entire spectrum of turbulence is represented by a statistical 

turbulence model. A wide range of models are available ranging from simple algebraic 

models to Reynolds stress closure models. The most commonly used turbulence models 

in engine simulations so far have been RANS-based. An example is KIVA-3V, a general-

purpose Computational Fluid Dynamics (CFD) solver for unsteady fluid flow, heat 

transfer and combustion developed by Los Alamos National Laboratory (Amsden et al. 

1989). The KIVA family of codes (KIVA-II, KIVA-III, KIVA-3V, and KIVA-3V 

Release 2) is based on the Arbitrary Lagrangian-Eulerian (ALE) method (Amsden et al. 

1989). These are time marching block-structured Navier-Stokes solvers for simulation of 

transient, two and three dimensional, reactive fluid flows with sprays. The gas flow is 

modeled by an Eulerian method and the liquid phase is modeled by a Lagrangian method. 

A stochastic particle method is used to calculate evaporation in liquid sprays, including 

the droplet collisions and aerodynamic breakups. A standard k-e model is incorporated in 

the KIVA-3V solver for turbulence modeling. In RANS models, the governing equations 

are ensemble averaged. This removes unsteadiness from the flow field and smears out 

flow structures. These results can only be compared with the averaged flow field over 
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time. The actual engine performance depends on the cycle-to-cycle variability, which 

cannot be captured by using RANS turbulence models. 

Direct Numerical Simulation (DNS) is an approach in which direct solution of the 

governing equations are obtained numerically. The mesh must be fine enough to resolve 

the smallest scales. The size of the smallest eddy is governed by the rate of dissipation of 

the turbulent kinetic energy (e) and the coefficient of viscosity (v). The smallest length 

scale (TjJ) is called the Kolmogorov scale. To resolve the Kolmogorov scales a grid size 

of the order of Rl9/4 is needed, where Rl is LVt/ V, L and Vt are the length scale and 

velocity scale of large eddies. For example, if Rl is 10000, the number of grid points 

would be 109. The time step also has to be very small. Thus the DNS method is very 

time-consuming and requires high computational power. 

Large Eddy Simulation (LES) is an intermediate approach between RANS and DNS 

where large-scale unsteady motions are resolved and small-scale turbulent motions are 

modeled. To differentiate between large-scale and small-scale eddies a filter size has to 

be determined. Scales larger than the filter size are known as large scales and smaller 

than the filter size are known as Sub-Grid Scales (SGS). In LES simulations, the small 

grid size is considered as the filter size. The governing equations obtained after applying 

the filter are known as filtered governing equations. The sub-grid scale models were 

developed to represent small-scale turbulence motions (Sagaut 2002). 

The typical sub-grid scale models used to date are as follows: 

1. Smagorinsky model. 

2. One-equation eddy viscosity model. 

3. Dynamic Smagorinsky model. 

4. Dynamic structure model. 

The Smagorinsky model (Smagorinsky 1963) used for sub-grid scale modeling is a zero-

equation eddy viscosity model, in which a sub-grid stress tensor is calculated based on 

the eddy viscosity and rate of strain tensor. The eddy viscosity is calculated from the 

magnitude of the rate of strain tensor, Smagorinsky constant and filter width. The 

Smagorinsky constant is flow dependent and is a fixed constant in this model. Several 
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researchers applied the Smagorinsky model to IC engine applications (Haworth 1999, 

Celik et al. 2001, Thobois et al. 2005, Jhavar and Rutland 2006). Haworth (1999) showed 

that the LES predictions for a two-valve pancake type combustion chamber motored four-

stroke cycle engine were in better agreement with the experimental results compared to 

RANS results. The LES results predicted flow structures similar to instantaneous Particle 

Image Velocimetry (PIV) flow fields. Thobois et al. (2005) simulated flow in an 

axisymmetric sudden expansion valve with LES and RANS models and compared the 

simulation results with experimental results obtained using Doppler Global Velocimetry 

(DGV). The results indicated that the LES model was able to predict swirl with an error 

of 1%, whereas RANS predicts it with an error of 31%. The disadvantage of using the 

Smagorinsky method is that it is dissipative in nature and the Smagorinsky model 

constant is an unknown constant prior to simulations. 

The Dynamic Smagorinsky model (Germano et al. 1991) is a modified version of the 

Smagorinsky model in which the Smagorinsky model constant is calculated from the 

flow field parameters instead of specifying a constant value. This method involves 

applying a test filter over the sub-grid scale filter to obtain the rate of strain values. 

Haworth (1999) and Jhavar and Rutland (2006) implemented the Dynamic Smagorinsky 

model and compared results obtained with the Smagorinsky model. Although this model 

gives better prediction of flow fields compared to the Smagorinsky model, the 

methodology caused numerical instability due to the negative model constant. 

The one-equation eddy viscosity model (Sone et al. 2001), also known as the k-A model, 

where k is sub-grid scale turbulent kinetic energy and A is filter width, consists of an 

additional transport equation for sub-grid scale turbulent kinetic energy. The eddy 

viscosity is calculated from the sub-grid scale turbulent kinetic energy, filter width and 

rate of strain tensor. This model is suitable for coarse grids since the kinetic energy 

budget has been considered. This model has been widely used by several researchers for 

engine flows (Sone and 2001, Lee et al. 2002, Sone and Menon 2003, Jhavar and Rutland 

2006, Kamata et al. 2007). Sone et al. (2001) used this model to study fuel-air mixing in a 

direct injection IC engine. This model was validated with benchmark cases of shear layer 

and backward facing step before applying to engine simulations. The results indicate that 
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the LES model was able to capture unsteady features of fuel-air mixing. Lee et al. (2002) 

used this model to simulate a direct-injection diesel engine combustion process. Results 

indicate that LES prediction of pressure traces matched well with experimental results 

and also indicate that LES resolves large kinetic energy scales which give realistic 

turbulent viscosity predictions. Jhavar and Rutland (2006) compared various LES models 

and also showed the differences with RANS models. These model results were compared 

with RNG k-e model results for the Caterpillar 3401 single cylinder direct injection diesel 

engine. The LES model results showed very good agreement with the experimental data 

compared to RANS results. Kamata et al. (2007) used this model to investigate 

instantaneous and statistical spray structures of diesel spray. The simulation predictions 

were validated by experimental visualizations of diesel spray. The results indicated that 

the LES model was able to capture instantaneous spray structures and heterogeneity at 

the periphery of the spray. 

The one-equation, non-viscosity dynamic model, also known as the Dynamic Structure 

model, was developed by Pomraning and Rutland (2002). An additional transport 

equation for the sub-grid scale turbulent kinetic energy is added to the dynamic model. A 

test filter is applied over a sub-grid scale filter. The sub-grid stress term is calculated 

from the sub-grid scale filter and test filter, and sub-grid scale turbulent kinetic energies 

using a tensor coefficient based on the Leonard stress term. Jhavar and Rutland (2006) 

used this model for fuel-air mixing and combustion simulations in a direct injection 

diesel engine. 

In engine flow simulations, it is important to capture the unsteady cycle-to-cycle 

differences of the flow fields. LES is suitable for engine flow simulations because it 

resolves the instantaneous flow fields within the engine and thus the details of local flow 

structures can be simulated efficiently and effectively. 

1.2.3 Combustion modeling of HCCI engines 

Yao et al. (2009) discussed five types of models applied to HCCI engine combustion 

modeling which are summarized as follows: 

1. Zero-dimensional single-zone models with detailed chemistry 
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2. Quasi-dimensional multi-zone model with detailed chemistry 

3. One-dimensional engine cycle model with detailed chemistry 

4. Multi-dimensional CFD model with multi-zone detailed chemistry 

5. Multi-dimensional CFD model with detailed chemistry 

Zero-dimensional single-zone models with detailed chemistry (Dec and Sjoberg 

2003): In these models, the in-cylinder temperature and mixture concentration are 

assumed to be homogeneous. These models are single zone in the sense that the 

simulations were carried out on a single point in space marching in the time direction. 

There is no physical domain and geometry. The detailed chemical kinetic processes of 

hydrocarbon fuels in HCCI combustion have been studied by this approach (Curran et al. 

2002). This method can give a good prediction of the onset of combustion and the 

combustion mechanism, but cannot predict rate of heat release, the combustion duration 

and emissions due to the absence of geometry information and flow effects. 

Quasi-dimensional multi-zone with detailed chemistry (Fiveland and Assanis 2001, 

Kongsereeparp and Checkel 2007): In this model, the temperature inhomogeneity of the 

combustion is taken into account by considering a number of zones with varying 

temperatures. Here the computational domain contains a number of zones and each zone 

interacts with the surroundings for heat transfer, mass transfer and pressure work. 

Fiveland and Assanis (2001) used a comprehensive multi-zone model to predict 

performance and emissions under turbo-charge conditions. The model is based on a full 

cycle simulation code and includes an adiabatic zone, boundary layer zone and a crevice 

zone. Recently, a modified multi-zone chemical kinetic model was developed by 

Kongsereeparp and Checkel (2007) to describe the effects of base fuel/reformed fuel 

blends on HCCI engine combustion. Their model includes imperfectly stirred mixture 

effects via the virtual enthalpy exchange between hotter internal residual and cooler 

intake mixtures. No mass transfer was considered in their model. 

This type of quasi-dimensional multi-zone model with detailed chemistry considers the 

effect of temperature inhomogeneities by the number of zones. These models can predict 

the start of combustion, heat release and emissions, but they do not take into 

consideration the geometry effects and residual gas effects on combustion. 
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One-dimensional engine cycle with detailed chemistry (Fiveland and Assanis 2000, 

Ogink 2003, Narayanaswamy and Rutland 2004): In these models, a commercial 1-D 

cycle simulation software is coupled with a chemical kinetic solver e.g., CHEMKIN (Kee 

et al. 1996). By using cycle simulation codes, the initial temperature and species 

compositions are calculated. These parameters are taken as inputs to the chemical kinetic 

solvers to simulate combustion. Fiveland and Assanis (2000) simulated a full engine 

cycle using a 1-D cycle simulation model and CHEMKIN. Xu et al. (2003) developed a 

model combining the CHEMKIN-based single-zone chemical kinetic model with the 

Ricardo 1-D gas dynamics and engine simulation code WAVE. Ogink (2003) developed 

a BOOST-CHEMKIN single-zone model to accurately predict the moment of auto-

ignition and the rate of heat release in a gasoline HCCI engine. Narayanaswamy and 

Rutland (2004) coupled GT-Power, a commercial 1-D engine cycle code with external 

cylinder model which incorporates sub-models for fuel injection, vaporization, multi-

zone detailed chemistry calculations, heat transfer, energy conservation and species 

conservation. 

The advantages of these models is that they can simulate complete engine cycle by using 

inputs from experimental data at the intake as the initial conditions and they can calculate 

engine-out emissions. These models can give faster estimation of the engine-out 

emissions than multi-dimensional modeling and help in engine designs, but the 

temperature inhomogeneity and geometry effects are not considered. 

Multi-dimensional CFD with multi-zone detailed chemistry (Aceves et al. 2001, 

Babajimopoulos et al. 2002, Aceves et al. 2004): In these models multi-dimensional CFD 

solvers are coupled with multi-zone combustion solvers. The CFD solver gives the flow 

field at the start of the combustion and the flow field is segregated into several zones 

based on temperature. The multi-zone chemical kinetics code is initialized by different 

initial temperature and other needed parameters e.g., species mass fractions, obtained 

from the CFD code. The multi-zone chemical kinetics code simulates the combustion 

process and returns back parameters to the flow solver. This solution methodology takes 

into account the effect of temperature distributions in the cylinder. These models are able 

to predict satisfactorily the cylinder pressure traces and emissions. Babajimopoulos et al. 

(2002) developed the model to simulate a full engine cycle to study the effects of valve 
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movement and gas exchange processes. Results obtained by this model showed large 

variations in temperature, and significant inhomogeneities in residual gases within the 

combustion chamber at the start of combustion. Aceves et al. (2004) used this model to 

investigate HC and CO emissions in a HCCI engine under low-load conditions. The 

results showed good agreement with experiments. 

These types of models take the advantage of using CFD solvers to determine the 

temperature in-homogeneities within the cylinder. However, the formation of zones 

based on temperature would have effects on heat release rate and combustion duration. 

These models indicate that multi-dimensional modeling of the flow field and integration 

of chemical kinetic codes are necessary to predict the HCCI combustion performance and 

emissions. 

Multi-dimensional CFD with detailed chemistry: 

Agarwal and Assanis (1998) integrated CHEMKIN with KIVA-3 to study auto-ignition 

of natural gas injected under compression ignition conditions. A detailed chemical kinetic 

mechanism consisting of 22 species and 104 elementary reactions was used. The results 

showed that both flow and ignition modeling are needed to get quantitative predictions of 

ignition delay under compression ignition conditions. It was shown that coupling of 

multi-dimensional flow and multi-step chemistry are essential to reveal detailed features 

of the ignition process. 

Kong et al. (2001) integrated KIVA and CHEMKIN to study HCCI engine combustion 

with detailed chemical kinetics. Effects of turbulent mixing on the reaction rates were 

also considered. The results showed good agreement with experimental data for a wide 

range of engine conditions, including various fuels, injection systems, engine speeds and 

EGR levels. Ignition timings were predicted well. It was found that the presence of 

residual radicals could enhance the mixture reactivity and hence shorten the ignition 

delay time. The model was applied to simulate two different heavy-duty diesel engines 

operating in the HCCI mode (Volvo engine and Caterpillar engine). The computations 

used a 2-D mesh and started from intake valve closure. A reduced reaction mechanism 

for iso-octane, which contains 79 species and 398 reactions, was used. 
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Kong and Reitz (2002) studied the turbulence mixing effects using detailed chemical 

kinetics and showed that the KIVA/CHEMKIN coupling was able to simulate the ignition 

and combustion process in three different HCCI engines including a Cooperative Fuel 

Research (CFR) engine and two modified heavy-duty diesel engines. The results showed 

that the ignition timings were predicted correctly using the detailed chemistry without the 

need to adjust kinetic constants in the reaction mechanism. However, the kinetics-

controlled reaction rates resulted in too high heat release rates, and the effects of 

turbulent mixing needed to be considered to give a better agreement in the combustion 

phasing with the experiments. The computations started at intake valve closure and 

assumed a uniform distribution of mixture properties. 

Kong et al. (2003) numerically investigated the pre-mixed iso-octane HCCI engine 

combustion and its sensitivity to computational mesh. The KIVA/CHEMKIN coupling 

developed by Kong et al. (2001) was used. The method is able to simulate accurately the 

ignition timing and combustion phasing for various engine conditions. The CO emission 

was under-predicted by this method. The results show'that most of HC and CO emissions 

are initiated in the crevice region and in the vicinity of cylinder walls. A sensitivity study 

of the computational grid resolution indicated that the combustion predictions were 

relatively insensitive to the grid density. The computations also show that HCCI 

combustion and emissions are extremely sensitive to the initial mixture temperature. The 

computations were started at the time of intake valve closure and a 2-D sector mesh was 

used. The initial mixture temperature was estimated by using a 1-D engine cycle analysis 

program. 

Jhavar (2007) studied a direct injection HCCI diesel engine using LES for turbulence and 

CHEMKIN for detailed chemistry. He studied different LES models and showed that 

LES is able to capture large scale flow structures. Multiple engine cycles were simulated 

to identify sources of cycle-to-cycle variations. The results show that simulations from 

intake to exhaust using CHEMKIN-LES match better with experimental data than using 

CHEMKIN-RANS. This was attributed to the capability of LES in representing fuel-air 

mixing and flow structures better than RANS. LES simulations were also used to 

evaluate variable valve actuation strategies. It was concluded that the LES approach 
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allows simulating the complete engine cycle with detailed information on the flow, 

mixing and combustion of an HCCI engine. 

This kind of multi-dimensional CFD method with detailed chemistry is the state-of-the-

art in HCCI engine modeling. It can provide necessary information regarding combustion 

process although it is time consuming and requires high computational power. 

1.2.4 Summary of literature review 

As an alternative for CI and SI engines, HCCI combustion technologies can play a 

significant role in reducing emissions and improving combustion efficiency. But, the 

current available HCCI technologies are still not mature enough to be commercialized. 

All the challenges related to HCCI technologies can always be tracked back to the 

fundamental understanding of the combustion process that involves turbulent flow, 

turbulent combustion with hundreds, if not thousands, of species and multi-step chemical 

reactions. 

Therefore, the following are needed to meet these challenges: 

(1) a fundamental understanding of turbulent flow structures and their effects on the 

combustion performance; 

(2) a fundamental understanding of fuel reaction mechanism with detailed chemistry 

and their effect on the combustion performance; 

(3) an innovative HCCI combustion strategy that can provide better control on the 

combustion process. 

1.3 Objectives 

The long term objective for HCCI combustion research is to develop an effective 

combustion strategy to reach the idealized goal of HCCI, i.e., better fuel economy and 

lower emissions than that of the existing conventional engines. 

The short term objectives, i.e., the objectives for this dissertation, are as follows: 

(1) to develop an effective numerical solver that can deal with detailed turbulent flow 

structures with detailed chemical kinetics in HCCI combustion; 
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(2) to propose an innovative HCCI combustion strategy and evaluate its performance 

by using the solver developed in (1). 

1.4 Methodology 

In this dissertation, a numerical method will be developed by integrating the original 

KIVA-3V solver with CHEMKIN and Large Eddy Simulation, and validated by 

comparing the numerical results with the available experimental results, and employed to 

evaluate the combustion performance of an innovative HCCI combustion strategy that 

will be proposed through this dissertation. 

The Large Eddy Simulation sub-grid scale model developed by Sone et al. (2001) and the 

CHEMKIN solver with iso-octane multi-step reaction mechanism developed by Jia and 

Xie (2006) will be implemented in the original KIVA-3V solver. Hereafter, this 

integrated solver will be called CKL (CHEMKIN-KJVA-LES) solver for convenience. 

This CKL solver will be validated by using the experimental results from Dec and 

Sjoberg. (2003) for Cummins B-series production diesel engine with a 2-D axi-symmetric 

domain, and results from Gnanam (2008) indirect injection type Kubota D905 diesel 

engine with a 3-D domain. 

An innovative HCCI combustion strategy with Internal Mixing and Reformation (IMR) 

chamber will be proposed and evaluated by using the CKL solver. 

1.5 Dissertation overview 

The governing equations, algorithm, and solution methodology are explained in Chapter 

2; the grid sensitivity and the comparison of RANS and LES turbulence models for a 

vertical valve engine case are discussed in Chapter 3; the CKL solver is validated with a 

Cummins B-series production diesel engine in Chapter 4; the CKL solver is further 

validated with an indirect injection type compression ignition engine in Chapter 5 with a 

discussion of the combustion process of this engine; the function of a IMR chamber is 

discussed and evaluated in Chapter 6. 
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Chapter 2 

Numerical Methodology 

2.1 KIVA-3V solver 

KIVA-3V uses a time-marching, finite volume scheme which solves the equations of 

mass, momentum, energy and turbulence using a combined Lagrangian and Eulerian 

technique in three solution phases. 

r 

Initialization of all variables, read input file 

i r 

1 

/ \ 
Setup geometry, initial conditions, and boundary conditions 

f 

r \ 
Phase A: 

- Spray droplet injection, transport and turbulence, breakup, collisions 
and evaporation. 

- Chemical kinetic and ignition reactions and equilibrium reactions. 
- Gravity effects, droplet mass, momentum, and energy couplings. 

i 

C Phase B: ^ 
- Mass diffusion, viscous stress calculation and predicted 

(extrapolated) pressure. 
- Implicit momentum diffusion, heat diffusion, pressure, turbulent 

energy and dissipation 
^ - Update droplet velocities. 

f 

Phase C: 
- Calculation of grid velocities, rezoning of the grid, new cell 

volumes and area projections. 
- Explicit advection of mass, energy, and turbulent energy and 

momentum. 
^ - Additional grid details, equations of state. 

i1 

Exit when reaches prescribed crank angle 

Figure 2.1 KIVA-3V solution algorithm phases, details and time stepping procedure. 
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The governing equations in KIVA-3V and the modified LES equations are given in the 

next section. 

The finite volume procedure is second order accurate in space and first order accurate in 

time. The arbitrary Lagrangian-Eulerian (ALE) method is used in KIVA-3V for temporal 

differencing. In KIVA-3V, each time step is broken into three separate phases as shown 

in Figure 2.1. 

2.2 Governing equations 

2.2.1 The governing equations of gas phase 

The KIVA-3V code can be used to solve both laminar and turbulent flows. The mass, 

momentum, and energy equations for the two cases differ primarily in the form and 

magnitude of the transport coefficients. 

The continuity equation for species m is given as follows: 

where pm is the mass density of species m, p is the total mass density, and u is the fluid 

velocity. Fick's diffusion law is assumed with a single diffusion coefficient D. The final 

two terms pc
m and ps

m are density change per unit time due to chemistry and spray 

respectively. 3m \ is the Kronecker delta function, which is equal to 1 when m= 1, and 0 

otherwise. By summing Eq. (2.1) over all species, the total fluid density equation 

becomes: 

%+v-(p„u)=v pDvisA +p;+p„'5„ J  
d t  . V P  J .  

(2.1) 

^ + V-(pM)  = p s  (2.2) 

where ps is source term due to spray. 

The momentum equation for the fluid mixture is: 

(2.3) 
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where P is the fluid pressure. The dimensionless quantity, a, is used in conjunction with 

the Pressure Gradient Scaling (PGS) Method. This is a method for enhancing 

computational efficiency in low Mach number flows, where the pressure is nearly 

uniform. The PGS method lowers the courant number to improve the computational 

efficiency. A,kesw indicates whether the flow is laminar or turbulent (0 for laminar, 1 for 

turbulence), a is the viscous stress tensor, which is given with fi and X being the first and 

second coefficients of viscosity, respectively. 

<r=/i[vw + (v«f + XVuE (2.4) 

The superscript T denotes transpose, and E is the unit matrix, ft and X are the coefficients 

of viscosity and are defined in equations (2.14) and (2.15). F6 in the momentum equation 

(2.3) is the rate of momentum gain per unit volume due to the spray. The specific body 

force g is assumed to be constant, k is the turbulent kinetic energy. 

The internal energy equation is given as follows: 

Hp ' )  
dt 

•  +  V-(pu/)  = -PV-a + ( l-4,m)tF:Vu-V •J + A^Pe + Q'(2-5) 

where I is the specific internal energy, exclusive of chemical energy, e is the dissipation 

rate of turbulent kinetic energy, and J is the heat flux vector, which is the sum of 

contributions due to heat conduction and enthalpy diffusion, i.e., 

J = -KVT - pD2>.vf <V/1 (2.6) 

where T is the fluid temperature, hm is the specific enthalpy of species m, and K is the 

coefficient of heat conduction. The final two terms in the internal energy equation (2.5), 

Qc and Q5, are source terms due to chemical heat release and spray interaction. 

The turbulence quantities (k and e) that appear in the conservation equation are given by 

their own transport equation (standard k-e equations with some added terms cf., Launder 

and Spalding 1972): 

8(pk}+V-(puk) = --pk(V-u)+e:V-u + V 
dt v ' 3 

-^-Vk 
VP'* , 

\ 

-pe + Ws (2.7) 
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^^+V-(pMe) = -^ |c1-c3 jpe(V-«)+V A* VE 
Pr v c y 

+ - [c,cr: Vm - c2p£ + c^5 ] 

(2.8) 

where ff* is the source term due to the interaction with spray, and the standard values of 

some constants often used in engine calculation are c\ =1.44, c2= 1.92, c3 =-1.0, cs=1.5, 

Pr* =1.0, Pre=1.3. 

In addition, the state equations are assumed to be those of an ideal gas mixture and 

corresponding thermodynamic properties are taken from the JANAF tables, cf,. Stull and 

Prophet (1974). Therefore, 

P'KTYl" 

m- z 

'w_ 

IS 

P  f p m ( T )  <,(7) = Z P 

m v ' 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

where R0 is the universal gas constant, Wm is the molecular weight of species m, Im is the 

specific internal energy of species m, and cpm is the specific heat at constant pressure of 

species m. The values of hm and cpm are taken from the JANAF table (Stull and Prophet 

1974). The thermodynamic data of species properties also can be calculated by the NASA 

polynomial coefficients. The transport coefficients in KIVA-3V are taken to be: 

A* =0- A o ) p v o + H a i r + A 0 c ^  kY£ 

X = A3h 

K = Pp. 

Pr 

D = JL 
pSc 

(2.13) 

(2-14) 

(2.15) 

(2.16) 
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AJ0-5 
(2.17) 

where diffusivity vQ is an input constant, and A\,A2 and cM are constants. A3 is taken to be 

-2/3 for turbulent flow but can be arbitrarily specified in laminar flows. Pr (Prandtl 

number) and Sc (Schmidt number) are input constants. 

The detailed information about the spray model and the governing equations of the liquid 

phase is described in Appendix D (Amsden et al. 1989). 

2.2.2 The LES model 

In LES, the flow field is decomposed into a resolved scale component, which is solved 

directly, and a sub-grid scale component, which is modeled. To achieve this, a filtering 

operation is required which is in physical space the local spacial average of the flow field. 

The decomposition of turbulent scales into large scale motions and small scale motions 

can be given as: 

where/is the instantaneous quantity,/ is the resolved quantity, and /" is the unresolved 

quantity. The resolved quantity is given by, 

where G is a spatial filter fiinction and V is the filter domain. The spatial filter G is a 

function of space having characteristic filter width A. In this study, the characteristic filter 

width is taken to be the characteristic length scale of each computational cell, that is, the 

Following Erlebacher et al. (1992), Favre spatial filtering is adopted for compressible 

flow applications: 

/ = / + /" 
(2.18) 

f ( x ) = \ G ( x , y ) f ( y ) d y  
(2.19) 

1 A 
cubic root of local computational cell volume V . 

(2.20) 
P 
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then the flow field is decomposed into a Favre filtered resolved part denoted by (~) and a 

sub-grid (unresolved) part denoted by (") such as 

f  =  f  +  f" (2.21) 

Filtering the Navier-Stokes equations yields the following LES equations: 

The continuity equation is given as: 

d p  ( d P » j  . ^ 

dt dxj 

This continuity equation is similar to the RANS equation. 

The momentum equation is given as: 

(2.22) 

(2.23) 

dp", 

dt dxj 

f ]j is viscous stress tensor, 

T -fs is sub-grid stress tensor, 

F* is source term due to spray drag. 

Where ftj is obtained by filtering the stress tensor and neglecting contribution from 

unresolved field, 

T„ =-?$„+ 2pvfs, ;-1 SJ .J 

\ 3 J (2.24) 

where the pressure is determined by the equation of state and 8tj is Kronecker delta. 

p  =  p T Y " . R J .  (2.25) 

where Rm and Ym are the mth species gas constant and mass fraction, and the sub-grid 

scale stress tensor is given by 

rf  =p [^u j-u iu j  (2.26) 

20 



The sub-grid scale (SGS) stress tensor is conventionally decomposed into three terms as 

shown: 

=&.«. — u.u, 
> J ' J 

= - Ufij + 

= Lij +Cij+ Rij (2.27) 

The term is known as Leonard term, Q is known as cross term and Ry is known as 

Reynolds term. 

In the present study, SGS stress is modeled with the eddy viscosity hypothesis by 

employing the sub-grid turbulent kinetic energy, thus, 

1 
+ -pksss8u 

3 J 
Tf = -2 pv, 

where eddy viscosity is defined by v, = Cvksgsl/2 A. 

(2.28) 

Sub-grid turbulent kinetic energy is obtained by solving the following equation proposed 

by Sone et al. (2001), 

dpk* t spiijk- pa, ^ | a 

Si dx • 6 X ;  

v, dksgs^ 
Ptt 

V Pr, dx. ' J 

+ W 

(2.29) 

where the production term P5® is given by 

du psgs = sgs 

iJ dx. 

and the sub-grid energy dissipation rate term Efgs is closed by 

Dsgs =Cepksgsi/2 / A 

(2.30) 

(2.31) 

For Cv and Ce, 0.067 and 0.916 are used. 

KIVA-3V employs the internal energy equation instead of total energy equation, so the 

filtered energy equation for LES in terms of specific internal energy (e ) is given as 
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doe dpu e du dhsgs dq du — — 
P _|—f_J.—|- p—L ̂ —i—j—zi— 0 Z—A— = Oc + Q 

r ^ 'J 
dt dxj dxj dx j dxj dxJ 

— d T  N  ~  ~  d Y  
where# , the filtered heat flux, is given by q. = -K pY^/)m —— 

dxj ZJ dx j 

(2.32) 

(2.33) 

unresolved viscous work cr.gs = [UjTy -UjTy ], (2.34) 

Qc - heat release per unit time due to chemistry 

^ = heat release per unit time due to spray 

In the above equation (2.32) the unknown terms, nsgs, @sgs and hsfs are unclosed. The 

pressure gradient correlation term nsgs is ignored and h js term is modeled by gradient 

diffusion as 

hsgs = -pV , C p  8 ^  
Pr' dxJ (2.35) 

0sgs stands for sub-grid viscous work modeled by turbulent dissipation rate 

&" =C,pk«"'2 / A (2 J6) 

The filtered species equation is given as 

sprm , a 

dt dXj 

r ~ - dY ^ 
P c + P s  

(2.37) 

dY 
where sub-grid species mass flux is modeled by = -p — — 

Sc, dx; (2.3») I 

and diffusive mass flux term is ignored since this term is small compared to sub-grid 

species mass flux term. 

In the present work the one-equation sub-grid scale eddy viscosity model, known as the 

k-A model, was used (Sone et al. 2001). This model has been validated with benchmark 

cases of shear layer and backward facing step simulations. 
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2.3 Combustion model 

2.3.1 KIVA combustion model 

In KIVA-3V the chemical reactions are divided into two types based on rate of reaction; 

kinetic (slow) and/or equilibrium (fast) reactions, respectively. In this dissertation, kinetic 

reactions are considered. Details about equilibrium reactions are given in Amsden et al. 

(1989). 

An elementary chemical reaction can be generally symbolized by 

IX'*" (2.39) 
m m 

where xm represents one mole of species m, while amr and bmr are the integral stoichimetric 

coefficients of species on the left and right hand sides of the reaction r and must satisfy 

the following mass conservation of the chemical reactions: 

(2.40) 

where Wm is the molecular weight. The rate of kinetic reaction r is given by 

\b' 

w„ J 
7 (2.41) 

where the exponents dmr and b"mr specify order of the reaction, pm is the mass density of 

species m, Kfr and Khr are the coefficients of the forward and backward reactions and are 

assumed to be of a generalized Arrhenius form: 

K f r  = A f r T ^  expj- E f r / j \  
J (2.42) 

and 

Kbr = AhrT^' eXp{~ Ehr/r 

(2.43) 

where Ajr, Abr, %fr, and are constants and Efr and Ebr are equivalent activation 

temperatures.The source term due to chemical reactions in the continuity equation is 

given by 
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p™ = ^2>--^k 
(2.44) 

and the chemical energy release term is given by 

(2.45) 

where Qr is the negative of the enthalpy of reaction at absolute zero, i.e., 

(2.46) 

and (Ah°j)m is the enthalpy of formation of species m at absolute zero. 

In KIVA-3V combustion model, the one step global reaction is solved along with NOx 

mechanism. This model is simple so it does not give any detailed information about the 

combustion process and emissions. In the HCCI engine combustion process, the detailed 

chemical kinetics plays an important role in combustion and emissions. To obtain 

detailed information of the combustion process and emissions, a combustion model with 

detailed chemical kinetics, e.g., CHEMKIN, is required. 

2.3.2 CHEMKIN 

CHEMKIN is a highly structured and modular package that requires the manipulation of 

a number of programs, subroutines, and data files. The general structure of the 

CHEMKIN-II package is shown in Figure 2.2. The interpreter is a program that reads a 

symbolic description of a reaction mechanism and then extracts the needed 

thermodynamic data for each species involved from the thermodynamic database. The 

input file chem.inp contains details of the number of species involved in the kinetic 

reactions and description of reactions. The thermodynamic database is opened as 

thermo.dat. This file contains thermodynamic data related to each species. The primary 

output from the interpreter is a binary file called the linking file. This file contains all 

required information about the elements, species, and reactions in the user's mechanism. 

The linking file is a binary file called chem.bin. This file must be opened in the user's 

code. Once the interpreter has been executed and the linking file created, the user is ready 

to use the gas-phase subroutine library. Subroutines from this library are called from the 

user's FORTRAN code. Selection of CHEMKIN subroutines for any problem begins by 
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finding the appropriate equations in the CHEMKIN manual. Normally, only a few of the 

subroutines in the package would be called for any one problem (Kee et al. 1996). 

2.3.3 KIVA-CHEMKIN integration 

KIVA-3V provides information related to fluid and species for each computational cell 

for each computational time instant. CHEMKIN solves the details chemistry of reaction 

mechanism. 

CHEMKIN-II KIVA-3V 

Chemkin 
Interpreter 

Spray calculations 

Output 

Chemkin 
link file 

(chem.bin) 

Gas-Phase 
Subroutine 

Library 

Chemical kinetics calculations 

Gas-Phase 
Reactions 
(chem.inp) 

Thermodynamic 
Database 

(thermo.dat) 

Fluid dynamic calculation 
(LES model) 

Initialization, geometry, 
boundary conditions 

Read species thermodynamic 
properties 

Figure 2.2 KIVA-3V and CHEMKIN-II solvers integration 

As shown in Figure 2.2 for the schematic of the integrated solver, CHEMKIN gas-phase 

library subroutines are called to read species into KIVA-3V, and to update the species 

parameters and calculate enthalpies during initial setup. Once the chemical kinetic 

calculations start, KIVA-3V transfers information on the temperature, pressure and 
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compositions of each cell to CHEMKIN, in which each cell is treated as a single constant 

volume reactor. CHEMKIN solves the chemical reactions with an ordinary differential 

equation solver and returns the heat release rate and new compositions to KIVA-3V. 

2.3.4 KIVA-CHEMKIN combustion model 

The KIVA-CHEMKIN combustion model (Kong et al. 2001) was used to calculate the 

heat release rate and change in species density, given by 

— M _ 

aa;),W, 
(2.47) 

(2.48) 

where pm is density of species m, M is total number of species and ab, and Wm are molar 

production rate and molecular weight of species m, respectively. 

The molar production rate is expressed as: 

Y -Y 0) = -—m — 

7Un,m + X ^turb 

Ym : current concentration 

Y*: equilibrium concentration 

Tkin m kinetic timescale 

\?turb '• turbulent timescale~k/e ^ 49) 

The kinetic timescale is the time needed for a species to reach its equilibrium state under 

perfectly mixed conditions. The turbulent timescale is the time of eddy breakup given by 

Cm2ksgs 

D*gs (2.50) 
T — 

turb 

The kinetic timescale is different for each species while the turbulent timescale is the 

same for all the species. The unknowns include the equilibrium concentration and the 

kinetic timescale of each species. If turbulent effects on the reaction rate are excluded, the 

equation (2.49) can be simplified to a kinetics-controlled reaction rate, (Okin.m, as 
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(Okm,m = 

kin-m (2.51) 

The kinetics-controlled reaction rate can be rewritten in terms of the CHEMKIN 

solutions as 

Y ' - Y m  Af 
— "1 fn _ m 

kin,m " 
dt dt (2.52) 

where dt is the numerical time-step, and Ym and Y m are the species concentrations before 

and after the CHEMKIN model is called, respectively. A relation between the kinetic 

timescale and the equilibrium concentration of each species is then obtained by equations 

(2.51) and (2.52): 

Y ' - Y  f __m m J ,  
1 kin.m a y Ut 

(2.53) 

However, it is impractical to solve the equilibrium concentration and the kinetic 

timescale for each individual species, considering that the reaction mechanism may 

involve hundreds of species and reactions. Two assumptions were made to help solve the 

equation. First, the kinetic timescale for all the species was assumed to be equal to that of 

the fuel. Second, the equilibrium concentration of the fuel was assumed to be zero since 

the fuel is likely to react into intermediate species soon after the reaction has started, even 

in rich conditions. Therefore, the kinetic timescale and equilibrium concentration of each 

species can be derived in terms of the CHEMKIN solution as 

* kin.m = ̂  kin, fuel 1 _f ^kin = ^ f)dt 

\ (254 )  

Notice that the terms Al^and AYf are the concentration changes of the fuel and species 

m, respectively, obtained from CHEMKIN calculations. However, in case of fuel 

concentration approaching zero, the kinetic timescale of CO is used as the rate limiting 

kinetic time since CO is transformed to CO2 and contributes significantly to energy 

27 



release after fuel consumption is completed. In terms of model formulation, the 

maximum of the kinetic timescales of fuel or CO is taken as the resulting kinetic 

timescale. 

By combining equations (2.53) and (2.54), a new formula to compute the new species at 

the current time-step, Y"+1, can be obtained as 

This formula includes the effects of both chemical kinetics and flow turbulence on the 

reaction rate. The model is also formulated such that the turbulence starts to have effects 

after ignition has occurred. Ignition occurs at molecular level and the turbulence will not 

have effects on the combustion until the reaction zones grow to a size comparable to that 

of the turbulent eddies. From equation (2.55), if the turbulent timescale is neglected, the 

solution remains kinetics-controlled. The model is also formulated such that the 

turbulence starts to have an effect after ignition has occurred through the use of the 

progress variable, x '• 

where r is the ratio of the current amount of products to the amount of products assuming 

the combustion has completed, i.e., r denotes the extent of completeness of combustion in 

a particular region. Therefore, r is equal to zero at the beginning of combustion and 

approaches 1.0 as combustion progresses. Consequently the value of % also changes from 

0.0 to 1.0 exponentially. 

2.4 Iso-octane mechanism - Jia-Xie mechanism 

The most comprehensive detailed chemical kinetic mechanism for iso-octane (analogous 

to gasoline fuel) which is widely used in the scientific community is Curran's mechanism 

(Curran et al. 2002). It consists of 857 species and 3606 reactions. This mechanism can 

be used for a wide range of temperatures, pressures and equivalence ratio, but it is 

^kin + X^turb 
AY

m m 
(2.55) 

_ l-e ' r  _ l - e ' r  

X~ I-e'l~ 0.632 (2.56) 
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impractical to couple this sophisticated mechanism with multi-dimensional simulations 

with HCCI engine applications. 

A skeletal iso-octane oxidation mechanism developed by Jia and Xie (2006) for HCCI 

combustion has been used to simulate the chemistry for all the combustion cases in this 

dissertation. Hereafter this mechanism is referred to the "Jia-Xie Mechanism". This 

reaction mechanism consists of 38 species and 69 reactions, which could predict 

satisfactorily the ignition timing, the burn rate, and emissions of HC, CO and NOx for 

HCCI combustion. Jia and Xie (2006) showed that this mechanism performs well over 

wide ranges of temperatures, pressures, and equivalence ratios, especially at high 

pressures and lean equivalence ratio conditions. The low temperature mechanisms are 

taken from the skeletal mechanism of Tanaka et al. (2003), including the following 

reactions: 

C8H18 + 02oC8H17 + H02 (Rl) 

CgHn + 02<=> C8H,700 (R2) 

C8H,700 o C8H16OOH (R3) 

C8H,6OOH + O2o OOC8H16OOH (R4) 

OOC8H16OOH => OC8HI5OOH + OH (R5) 

CgHig + OH => C8H, 7  + H20 (R6) 

OC8H,5OOH => 0C8Hi50 + OH (R7) 

The (Rl) reaction shows the oxidation of fuel  molecule and formation of alkyl radical  

and H02. Reactions (R2)-(R7) show the decomposition of alkyl radicals and formation of 

OH radicals. 

C8H,7 + O2o C8HI6 + H02 (R8) 

H02 + H02=^ H202 + 02 (R9) 

The negative temperature coefficient region in the heat release curve is due to reactions 

(R8) and (R9) leading to lower reactivity. 

H202 + M = OH + OH + M (R10) 

29 



The temperature rise slowly initiates the (RIO) reaction, which is an important reaction 

for thermal explosion. The products of the reactions (R1)-(R8) decomposed as follows: 

0C8H150 + 02=> C2H3 + 2CH20 + C3H4 + CH3 + H02 (R11) 

CgHi7=> C4H8 + C3H6 + CH3 (R12) 

CgHi6=^> C4H8 + C3H5 + CH3 (R13) 

The products of reactions (R11)-(R13) are decomposed based on oxidation mechanism 

developed by Patel et al. (2004). The reaction mechanism output from CHEMKIN is 

given in Appendix A. This mechanism was tested with several experimental cases; shock 

tube, rapid compression machine, jet stirred reactor and HCCI engine. Results showed 

that the mechanism performs satisfactorily under HCCI conditions over a wide range of 

temperatures, pressures and equivalence ratios (Jia and Xie 2006). 

2.5 Summary 

In this chapter, the governing equations, algorithm, numerical solution procedure for the 

original KIVA-3V code, KIVA-LES version of the code, the CHEMKIN solution 

procedure, KIVA-3V combustion model, KIVA-CHEMKIN integration and reduced 

detailed chemical kinetic scheme for iso-octane mechanism have been introduced. In this 

dissertation, the one equation k-A LES sub-grid model has been implemented into the 

original KIVA-3V solver together with the Jia-Xie Mechanism with detailed chemical 

kinetics using the CHEMKIN solver. 
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Chapter 3 

Grid Sensitivity Study and Comparison of RANS and LES 

Turbulence Models 

Computations have been performed to compare the results obtained from RANS and LES 

turbulence models for different the grid resolutions. Three different meshes were used for 

the simulations. The computations were carried out without combustion and fuel 

injection. The RANS turbulence model results become grid independent after reaching a 

certain grid resolution. In the case of the LES model, since the LES filter size depends on 

the size of the grid, the results obtained will capture the smallest scales. As the grid size 

is refined, the results from LES converge to DNS results, where all the scales in the flow 

field are resolved. The objective of this study is to examine the results obtained by 

refining the grid size and to compare between RANS and LES model predictions. 

3.1 Grid generation 

The grids used for simulations are generated using K3PREP, the KIVA grid generator. 

The vertical valve engine example case in the KIVA manual (Amsden 1997) is taken as 

the testing case. It consists of one intake manifold and one exhaust manifold. The piston 

is flat. It has the bore of 0.08255 m and stroke of 0.092075 m. The engine runs at a speed 

of 1500 rpm. The intake pressure and temperature are 1.0 bar and 350 K, respectively. 

The intake valve opens at 705 degrees ATDC and closes at 200 degrees ATDC. The 

exhaust valve opens at 500 degrees ATDC and closes at 5 degrees ATDC. The 

computations have been carried out from 15 degrees BTDC to 720 degrees ATDC. 

Figure 3.1 shows the vertical valve engine mesh in 3-D and the domain with three planes 

(XY, XZ and YZ planes) in which the results are examined. XY plane crosses the Z axis 

near the top dead centre at 0.092 m from bottom. XZ plane crosses the Y axis at 0.0 m 

and YZ plane crosses X axis at 0.0 m. 
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0** 

(a) (b) 
Figure 3.1 Vertical valve engine mesh used for computations (a) 3-D mesh and, 

(b) Different planes in which results are analyzed. 

n-mtn 

mm 

(a) (b) (c) 

Figure 3.2 Grid resolutions for three different meshes (a) Coarse grid, (b) 
Medium grid, and (c) Fine grid. 

Details of three different grids generated are shown in Table 3.1. 

Mesh type No. of cells in X, Y and Z directions 
respectively. 

Total no. of 
cells 

Coarse mesh 40 x 40 x 46 99,961 cells 

Medium mesh 60 x 60 x 60 289,425 cells 

Fine mesh 86 x 86 x 86 771,256 cells 

Table 3.1 Mesh size details of three different meshes used. 
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3.2 Results and discussion 

Figures 3.3 and 3.4 show the variation of volume averaged in-cylinder pressure with 

respect to crank angle between different meshes for RANS and LES models, respectively. 

• Coarse Grid 

Medium Grid 

•Fine Grid 

180 270 360 450 
Crank Angle (degrees) 

630 720 

Figure 3.3 Average in-cylinder pressure variations between different grids for 

LES model. 
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Figure 3.4 Average in-cylinder pressure variations between different grids for 

RANS model. 

From Figures 3.3 and 3.4, it can be said that the volume averaged in-cylinder pressures 

does not vary with change in grid size for this case. If RANS and LES pressure traces are 
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compared, the LES model predicts slightly higher peak pressure compared to the RANS 

model. 

To understand the effect of grid size on turbulent quantities, Figures 3.5 and 3.6 are 

plotted to show volume averaged turbulence kinetic energy with respect to crank angle. 

Figure 3.5 shows volume averaged sub-grid turbulent kinetic energy for the LES model. 

The variations in the peaks of sub-grid kinetic energy are due to cell size. Coarse grid 

predicts higher peak compared to the fine grid. As the cell size decreases, the amount of 

sub-grid turbulent kinetic energy present within that cell decreases and the LES model 

retains energy within the flow field. Figure 3.6 shows volume averaged turbulent kinetic 

energy obtained from the RANS model. In this case, the coarse grid predicts less peak 

turbulent kinetic energy compared to the fine grid. If we compare Figures 3.5 and 3.6, it 

shows that the amount of turbulent kinetic energy presented in the RANS case is four 

times that predicted by the LES model. RANS models all turbulence scales, whereas LES 

resolves large scales and models small scales. In LES all the scales smaller than the filter 

size are modeled. Therefore, the turbulent kinetic energy in RANS is larger than that in 

sub-grid scale turbulent kinetic energy in LES. In order to understand the flow field 

better, qualitative results were presented. 

Coarse grid 

Medium grid 

Fine grid 

</> 

0 90 180 270 360 

Crank Angle (degrees) 

Figure 3.5 Average sub-grid turbulent kinetic energy variations between three grids 

using LES model. 
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Figure 3.6 Average turbulent kinetic energy variations between three grids using RANS 

model. 

Figures 3.7 to 3.36 show snapshots of various parameters at 200 degrees ATDC in three 

different planes. Crank angle 200 degrees ATDC is chosen since the intake valve closes 

at 200 degrees ATDC and the flow field contains the largest eddy structures within the 

cylinder volume. The parameters selected for comparison between the RANS and LES 

models are velocity magnitude contours, velocity vectors, streamlines, vorticity 

magnitude contours and turbulent kinetic energy contours. We need to understand the 

flow structures since the temperature and concentration inhomogenities within the engine 

cylinder depend on the large scale flow structures and small scale mixing. 

3.2.1 Velocity contours 

Figure 3.7 to 3.12 shows the instantaneous velocity contours in three grids using RANS 

and LES models. The velocity magnitude is in the range of 2 m/sec to 24 m/sec. From the 

velocity contours it can be seen that the LES model is able to capture the unsteady flow 

structures, whereas the RANS model captured only the large scale structures. If we 

compare the velocity contours between the medium grid and fine grid for RANS model, 

it can be said that the results are grid independent, since the medium grid has captured the 

flow structures and shows similar flow structures as the fine grid. In the LES case, it can 

be said that the fine grid shows more detailed small scale structures compared to the 
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medium case. In the coarse grid case, both RANS and LES models show symmetric 

structures with respect to the Y plane and LES shows more complex flow structures 

compared to RANS results. 
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Figure 3.7 Velocity contours (m/s) from LES simulations in XY Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 

Velocity 

24 
22 
20 
18 
16 
14 
12 
10 

(a) (b) (c) 
Figure 3.8 Velocity contours (m/s) from RANS simulations in XY Plane for (a) 

Coarse grid, (b) Medium grid, and (c) Fine grid. 
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(a) (b) (c) 
Figure 3.9 Velocity contours (m/s) from LES simulations in XZ Plane for (a) 

Coarse grid, (b) Medium grid, and (c) Fine grid. 
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(a) (b) (c) 

Figure 3.10 Velocity contours (m/s) from RANS simulations in XZ Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 

Velocity 

(a) (b) (c) 

Figure 3.11 Velocity contours (m/s) from LES simulations in YZ Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 

Velocity 

(a) (b) (c) 

Figure 3.12 Velocity contours (m/s) from RANS simulations in YZ Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 
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3.2.2 Velocity vectors 

Figures 3.13 to 3.18 show velocity vectors for three different grids in three planes for 

RANS and LES models. Figure 3.13 and 3.14 show velocity vectors in the XY plane 

near to the top dead centre. The velocity vectors show flow structures formed due to the 

intake valve closing, which is on the right hand side in XY plane. LES model results 

show unsteady structures due to valve closing at the valve tip. RANS model results show 

the overall flow structure, but smoothens the small scale structures. Figure 3.15 and 3.16 

show velocity vectors in the XZ plane for RANS and LES models. The XZ plane passes 

through the centre of the valves and it clearly shows the tumbling flow due to valve 

closing. The coarse grid results for both RANS and LES models show the large scale 

flow structure due to tumbling flow. This is formed due to valve closing and movement 

of the piston in an upward direction. As the grid size is increased, the RANS model 

results do not vary the overall structure but maintain the same flow field. But, in the case 

of LES model results, the small scale flow structures are captured as the grid size is 

refined. Figures 3.17 and 3.18 show velocity vectors in the YZ plane. The results show 

similar behavior as in the XZ plane. 

(a) (b) (c) 

Figure 3.13 Velocity vectors from LES simulations in XY Plane for (a) Coarse 
grid, (b) Medium grid, and (c) Fine grid. 
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(a) (b) (c) 

Figure 3.14 Velocity vectors from RANS simulations in XY Plane for (a) Coarse 
grid, (b) Medium grid, and (c) Fine grid. 

l i t  / / ? ' /  
: ^ {  \ \ m  sSSs 
\\\ 

lit" 

- WW 

25 m/s 

(a) (b) (c) 
Figure 3.15 Velocity vectors from LES simulations in XZ Plane for (a) Coarse 

grid, (b) Medium grid, and (c) Fine grid. 
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(a) (b) (c) 
Figure 3.16 Velocity vectors from RANS simulations in XZ Plane for (a) Coarse 

grid, (b) Medium grid, and (c) Fine grid. 
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Figure 3.17 Velocity vectors for from LES simulations in YZ Plane 

Coarse grid, (b) Medium grid, and (c) Fine grid. 
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(a) (b) (c) 
Figure 3.18 Velocity vectors from RANS simulations in YZ Plane for (a) Coarse 

grid, (b) Medium grid, and (c) Fine grid. 

3.2.3 Streamlines 

Figures 3.19 to 3.24 shows streamlines for three different grids in three planes for RANS 

and LES models. Figures 3.19 and 3.20 show streamlines in the XY plane for LES and 

RANS models, respectively. These streamline plots indicate the flow direction. The 

intake valve is symmetric to the XZ plane. But, the streamlines indicate asymmetric flow 

structures as the grid is refined. LES results indicate the vortex location asymmetric to 

the axis and as the grid is refined, small scale flow structures are resolved. In the case of 

RANS results, as the grid is refined, the asymmetric vortex occurring in the right top 

corner can be seen. Further grid refinement in RANS does not vary the flow structures. 

Figures 3.21 and 3.22 show the clock-wise rotation of the flow field with the centre of 
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rotation in the middle of the cylinder. The results from RANS are somewhat smoother 

than those of LES, this is because the fundamental differences between these two 

methods in terms of the way to calculate the mean values and fluctuations. 

(a) (b) (c) 

Figure 3.19 Streamlines for LES simulations in XY Plane for (a) Coarse grid, (b) 
Medium grid, and (c) Fine grid. 

(a) (b) (c) 
Figure 3.20 Streamlines for RANS simulations in XY Plane for (a) Coarse grid, 

(b) Medium grid, and (c) Fine grid. 

(a) (b) (c) 
Figure 3.21 Streamlines for LES simulations in XZ Plane for (a) Coarse grid, (b) 

Medium grid, and (c) Fine grid. 
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Figure 3.22 Streamlines for RANS simulations in XZ Plane for (a) Coarse grid, 
(b) Medium grid, and (c) Fine grid. 

(a) (b) (c) 

Figure 3.23 Streamlines for LES simulations in YZ Plane for (a) Coarse grid, (b) 
Medium grid, and (c) Fine grid. 

(a) (b) (c) 

Figure 3.24 Streamlines for RANS simulations in YZ Plane for (a) Coarse grid, 
(b) Medium grid, and (c) Fine grid. 
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3.2.4 Vorticity 

Figures 3.25 to 3.30 show vorticity contours for three different grids in three planes for 

LES and RANS models. Vorticity contours show the small scale structures. These small 

scale structures show the local mixing within the cylinder. In an engine case with direct 

injection of fuel into the cylinder, these flow structures play an important role in 

dispersion of the fuel and proper mixing of fuel with air in the cylinder. The higher the 

magnitude of vorticity, higher would be the strength of mixing. The amount of heat 

transfer from the fluid to the walls and surroundings depends on the strength and location 

of the vortex structures. The magnitude of local vorticity is a good indicator to tell the 

engineers how the flow inside the engine will affect the combustion and heat transfer 

processes. More details of this information can be obtained from the LES model, thus 

from this point of view, LES is more suitable for these type of applications. 

vorticity 

(a) (b) (c) 

Figure 3.25 Vorticity contours (sec1) for LES simulations in XY Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 

vorticity 

(a) (b) (c) 

Figure 3.26 Vorticity contours (sec1) for RANS simulations in XY Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 

43 



(a) (b) (c) 

Figure 3.27 Vorticity contours (sec") for LES simulations in XZ Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 

Vorticity 

(a) (b) (c) 

Figure 3.28 Vorticity contours (sec1) for RANS simulations in XZ Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 

Vorticity 

4500 

(a) (b) (c) 

Figure 3.29 Vorticity contours (sec1) LES simulations in YZ Plane for (a) Coarse 
grid, (b) Medium grid, and (c) Fine grid. 
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(a) (b) (c) 

Figure 3.30 Vorticity contours (sec1) RANS simulations in YZ Plane for (a) 
Coarse grid, (b) Medium grid, and (c) Fine grid. 

3.2.5 Turbulent kinetic energy 

Figures 3.31 to 3.36 show variation of sub-grid scale turbulent kinetic energy and mean 

turbulent kinetic energy contours for three different grids in three planes for LES and 

RANS. Plots show significant differences between LES and RANS turbulent kinetic 

energy locations and contours. The turbulent kinetic energy from LES is usually smaller 

than that from RANS, and this is due to the fundamental difference between these two 

different methods in terms of how to describe the turbulence, i.e., in RANS one single 

value is used to describe the mean value while a varied mean value is used in LES. 

Therefore for the same physical instantaneous flow, the fluctuations predicted by RANS 

would be bigger than that by LES. 

(a) (b) (c) 

Figure 3.31 Sub-grid scale turbulent kinetic energy (m2/s2) contours for LES 
simulations in XY Plane for (a) Coarse grid, (b) Medium grid, and (c) Fine grid. 
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(a) (b) (c) 

Figure 3.32 Turbulent kinetic energy (m2/s2) contours for RANS simulations in 
XY Plane for (a) Coarse grid, (b) Medium grid, and (c) Fine grid. 

(a) (b) (c) 

Figure 3.33 Sub-grid scale turbulent kinetic energy (m2/s2) contours for LES 
simulations in XZ Plane for (a) Coarse grid, (b) Medium grid, and (c) Fine grid. 

(a) (b) (c) 

Figure 3.34 Turbulent kinetic energy (m2/s2) contours for RANS simulations in 
XZ Plane for (a) Coarse grid, (b) Medium grid, and (c) Fine grid. 
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(a) (b) (c) 

Figure 3.35 Sub-grid scale turbulent kinetic energy (m2/s2) contours for LES 
simulations in YZ Plane for (a) Coarse grid, (b) Medium grid, and (c) Fine grid. 

TKE 

(a) (b) (c) 

Figure 3.36 Turbulent kinetic energy (m /s ) contours for RANS simulations in 
YZ Plane for (a) Coarse grid, (b) Medium grid, and (c) Fine grid. 

3.3 Summary 

Grid sensitivity analysis and flow field comparisons have been carried out for a test case 

with RANS and LES turbulence models. It can be concluded that LES is able of 

capturing more details of the local flow structures. LES results are more close to the 

instantaneous flow fields with respect to time and space. Several researchers 

(Haworthl999, Celik et al. 2001, Thobois et al. 2005, Jhavar and Rutland 2006) have 

compared the LES and RANS model results with experimental flow structures and 

showed that LES predicts the realistic flow structures compared to RANS models. 

Therefore, LES is more suitable for modeling HCCI engine combustion where the local 

flow structures, local temperatures, local air-fuel ratio are directly related to the HCCI 

combustion process. 
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Chapter 4 

Validation of CKL Solver with Baseline Case 

4.1 Introduction and boundary conditions 

Simulations have been performed to validate the combustion model with detailed 

chemical kinetics. The primary goal of these simulations was to check whether the solver 

and the chemical kinetic mechanism were able to capture the HCCI engine combustion 

trends as given in the literature. The Jia-Xie skeletal iso-octane oxidation mechanism 

discussed in Chapter 2 was used. Experimental results for HCCI engine with iso-octane 

fuel were taken from Dec and Sjoberg. (2003) as the baseline case. The test engine used 

in the experiments was a Cummins B-series production diesel engine. Detailed 

specifications of the engine and initial conditions are shown in Table 4.1. 

Displacement (cc) 981 

Bore (m) 0.10 

Stroke (m) 0.12 

Connecting rod length (m) 0.192 

Geometric compression ratio 18:1 

Speed (rpm) 1200 

Intake valve open 717° ATDC 

Intake valve close 205° ATDC 

Exhaust valve open 480° ATDC 

Exhaust valve close 8° ATDC 

Fuel Iso-octane 

Intake pressure (bar) 1.07 

Intake temperature (K) 413 

Wall temperature (K) 371 

Table 4.1 Engine specifications from Dec and Sjoberg (2003) for baseline case. 

Simulations start from the intake valve closing to the exhaust valve opening (compression 

stroke and power stroke). The intake pressure was adjusted from 1.2 bar given in 

experiments to 1.07 bar in simulations to match the pressure from the motoring curve. 

Simulations were carried out for equivalence ratios (ER) starting from 0.06 to 0.26 with 

increments of 0.04. These equivalence ratios were chosen to cover the range from the idle 
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fueling condition to the onset of knocking. In the experiments, the initial conditions were 

adjusted such that the 50% burn point for a equivalence ratio of 0.14 occurs at 360 CA. 

The simulations were conducted on a 2-D axi-symmetric grid and periodic boundary 

conditions are applied on the front and rear surfaces. The computational domain is as 

shown in Figure 4.1. The domain was simplified to include the crevice as in the case of 

real engine geometry. The computational domain contains approximately 13515 cells and 

grids are clustered near the piston region. 

5.86 mm 5.23 mm 9.01 mm 0.305 mm 

crevice 

Symmetric 

Axis 

Figure 4.1 Geometry (Dec and Sjoberg, 2003) and 2-D axi-symmetric computational 

domain when piston is at Top Dead Centre. 

4.2 Results and discussion 

Figure 4.2(a) show the pressure traces for equivalence ratios starting from 0.06 to 0.26 

from simulation and Figure 4.2(b) shows experimental data taken from Dec and Sjoberg 

(2003). 

The assumptions under which the simulations are carried out are discussed as follows: 

(a) Experimental results are obtained by averaging the pressure traces over 100 

cycles while the simulations are carried from IVC to EVO. 

(b) Experiments were carried on a Cummins B-series diesel engine with the intake 

and exhaust valves, while simulations are carried on 2-D axi-symmetric pan-cake 
type combustion chamber without valves. 

(0.2314 ln)[~ (0506 m) (0.0120 In)" 
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(c) In the experiments, fuel-air mixture is brought into the cylinder and the mixture is 

assumed to be homogeneous, while in simulations it is homogeneous mixture of 

fuel-air mixture at fixed equivalence ratio within the cylinder. 

(d) In the experiments, the heat transfer to the cylinder walls varies with time, while 

in simulations the wall temperature is kept constant. 

(e) In experiments at lower equivalence ratios (<0.14), the heat loss to the cylinder 

walls, residual gases from previous cycle and crevices have predominant effects 

on the combustion process (Dec and Sjoberg, 2003), while in the simulations, 

only fuel and air mixture is assumed to be present in the cylinder. 

The simulated pressure traces show similar trends as in the experiments. The peak 

pressure locations are slightly rounded in the simulations and do not appear to be 

varying with equivalence ratio. These differences are due to the domain considered 

and swirl ratio. As mentioned in Dec and Sjoberg (2003), the simulation results show 

that the kinetic rates leading to ignition are almost unaffected by the fuel loading as 

indicated by onset of combustion for a single stage ignition fuel, like iso-octane. 
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Figure 4.2 (a) Simulation pressure traces for various equivalence ratios, (b) Experimental 

data taken from Dec and Sjoberg (2003). 

To know specifically how well the simulation results compared with the experimental 

data, pressure traces from three different equivalence ratios are plotted on the same graph 

along with experimental data. The plots also include the motoring curve for simulation 

and experiments. The in-cylinder pressure was adjusted to 1.07 bar compared to 

experimental data given as 1.2 bar to match the motoring curve. 
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Figure 4.3 Comparison of in-cylinder pressure traces with the experimental data for 
equivalence ratios of 0.26, 0.18 and 0.1 with motoring curve. 
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The pressure traces in Figure 4.3 indicate that for equivalence ratio of 0.26, the 

simulation result is slightly lower than that from the experimental data. The pressure 

traces for equivalence ratios of 0.18 and 0.10 indicate that simulations reach peak 

pressure earlier than experiments. In the case of experiments, the pressure rise is shifted 

between different equivalence ratios. This shift in pressure traces gives higher IMEP 

compared to simulations. 

Figure 4.4 shows the variation of simulated average in-cylinder temperature with respect 

to equivalence ratio. The peak temperature was reached around 360 CA. The trends 

indicate that the exhaust temperature differs by approximately 40 K between adjacent 

equivalence ratios. This would affect the species in the residual gas and fresh charge 

coming into the cylinder. From Figure 4.2(a) we see that the average in-cylinder pressure 

would be relatively low at exhaust valve opening time for lower equivalence ratios. This 

will allow the engine to retain some of the residual gas within the cylinder. 
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Figure 4.4 Simulated average in-cylinder temperature variations with respect to 

equivalence ratios. 

The simulation pressure and temperature traces give an idea where the start of 

combustion is located and the crank angle at which peak pressure and temperatures are 

obtained. Figure 4.5 shows the variation of gross indicated mean effective pressure 

(IMEPg). The IMEPg is defined as follows: 

Motored 

— ER=0.06 

- £R=0.10 

- ER=0.14 

— ER=0.18 

-ER=0.22 

ER=0.26 ; 
x <<s . .  

40 360 380 400 420 440 

Crank Angle (degrees) 

460 480 

52 



EVO 

\ pdV  

IMEPg = — , where Intake Valve Close (IVC) is at crank angle 205 CA, the 
Vd 

Exhaust Valve Open (EVO) is at 480 CA, Vj is the displacement volume, p is the in-

cylinder pressure and dV is the change in volume. The differences of IMEPg between 

experiments and simulation can be explained as follows: the higher pressure before TBC 

gives negative work which subsequently reduces IMEPg. 
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Figure 4.5 Gross Indicated Mean Effective Pressure (IMEPg) versus equivalence ratios. 
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Figure 4.6 Thermal efficiencies versus equivalence ratios. 
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As the equivalence ratio goes below 0.14, the thermal efficiency of the engine decreases. 

Thermal efficiencies for various equivalence ratios were shown in Figure 4.6. Since the 

work done is lower, thermal efficiency would be lower. Thermal efficiency is given by 

jpdV 
r]th = — , where rrif is the mass of fuel in the cylinder and CV is high heating value 

m f  *CV 

of the fuel. To understand the trends given by IMEPg and thermal efficiency, the 

combustion characteristics need to be taken into account. The heat release rate curve 

gives the amount of heat released per crank angle. Figure 4.7 shows the net heat release 

rate within the cylinder for different equivalence ratios. The heat release rate curves show 

that regardless of the amount of fuel present in the cylinder, the start of combustion 

remains the same, since it depends on the initial conditions. For a particular fuel, in this 

case iso-octane, the in-cylinder conditions at 345CA are sufficient for it to initiate fuel 

oxidation reaction. As the equivalence ratio is decreased, the amount of heat released per 

crank angle reduces as shown in Figure 4.7. The peak heat release rate crank angle 

remains almost in the same range for all the equivalence ratios. 
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Figure 4.7 Net heat release rates per crank angle for various equivalence ratios. 
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Figure 4.8 Cumulative heat release curves for various equivalence ratios. 

The cumulative heat release curves for different equivalence ratios were shown in Figure 

4.8. The cumulative heat release curves indicate that for equivalence ratios below 0.18, 

the heat release is prolonged. The amount of total heat released for equivalence ratio of 

0.18 reduces to 50 % of heat released for ER of 0.26. The heat release duration can be 

divided into two parts: 10% to 50% heat release and 50% to 90% heat release. 
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Figure 4.9 Heat release durations for various equivalence ratios. 
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The duration of heat release for different equivalence ratios are plotted in Figure 4.9. The 

10% to 50% heat release duration varies linearly with equivalence ratio. There are large 

deviations in the 50% to 90% heat release duration. This was due to the in-cylinder 

temperature, which is not high enough for conversion of CO to CO2 at low equivalence 

ratios. These results indicate that as the equivalence ratio is reduced, the combustion 

duration increases. In the case of 10% to 90% heat release duration, the equivalence 

ratios 0.14,0.10 and 0.06 have longer duration compared to other equivalence ratios. This 

difference in durations can be attributed to the absence of high temperature combustion 

reactions. The in-cylinder temperatures in these cases are not high enough for complete 

conversion of CO to CO2. 
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Figure 4.10 Heat release crank angle for various equivalence ratios. 

Figure 4.10 indicates the crank angle at which the simulations complete 10% heat release, 

50% heat release and 90% heat release. The experimental data is available for only 50% 

heat release crank angle. The simulation trends indicate that as the equivalence ratios 

decreases, the 50% heat release crank angle remains almost unchanged. The deviation 

between experiments and simulations for 50% heat release can be explained from the 

conditions under which the data were obtained. In the experiments the data was ensemble 

averaged over 100 cycles, while the simulation data was for a single cycle from intake 

valve close to exhaust valve open. If we consider the 0.06 equivalence ratio case, the 
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combustion is incomplete and it has large amounts of residual gas containing CO and HC 

at relatively lower temperatures and pressures. These gases would stay within the 

cylinder and have an effect on the start of combustion and subsequent combustion 

duration. The residual gas dilution with the fresh charge coming into the cylinder 

significantly changes the combustion timing and duration. 

Figure 4.11 shows the CO2, CO and HC emissions from experiments and simulations. 

The simulations have the same trends as the experiments with the biggest difference for 

the equivalence ratio of 0.14. For the equivalence ratio of 0.14, the experiments show a 

higher amount of CO and lower amount of C02 due to the engine has higher heat loss. 

The simulation predicts more complete combustion in these leaner mixtures due to the 

higher predicted temperature from the fixed wall temperature boundary conditions that 

give lower heat losses from the numerical simulation than that in the experiments. 
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Figure 4.11 Comparison of emissions with respect to equivalence ratios. 

Figure 4.12 shows the remaining unburnt fuel with respect to crank angle. The results 

indicate that the fuel consumption starts at 345 CA and decreases rapidly to a very low 

amount when the piston reaches top dead centre. It seems that the fuel consumption does 

not depend on the equivalence ratio as long as the conditions for fuel auto-ignition are 

present. In all these cases there would be some amount of fuel left within the cylinder as 
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there are crevices in the cylinder. The amount of fuel residing in the cylinder crevices 

varies with respect to equivalence ratio. The fuel consumption plots indicate that the fuel 

oxidation reactions start at 345 CA, when the in-cylinder temperature reaches auto-

ignition temperature of the fuel. The temperature rise due to compression stroke and 

oxidation reactions initiate high temperature reactions. The fuel oxidizes completely 

except for the fuel left in the crevices at 360 CA. 
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Figure 4.12 In-cylinder consumption of fuel (iso-octane). 
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Figure 4.13 In-cylinder production and consumption of CO. 
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Figure 4.13 shows that the production of CO starts at 350 CA for all the equivalence 

ratios and the concentration increases rapidly for higher equivalence ratios. As the 

equivalence ratio decreases the rate of CO production decreases and subsequently 

consumption slows down. For the case of 0.06 and 0.10 equivalence ratios, the CO 

remains within the cylinder and it does not oxidize to CO2. The trends shown in 

emissions (Figure 4.10) can be understood from these curves. The CO oxidation process 

can also be explained from the average in-cylinder temperature traces plotted in Figure 

4.3. The average peak temperature for equivalence ratio of 0.14 was 1400 K. At this 

temperature, CO oxidizes to CO2. For the equivalence ratios below 0.14, the average in-

cylinder temperature is less than 1400 K, which would not allow oxidation of CO. Figure 

4.14 shows the variation of CO2 with respect to crank angle for different equivalence 

ratios. 
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Figure 4.14 In-cylinder production of CO2. 
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4.3 Summary 

Numerical simulations have been conducted for a Cummins B-series production diesel 

engine running in HCCI mode to validate the detailed chemical reaction mechanism of 

iso-octane (Jia-Xie Mechanism) together with KIVA-3V coupled with the LES 

turbulence model described in Chapter 2. The results show that this solution methodology 

for HCCI combustion is suitable for application to iso-octane HCCI combustion engines. 

The application of this solution methodology with different types of HCCI engines will 

be discussed in Chapters 5 and 6. 
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Chapter 5 

Combustion Process in Converted Kubota HCCI Engine 

Numerical simulations have been carried on an Indirect Injection (IDI) type diesel engine 

converted to an HCCI engine. The experimental results used to validate the 

computational results were taken from Gnanam (2008). The stock engine was a Kubota 

D905 with a pre-chamber. The specifications of the engine are given in Table 5.1. 

Engine type Vertical 4-stroke 
liquid cooled diesel 

Number of cylinders 3 

Compression ratio 21:1 

Total displacement 898 cc 

Bore x Stroke (cm) 7.2 x 7.36 

Intake valve open 14° before TDC 

Intake valve close 210u after TDC 

Exhaust valve open 485u after TDC 

Exhaust valve open 17° after TDC 

Pre-chamber volume 9 cc 

Table 5.1 Experimental engine specifications 

The experimental engine has a pre-chamber for mixing of fuel and capturing combustion 

products. The pre-chamber is located in the engine head. The pre-chamber passage was 

modified for HCCI engine operations. HCCI engine experiments were carried out by 

Gnanam (2008) for a single cylinder of three-cylinder engine. The head can be seen in 

Figure 5.1. The original pre-chamber passage and the modified pre-chamber passage are 

shown in Figure 5.1. In the original engine, diesel fuel was directly injected into the pre-

chamber. In the converted engine, the fuel injector was replaced with a secondary piston 

allowing for compression ratio changes. The compression ratio of the cylinder was 

adjusted by varying the secondary piston position. The pre-chamber in the stock engine 

was spherical shaped and connected to the main cylinder through a small passage. In the 

modified engine, the passage to the cylinder was enlarged as shown in Figure 5.1. The 

pre-chamber shape was also modified from spherical to cylindrical form. A pressure 

sensor was mounted through the glow plug passage in the pre-chamber. 
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Modified pre-chamber Original pre-chamber 

Figure 5.1 Kubota D905 engine head. 

Experimental Variations: 

Form the statistical analysis carried out by Gnanam (2008) on his experimetnal data, the 

peak pressure showed cycle-to-cycle variation of 4.76%. The Coefficient Of Variation 

(COV) for IMEP was confirmed to be about 5% for temperatures of 420 K and 410 K 

and about 28% for 400K. The in-cylinder pressure sensor used in the experiments has 

about 0.5 % accuracy of the measured value at 423 K. The intake charge temperature has 

an accuracy of 1.5 K and the coolant temperature variation was found to be about 1.46% 

(about 2 K). The results obtained were averaged over 125 cycles. 

5.1 Simulation conditions 

The computational geometry used in the simulations is a simplified version of the actual 

engine. The computational domain and the mesh used are shown in Figure 5.2. The 

K3PREP grid generation program was used for the mesh generation. K3PREP is based on 

a multi-block grid generation algorithm. For the engine geometry considered, 115 blocks 

were patched together to generate the domain. The grid spacing can be defined separately 

in each individual block. The intake port and exhaust port shapes were simplified to 

generate the engine domain. The port shapes in the computational studies are cylinders 

with a 90 degree bend while they are cylinders with a smooth turn in between. The pre-

chamber origin was located at the same place as in the experimental geometry. The shape 

of the pre-chamber was considered to be cylindrical in the numerical studies while in the 

experiments it is with a spherical-like shape. The intake and exhaust ports were slightly 

62 



offset from the central axis as in the real geometry. Grids are clustered near the top of the 

cylinder and in the pre-chamber region. There are 56,480 cells at TDC and 278,640 cells 

when the piston is at the BDC. The simulations were carried out on an Intel Quad-core 

Q9550 processor machine and it took approximately 200 hours of CPU time for one cycle 

(intake to exhaust). Most of the CPU time was spent on chemical kinetic calculations. 

Exhaust Intake Port 

Pre-chamber 

Figure 5.2 Computational domain and grid in isometric view when piston is at Bottom 
Dead Centre. 

Experiment 

- — — Simulation 

240 260 280 300 320 340 360 380 400 420 440 460 

Crank Angle (degrees) 

Figure 5.3 Comparison of pressure trace and pressure rise rate during motoring 
conditions. 

Initially, computations are carried out for a single complete engine cycle without 

combustion to compare pressure traces and pressure rise rates. Figure 5.3 shows the 
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comparison between experimental data and computational results obtained for the 

motoring case. The wall temperature in the simulations is assumed to be constant and 

equal to the coolant temperature, it may not be the case in experiments. 

The experimental conditions given in Table 5.2 at intake charge temperature of 420 K 

were taken as initial conditions for the motoring simulations. The simulation pressure 

was adjusted to match the experimental pressure trace by varying the intake pressure. The 

simulation was carried out for one engine cycle. Results indicate that the simulation had a 

similar pressure rise rate as that of the experiments. The motoring trace still shows some 

minor differences in the pressure traces and pressure rise rate, which is due to the 

differences of the geometry of the engine between the experimental and the numerical 

studies as mentioned before. After calibrating the numerical simulation results with 

engine experimental data for motoring conditions, simulations were carried out with 

combustion. Computations have been carried out for two engine cycles and the results 

obtained from the second cycle are compared with the experimental results. The first 

cycle results are used only to set the initial conditions discussed here. The simulation 

conditions were taken from the experimental conditions as shown in Table 5.2. 

Engine Single-Cylinder HCCI engine 

Engine speed (rpm) 1035 

Equivalence ratio 0.3 

Coolant Temperature 348K (± 2) 

Intake charge 

Temperature 
420K, 41 OK, 400K (± 1.5) 

Compression ratio 21:1 

Volumetric efficiency 80% 

Fuel 100% Iso-octane 

Table 5.2 Experimental conditions for HCCI engine runs. 

The experimental investigations were carried out for different fuels with varying intake 

charge temperature and EGR conditions (Gnanam 2008). In the numerical studies, the 

effect of intake charge temperature on HCCI engine combustion was studied and all other 

conditions were held constant, as listed in Table 5.2.The experimental results used for 

comparison are obtained by averaging over 125 individual cycles. The fuel was injected 
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into preheated intake air ahead of the intake port. The fuel-air mixture was assumed to be 

homogeneous by the time it reached the intake port. The experimental results include 

HRR, IMEP, thermal efficiency and engine out emissions. 

Simulations were carried out for three cases with different intake charge temperatures, 

418.5K, 408.5K, and 398.5K respectively. The intake temperature and equivalence ratio 

were adjusted to match the peak pressure and onset of combustion. For the first case, with 

experimental intake charge temperature of the 420K, the simulation intake temperature 

was adjusted to 418.5K (which is within the temperature range of experimental data, 

420K±1.5) to get the right onset of combustion and the equivalence ratio was increased to 

0.35 to give the correct pressure rise compared to experiments. The other two cases were 

carried out with same initial conditions except for intake temperature. The objective of 

this study is to check the sensitivity of HCCI engine combustion to intake charge 

temperature in terms of onset of combustion and also to validate the combustion solver in 

predicting the combustion performance parameters for a full engine cycle. 

5.2 Results and discussion 

Figures 5.4 and 5.5 shows the comparison of pressure traces and heat release rates for 

different intake charge temperatures from simulations and experimental data (Gnanam 

2008). The simulations results indicate similar trends as those of the experiments shown 

in Figure 5.4. The peak pressure locations for intake temperatures of 418.5 K and 408.5 

K are at the same crank angle as that of experiments. For the higher temperature case, the 

experimental pressure trace shows a higher peak pressure than the simulations. The 

difference in the peak pressures is likely due to a higher than actual heat loss in 

simulation from the engine cylinder at a given crank angle. In the simulations we are 

assuming constant wall temperature, which may not be the case in the real experiments. 

In the computational domain, it can be shown that at the end of compression, the surface 

area to volume ratio would be highest. The experimental peak pressure is usually 

obtained by averaging the peak pressure from certain number of experiments with a range 

of variation about 4.76% (about 3.57 bar for a peak pressure of 75 bar) that has been 

marked in Figure 5.4 by an error bar as shown. From this figure, it can be seen that the 

simulation pressure traces are in good agreement with the experimental data. 
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Figure 5.4 Comparison of pressure for different intake charge temperatures. 

The heat release rates also follow the same trend as the experiments. The peak heat 

release rate for intake temperature of 418.5 K is higher than in the experiments but the 

onset of combustion and duration remain the same. The peak heat release rate locations 

are slightly shifted for intake temperature of 418.5 K. 
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Figure 5.5 Comparison of heat release rate for different intake charge temperatures. 

In order to further analyze the heat release, the 10% heat release crank angles and 10% to 

90% heat release durations are plotted in Figure 5.6. Simulation results indicate the same 
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trend as experiments. The 90% heat release durations indicate the simulation takes 

slightly longer compared to experiments. 
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Figure 5.6 Comparison of 10% heat release crank angle and 10% - 90% heat release 

duration between experiments and simulations for different intake charge temperatures. 
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Figure 5.7 Comparison of pressure rise rate for different intake charge temperatures. 

One of the important engine parameters is the pressure rise rate. This parameter 

differentiates between the engine knock and low temperature combustion. In order to run 

an engine smoothly, the pressure rise rate should be less than 15 bar per crank angle 
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(Gnanam 2008). Figure 5.7 shows the comparison of pressure rise rates between the 

experiments and simulations for different intake charge temperatures. As the intake 

charge temperature increases, the pressure rise rate also increases. Therefore, for a 

particular equivalence ratio, there is a limit on the maximum intake charge temperature. 

The differences between the simulation and experiment results are due to geometry and 

heat transfer losses. In the simulations the throat to the chamber was simplified into a 

circular hole, while in the experiments it is an oval shape and causes throttling effect. 

Figure 5.8 shows the work done by the cylinder in terms of IMEP. Simulation results 

show a higher IMEP compared to experiments but follow the same trend. As the intake 

charge temperature increases, the engine reaches a higher IMEP until around 410 K and 

then the IMEP slightly reduces. Figure 5.8 indicates that an increase in intake charge 

temperature will not increase power produced and there is an optimum intake charge 

temperature of 410K. Figure 5.9 shows the thermal efficiency of the engine. Simulation 

results show higher thermal efficiency compared to experiments. Since the IMEP was 

higher for simulations, it shows the same trend in thermal efficiency. 

3.5 

3 

2.5 

1 

0.5 

0 
395 400 405 410 415 420 425 

Intake Temperature (Kelvin) 

Figure 5.8 Comparison of IMEP for different intake charge temperatures. 
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Figure 5.9 Comparison of thermal efficiency for different intake charge temperatures. 

Figure 5.10 shows the comparison of CO and UHC emissions for different intake charge 

temperatures. Results indicate that as the intake temperature decreases below 408 K, the 

amount of CO and UHC emissions increases drastically. This indicates that the intake 

charge temperature has to be kept above 408 K to reduce the amount of CO and UHC 

emissions. 
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Figure 5.10 Comparison of % emissions for different intake charge temperatures. 
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Figure 5.11 shows the variation of average in-cylinder temperature for different intake 

charge temperatures. The temperature trends indicate that the 10 K difference in intake 

charge temperature makes significant difference in peak temperatures. Although the NOx 

emissions are negligible for all the cases, the UHC and CO emissions increase 

considerably at lower temperatures due to partial oxidation of fuel and CO. 
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Figure 5.11 Average in-cylinder temperature for different intake charge temperatures. 
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Figure 5.12 Mass fractions of different species for intake charge temperature of 418.5 K. 

Mass fractions of species were shown in Figure 5.12. The fuel mass fraction starts to 

decrease significantly above 350 CA, when the temperature due to compression reaches 

the auto-ignition temperature of iso-octane . The formation of CO species starts from 355 
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CA, reaches peak around 362 CA and then drops down. This species shows the same 

trend as heat release. The peak heat release happens at 362 CA. Figure 5.12 also shows 

the mass fraction of CO2 and H2O. The combustion products CO2 and H2O indicate that 

the combustion process is complete and the oxidation of CO to CO2 completes by 370 

CA. 

Figure 5.13 shows the variation of average turbulent kinetic energy for different intake 

charge temperatures. These data show an increase in the turbulent kinetic energy due to 

combustion. The qualitative results indicate that, when the combustion happens in the 

pre-chamber, fluid within the pre-chamber is forced to enter the cylinder, which causes a 

sudden raise in the turbulent kinetic energy of the flow field. The results also show the 

same trend for all the cases, but as the intake charge temperature is decreased, the 

increase in turbulent kinetic energy was delayed and prolonged compared to higher intake 

charge temperatures. 
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Figure 5.13 Variation of average turbulent kinetic energy for different intake charge 

temperatures. 

To study flow field and combustion characteristics within the cylinder, qualitative results 

were analyzed. The results were plotted in three planes (XY, XZ and YZ) passing 

through the computational domain as shown in Figure 5.14. The three planes shown in 

Figure 5.14 (a) are chosen such that the planes pass through the centerline of main 
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components. The YZ plane is chosen such that it passes through the centre of the intake 

and exhaust valves as shown in Figure 5.14 (b). The XZ plane is chosen such that it 

passes through the centre of the pre-chamber. The XY plane is chosen near to the top 

dead centre at 0.0011 m from the top dead centre. Several flow parameters and 

concentration parameters have been plotted to understand the flow field and combustion 

phenomena. 

Intake Port 

Exhaust Port 

Pre-chamber 

Figure 5.14 (a) Computational domain at Bottom Dead Centre showing three planes 

chosen for qualitative analysis, (b) Computational domain shown from top of cylinder. 

In the numerical simulations, it was assumed that the intake port contains homogeneous 

charge of fuel-air mixture at an equivalence ratio of 0.35. The qualitative analysis was 

carried out for intake charge temperature of 418.5 K. 

The combustion process in the cylinder starts during the compression stroke, when the in-

cylinder temperature reaches a sufficient value to auto-ignite the iso-octane . The fuel 

consumption starts around 345 CA and it is completely consumed by 365 CA. Figures 

5.15-5.17 show variation of temperature, molar fraction of fuel and equivalence ratio 

distributions within the cylinder from crank angle 345 CA to 355 CA. The equivalence 

ratio contours and molar fraction of fuel contours indicate that the fuel consumption starts 

at 345 CA. The plots also show the "islands" of fuel consumption and the paths towards 

the pre-chamber, which indicate that the fluid is forced into the pre-chamber. The 

temperature distributions illustrated in Figure 5.15 do not show any considerable 

variation but the overall temperature was increasing steadily. This period can be 

considered as the fuel oxidation time where the fuel converts into intermediate species. 
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(a) (b) (c) 

Figure 5.15 Temperature (Kelvin) contours in XY plane at crank angles (a) 345 CA, (b) 
350CA, and (c) 355 CA for 418.5K initial temperature. 

(a) (b) (c) 

Figure 5.16 Molar fraction contours of fuel in XY plane at crank angles (a) 345 CA, (b) 
350CA, and (c) 355 CA for 418.5K initial temperature. 

(a) (b) (c) 

Figure 5.17 Equivalence ratio contours in XY plane at crank angles (a) 345 CA, (b) 
350CA, and (c) 355 CA for 418.5K initial temperature. 

Figures 5.18 to 5.20 show the variation of temperature, molar fraction of fuel and 

equivalence ratio distributions for crank angles 360, 365 and 370 respectively. Molar 

fractions of fuel and equivalence ratio distributions indicate complete consumption of 
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fuel by 366 CA. The in-cylinder temperature reaches peak temperature around 365 CA. It 

can be seen that there are several high temperature zones within the cylinder. Figure 

5.18(a) shows the temperature distribution within the cylinder at 360 CA. It can be seen 

that there are multiple sites of high temperature under the intake valve and clearance 

areas between the valves. The combustion phenomena can be considered as HCCI 

combustion, since multiple ignition points can be seen within the cylinder. The slight 

temperature variation within the cylinder due to valve locations, wall temperatures, pre-

chamber location and flow within the cylinder determine the ignition zones. 

(a) (b) (c) 

Figure 5.18 Temperature (Kelvin) contours in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CAfor 418.5K initial temperature. 

(a) (b) (c) 

Figure 5.19 Molar fraction contours of fuel in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CAfor 418.5K initial temperature. 
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(a) (b) (c) 

Figure 5.20 Equivalence ratio contours in XY plane at crank angles (a) 360 CA, (b) 365 
CA, and (c) 370 CA for 418.5K initial temperature. 

Figures 5.21 to 5.23 show molar fraction distributions of O2, CO2 and H2O respectively. 

The O2 molar fraction contours show the O2 consumption within the cylinder starts at 360 

CA and continues to spread towards the walls. At 370 CA, the in-cylinder has uniform O2 

distribution. Figures 5.22 and 5.23 show distributions indicating the production of CO2 

and H2O. 
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Figure 5.21 Molar fraction contours of O2 in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CA for 418.5K initial temperature. 
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(a) (b) (c) 

Figure 5.22 Molar fraction contours of CO2 in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CA for 418.5K initial temperature. 

0.08 

0.06 

0.04 

0.02 

0.0 

(a) (b) (C) 

Figure 5.23 Molar fraction contours of H2O in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CA for 418.5K initial temperature. 

Figures 5.24-5.26 show the variation of molar fractions for CO, H2 and OH respectively. 

These plots identify that the local zones where the consumption of species are higher. At 

370 CA, the CO produced is almost consumed and there are only traces of H2. The OH 

concentration remains within the cylinder. 
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(a) (b) (c) 

Figure 5.24 Molar fraction contours of CO in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CA for 418.5K initial temperature. 
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(a) (b) (c) 

Figure 5.25 Molar fraction contours of H2 in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CA for 418.5K initial temperature. 

0.0005 

0.0004 

0.0003 

0.0002 

0.0001 

(a) (b) (C) 

Figure 5.26 Molar fraction contours of OH in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CA for 418.5K initial temperature. 
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Figures 5.27 to 5.29 show the molar fractions of N2, NO and NO2 respectively. These 
plots show the production of NOx at high temperature zones within the cylinder. 

0.79 

(a) (b) (c) 

Figure 5.27 Molar fraction contours of N2 in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CA for 418.5K initial temperature. 

(a) (b) (c) 

Figure 5.28 Molar fraction contours of NO in XY plane at crank angles (a) 360 CA, (b) 
365 CA, and (c) 370 CA for 418.5K initial temperature. 
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(a) (b) (c) 
Figure 5.29 Molar fraction contours of NO2 in XY plane at crank angles (a) 360 CA, (b) 

365 CA, and (c) 370 CA for 418.5K initial temperature. 

Figures 5.30 to 5.32 shows streamlines, sub-grid scale turbulent kinetic energy and 

velocity vectors, respectively. These plots illustrate the flow direction and the flow 
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structures. At 365 CA, it can be seen that there is a sudden increase in the turbulent 

kinetic energy. This is due to combustion within the pre-chamber which forces the fluid 

into the cylinder. 

(a) (b) (c) 
Figure 5.30 Streamline plots in XY plane at crank angles (a) 360 CA, (b) 365 CA, and 

(c) 370 CA for 418.5K initial temperature. 

(a) (b) (c) 

Figure 5.31 Sub-grid scale turbulent kinetic energy (m2/sec) contours in XY plane at 
crank angles (a) 360 CA, (b) 365 CA, and (c) 370 CA for 418.5K initial temperature. 

(a) (b) (c) 
Figure 5.32 Velocity vectors in XY plane at crank angles (a) 360 CA, (b) 365 CA, and 

(c) 370 CA for 418.5K initial temperature. 

Figure 5.33 shows the temperature contours and velocity vectors in the pre-chamber. The 

temperature contours show the high temperature core region within the pre-chamber. The 

corresponding vector plot shows the vortex flow structure within the pre-chamber. The 
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combustion process within the pre-chamber forces the flow into the cylinder, which is 

shown by velocity vectors pointing downwards at 362 CA. At 364 CA, peak temperature 

within the pre-chamber reaches 2000 K in the centre. The high temperature zone within 

the pre-chamber gradually reduces and temperature distributes uniformly throughout the 

pre-chamber. 
B 19(1(1 
M~1700 

35m/s 

mm 
35m/s 

(a) (b) 
Figure 5.33 Variation of (a) temperature and (b) velocity vectors within pre-chamber in 

XZ plane. 
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5.3 Summary 

Three dimensional numerical investigations with a Large Eddy Simulation and detailed 

chemical kinetic mechanism for the combustion of iso-octane have been conducted in a 

HCCI engine that was converted from Indirect Injection type diesel engine (Kubota 

D905). By comparing the numerical simulation results with the corresponding 

experimental results, it can be concluded that the numerical simulations can provide 

reliable sophisticated information regarding HCCI combustion that is in good agreement 

with experimental results. 

The accuracy of the CKL solver in predicting HCCI engine performance parameters are 

as follows: 

1. The simulations predicted IMEP is within 5% variation for high intake temperature 

cases and within 10% variation for lower intake temperature, which is consistent with the 

experimental Coefficient of Variation (COV) (cf., Gnanam 2008). 

2. The peak pressures from simulations show 4% deviation from the experimental data 

for intake temperature of 418.5 K, less than 1% for 408.5 K and 7.5% for lower intake 

temperature of 398.5 K. 

3. The pressure rise rates show 4% deviation from the experimental data for intake 

temperature of 398.5 K and 20% deviation for intake temperature of 408.5 K and 25% 

variation for 418.5 K. 

In order to calibrate the CKL solver, temperature and pressure traces within the cylinder 

and intake pressure and temperature are required from the experiments. 

The details of the parametric studies with different intake temperatures show that the 

intake temperature is one of the most important parameters to control the start of HCCI 

combustion and the emissions. Most importantly, these types of parametric studies using 

the methodology developed in this dissertation, detailed turbulent flow structures, 

combustion startup process and emissions generation mechanisms, can be used to 

optimize engineering design of HCCI engines. 
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Chapter 6 

Effect of Internal Mixing and Reformation Chamber on HCCI 

Engine Combustion 

The effect of an internal mixing and reformation (IMR) chamber on the HCCI engine 

combustion is studied numerically in this chapter. The design of the chamber was based 

on the concept of using an additional independent valve to control the duration of HCCI 

combustion and reduce the pressure rise rate to subsequently decrease the peak 

temperature. Fuel reformation is a partial oxidation process in which the fuel is converted 

into H2 and CO. These products, due to their partial oxidation state, can be used to 

advance combustion timing and have control over the combustion process. 

Exhaust 
Intake 

IMR chamber 
Pre-chamber 

In-cylinder 

Figure 6.1 Computational domain of cylinder with internal mixing and reformation 
chamber. 

The IMR chamber valve opens outwards and can be managed independently. The IMR 

chamber volume is 5 cc. The simulation initial conditions are taken to be the same as the 

conditions from Chapter 5 with an intake charge temperature of 418.5 K. The 

computations were carried out for the following two scenarios: 1) additional fuel 

injection into the IMR chamber and 2) without fuel injection into the IMR chamber. 

Table 6.1 shows the initial conditions taken from Chapter 5 and condition with the IMR 

chamber. 
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Engine speed 1035 rpm 

Compression ratio without 

IMR chamber 

21:1 

Compression ratio with IMR 

chamber open 

16:1 

Additional amount of fuel 

injected into IMR chamber 

20% of the fuel in the cylinder. 

Wall temperature 350 K 

Intake charge temperature 418.5 K 

Equivalence ratio 0.35 

Fuel Iso-octane 

Table 6.1 Initial conditions for simulations. 

The initial intake temperature, pressure and equivalence ratio are kept constant. In the 

cases where fuel is directly injected into the IMR chamber, the amount of fuel injected 

was calculated based on the amount of air within the chamber and equivalence ratio of 

0.35. 

6.1 Simulation conditions 

Simulation conditions for cases studied are given in Table 6.2. 

Cases Engine 
Cycle 

IMR 
Chamber 

Fuel Injection into IMR 
Chamber 

IMR chamber Valve 
Timing 

Cases Engine 
Cycle 

IMR 
Chamber 

Start End Open Close 
Case 1 2 No N/A N/A N/A N/A 

Case 2 2 Yes N/A N/A 360 CA 372 CA 

Case 3 2 Yes 360 CA 370 CA 360 CA 372 CA 

Case 4 3 Yes 360 CA 370 CA 360 CA 405 CA 

Case 5 3 Yes 360 CA 390 CA 360 CA 405 CA 

Case 6 3 Yes 350 CA 360 CA 360 CA 372 CA 

Table 6.2 Simulation conditions for six cases. 

The cases shown in Table 6.2 are divided based on the engine cycle and conditions of the 

IMR chamber. The results from cases 1, 2 and 3 were analyzed after two engine cycles. 

The IMR chamber valve opening and closing crank angle were decided based on the 
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results from case 1. The function of the IMR chamber is to capture the high temperature 

combustion products and potentially to reduce the pressure rise rate and lower the peak 

temperature. The IMR chamber valve opening time was chosen at the crank angle at 

which 10% of the heat is released for case 1, without the IMR chamber. The average in-

cylinder temperature for case 1 without IMR chamber increased above 1000 K just before 

360 CA, reached a peak temperature of 1800 K around 365 CA and then dropped down 

gradually. By opening the valve from 360 CA to 372 CA, the peak temperature is 

reduced and combustion products at a high temperature enough for fuel reformation 

(1500 K) are captured. The fuel injection timing was decided based on the mixing within 

the IMR chamber. By injecting the fuel at the same time as the valve opening crank 

angle (360 CA), the fuel mixes well with the in-cyUnder charge. The additional amount 

of fuel injected into the IMR chamber was determined based on the amount of air 

residing in the IMR chamber. The amount of fuel injected was equal to 20% of fuel 

entering through the intake valve, and is calculated to keep an equivalence ratio of 0.35 

within the chamber. The fuel injection follows a half-sine wave form. The fuel injector 

was located near top wall of the IMR chamber and injection was directed downwards into 

the chamber. 

Results obtained at the end of the 2 cycle for IMR chamber cases 1, 2 and 3 reveal some 

effects of IMR chamber valve timing and fuel injection into the IMR chamber. Three new 

cases 4, 5 and 6 given in Table 6.2 were defined based on the results obtained from case 

3. The initial conditions for cases 4, 5 and 6 were taken from the end of cycle results of 

case 3. Compared with case 3, cases 4 and 5 have prolonged valve timing with different 

fuel injection durations. Case 6 has advanced fuel injection timing and the same valve 

timing as case 3. For all cases with injection into the IMR chamber (Cases 3, 4, 5 and 6), 

the amount of fuel injected remains the same. 

Details of valve timing and fuel injection timing for six cases discussed in Table 6.2 are 

shown in Figure 6.2. The IMR chamber valve timings are shown on top of the scale and 

IMR chamber fuel injection timing on bottom of the scale. 
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(a) Case 1 

IMR valve timing (CA) 

350 360 370 380 390 400 410 IMR fuel injection timing (CA) 

(b) Case 2 

360 372 
IMR valve timing (CA) 

380 390 400 410 IMR fuel injection timing (CA) 
360 
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(c) Case 3 
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-i i*i£§isr- ' f -r 
IMR valve timing (CA) 
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400 
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360 372 

400 410 IMR fuel injection timing (CA) 

(e) Case 5 

+ 
IMR valve timing (CA) 

380 390 400 410 IMR fuel injection timing (CA) 
350 360 370 

(f) Case 6 

Figure 6.2 IMR chamber valve timings and IMR chamber fuel injection timings for six 

cases. 
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6.2 Results and discussions 

Figure 6.3 shows the average in-cylinder pressure trace for cases 1, 2 and 3 mentioned in 

Table 6.2. The in-cylinder pressure traces for cases 2 and 3 show lower peak pressure due 

to valve opening at 360 CA and the adjustment in pressure due to movement of the valve. 

The peak pressure locations for the IMR chamber cases are slightly shifted to 367 CA, 

while the peak pressure location without the IMR chamber is at 365 CA. The maximum 

in-cylinder pressure for case 2 is low compared to cases 1 and 3. This was due to the IMR 

chamber trapping the combustable products. The in-cylinder pressure trace from case 2 

shows the drop in pressure due to the IMR chamber valve opening at 362 CA and after 

363 CA, in-cylinder pressure starts to increase until it reaches a peak pressure of 57 bar at 

366 CA due to the combustion process happening in-cylinder. In case 3, the in-cylinder 

pressure rises at the same rate until it reaches a peak pressure of 60 bar. The in-cylinder 

pressure traces indicate that pressure rise rates are lower for IMR chamber cases 2 and 3 

compared with case 1. 

Case 1 - w/o IMR 
70 

— — Case 2 - IMR, no inj 

60 

— • — Case 3 - IMR, with inj 

50 

% 

9P 
30 

20 
340 345 350 370 355 360 365 375 380 

Crank Angle (degrees) 

Figure 6.3 Average in-cylinder pressure traces for cases 1,2 and 3 after 2 engine cycles. 

Figure 6.4 shows the average in-cylinder temperature for cases 1, 2 and 3 mentioned in 

Table 6.2. The in-cylinder temperature trends indicate that cases 2 and 3, with IMR 

chamber, have lower in-cylinder temperatures compared to case 1 and the peak 
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temperature for case 2 and 3 are 50 K lower compared to case 1. The difference in the 

peak temperature can make significant differences in the amount of NOx emissions. 
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Figure 6.4 Average in-cylinder temperature variations for cases 1, 2 and 3 after 2 engine 
cycles. 
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Figure 6.5 Heat release rate comparison for cases 1,2 and 3 after 2 engine cycles. 

Figure 6.5 shows the heat release rate for cases 1, 2 and 3 mentioned in Table 6.2. The 

heat release rate curves show that the heat release lasts longer for IMR chamber cases 2 

and 3 compared to without the IMR chamber (Case 1). For the case with fuel injection in 

the IMR chamber (Case 3), the heat release rate reaches peak of 43 J/CA and then drops 

down slowly compared to other cases. The peak heat release rate location for the case 
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with fuel injection into IMR chamber (Case 3) is slightly advanced compared to the case 

without IMR chamber (Case 1) due to presence of residual gases from the previous cycle 

within the cylinder. 
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Figure 6.6 10% HR crank angle and 10%-90% heat release duration for cases 1,2 and 3 

after 2 engine cycles. 

Figure 6.6 shows the 10% heat release crank angle and 10% to 90% heat release duration 

for cases 1, 2 and 3. For all three cases, 10% HR occurred at approximately at the same 

crank angle, around 359 CA. This indicates that the IMR chamber valve opening at 360 

CA was as expected at 10% heat release. 10% to 90% HR duration shows variations 

between the cases 1, 2 and 3. The case with fuel injection into the IMR chamber (Case 3) 

shows the largest duration compared to the other cases. Both cases 2 and 3, with the IMR 

chamber, show prolonged heat release. 

Figure 6.7 shows IMEP for cases 1, 2 and 3 respectively. The values obtained indicate 

that the IMEP of the engine drops down due to opening of the IMR chamber valve, but 

the case with fuel injection into the IMR chamber (Case 3) indicates higher IMEP 

compared to the case without fuel injection into the IMR chamber. Although the amount 

of work obtained is less compared to the case without IMR chamber, the IMR chamber 

valve timing and fuel injection could be manipulated to obtain the required IMEP. 
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Figure 6.7 Indicated Mean Effective Pressure for cases 1,2 and 3 after 2 engine cycles. 

Figure 6.8 shows CO and UHC emissions obtained for cases 1,2 and 3. The CO emission 

is high in cases 2 and 3. These cases would require after-treatment. The NOx emissions 

are negligible (less than 1 ppm) in cases 1, 2 and 3 since the average peak temperature 

was below 1800 K. The trends indicate that the fuel injection into the IMR chamber 

(Case 3) gives higher CO emissions than the case without the IMR chamber (Case 1). 

This can be attributed to not having an optimal fuel injection time and IMR chamber 

valve timing. The UHC emissions show that the case with no fuel injection into the IMR 

chamber (Case 2) is high compared with fuel injection into the IMR chamber (Case 3). 

This is due to lower temperature and pressure in the cylinder in case 2. 
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Figure 6.8 CO and UHC emissions for cases 1, 2 and 3 after 2 engine cycles. 

To understand the effect of the IMR chamber, average pressure within the in-cylinder and 

the IMR chamber is plotted in Figure 6.9. Figure 6.10 shows the variation of average 

pressure within the IMR chamber for cases 2 and 3. Pressure trace for the case with fuel 

injection into the IMR chamber (Case 3) indicates that the average pressure within the 

IMR chamber increases to 55 bar after the IMR chamber valve closes. This suggests that 

the high temperatures due to reactions happening within the IMR chamber cause a 

pressure rise and the combustion process continues after the IMR chamber valve is 

closed. Figure 6.11 show average in-cylinder and IMR chamber temperature. Figure 6.12 

shows the temperature variation in IMR chamber for cases 2 and 3. The temperature 

traces show that the IMR chamber temperature reaches a peak of 1370 K in the case of 

fuel injection into IMR chamber. The thermal energy produced within the IMR chamber 

due to fuel injection was not utilized due to early closure of IMR chamber valve. The fuel 

injected into the IMR chamber vaporizes and mixes with the high temperature 

combustion products, thus producing partial oxidation products CO and H2. These 

products further oxidize into CO2 and H2O producing thermal energy. The temperature 

traces for case 3 indicate that the temperature within the IMR chamber before the valve 

opened was around 810 K. This temperature would be sufficient for fuel reformation, i.e., 

breaking up of the fuel into intermediate species and formation of radicals. This indicates 
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that fuel can be injected into the IMR chamber before the IMR chamber valve opens to 

begin the fuel reformation process. 
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Figure 6.9 Average IMR chamber pressure for cases 2 and 3 after 2 engine cycles. 
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Figure 6.10 Average IMR chamber pressure for cases 2 and 3. 
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Figure 6.11 Average IMR chamber temperature for cases 2 and 3 after 2 engine cycles. 
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Figure 6.12 Average IMR chamber temperature for cases 2 and 3. 

To understand the combustion process within the in-cylinder and IMR chamber, 

concentration plots of species with respect to crank angle are shown. These plots show 

the consumption of fuel, production of some of the intermediate species and final 

products. Figure 6.13 shows the mass fraction of gaseous fuel within the cylinder and the 

IMR chamber for cases 2 and 3. These plots indicate that the original fuel within the 

cylinder is consumed at 362 CA. In the case of an IMR chamber without fuel injection 
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(Case 2), a small amount of fuel from the cylinder enters the IMR chamber at 360 CA 

and is immediately consumed. In the case of IMR chamber with fuel injection (Case 3) it 

can be seen that vaporized fuel inside the IMR chamber starts to increase from 363 CA 

and continues to stay until 375 CA. The fuel injection starts at 360 CA and it takes about 

3 degrees duration to vaporize and form mixture. This can be seen in Figure 6.13. The 

increase in the mass fraction of fuel at 363 CA indicates that the vaporized liquid fuel is 

mixing with the IMR chamber gaseous mixture. 
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Figure 6.13 Mass fraction of fuel in the cylinder and the IMR chamber for cases 2 and 3. 

Figure 6.14 shows the variation of O2 mass fraction for cases 2 and 3. The trends show 

the O2 consumption in-cylinder and within the IMR chamber. The O2 content in the IMR 

chamber increases when the IMR chamber valve was opened because mass fraction of O2 

in fresh charge is higher than in combustion products from the previous cycle and this is 

an effect of internal mixing. In the case of the IMR chamber with fuel injection, the 

amount of O2 content in the IMR chamber reduces gradually due to the combustion 

process. 
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Figure 6.14 Mass fraction of O2 in the cylinder and the IMR chamber for cases 2 and 3. 

Figures 6.15 to 6.21 show some of the species production and consumption for cases 2 

and 3. The trends demonstrate the combustion process is happening in the IMR chamber 

and production of H2, OH and CO within the IMR chamber. Case 3 with fuel injection 

into the IMR chamber shows large variations in species concentrations compared to case 

2 without fuel injection. 
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Figure 6.15 Mass fraction of N2 in in-cylinder and IMR chamber for cases 2 and 3. 
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Figures 6.16 and 6.17 indicate the formation of combustion products CO2 and H2O within 

the cylinder and IMR chamber. The plots illustrate the combustion process carried in the 

IMR chamber and production of CO2 and H2O. 
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Figure 6.16 Mass fraction of CO2 in in-cylinder and IMR chamber for cases 2 and 3. 
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Figure 6.17 Mass fraction of H2O in the cylinder and the IMR chamber for cases 2 and 3. 
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Figure 6.18 shows the mass fraction of CO within the cylinder and IMR chamber. The 

results show that the CO reaches peak value at a crank angle of 374 CA. This indicates 

the combustion process due to fuel injected carried in the IMR chamber. 
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Figure 6.18 Mass fraction of CO in the cylinder and the IMR chamber for cases 2 and 3. 
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Figure 6.19 Mass fraction of H2 in in-cylinder and IMR chamber for cases 2 and 3. 

Figure 6.19 shows the production and consumption of H2 within the cylinder and IMR 

chamber. Due to lack of oxygen content within the IMR chamber and due to presence of 

H2O and CO2, the H2 mass fraction increases to a peak of 0.00012 at 375 CA and 
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gradually reduces until 460 CA. This indicates the function of the IMR chamber in 

reforming the fuel injected. The OH radical mass fraction shown in Figure 6.21 indicates 

the initiation of high temperature reactions and subsequent heat release. 
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Figure 6.20 Mass fraction of H2 in IMR chamber for case 3. 
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Figure 6.21 Mass fraction of OH in in-cylinder and IMR chamber for cases 2 and 3. 

The results from cycle 2 for case 3 show the function of the IMR chamber in reducing the 

pressure rise rate, forming of intermediate species, decreasing in overall temperature and 

extending the heat release rate. 
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From case 3 results, it can be inferred that: 

1) by closing the IMR chamber valve early there is less thermal energy converted to 

useful work. 

2) the fuel injected into the IMR chamber takes several crank angle degrees to evaporate, 

react with surrounding combustion products and form reformation products and 

subsequently burn. 

To demonstrate the effect of IMR chamber fuel injection timing and IMR chamber valve 

timing on the combustion process, three cases are defined and referred to as case 4, 5 and 

6 respectively. The details of cases are given in Table 6.2. Case 4 has extended IMR 

chamber valve duration compared to case 3. Case 5 has extended IMR chamber valve 

duration and extended injection timing. Case 6 has advanced fuel injection timing. The 

flow field and compositions within the in-cylinder and IMR chamber at the end of cycle 2 

for case 3 were taken as the initial conditions for cases 4, 5 and 6. The amount of fuel 

injected into the IMR chamber was kept constant in all the cases. The simulations were 

carried out for one engine cycle. 
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Figure 6.22 Average in-cylinder pressures for cases 4, 5 and 6. 

Figure 6.22 shows the average in-cylinder pressure for case 4, 5 and 6. The trends 

indicate that cases 4 and 5 do not show any difference in pressure trace, while case 6 

shows an increase in pressure after 365 CA until 375 CA. Figure 6.23 shows the average 

in-cylinder temperature for cases 4, 5 and 6. The trends indicate that the peak temperature 
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remains the same for all cases and case 6 has higher temperature after 372 CA, since the 

IMR chamber valve was closed earlier compared to cases 4 and 5. 
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Figure 6.23 Average in-cylinder temperatures for cases 4, 5 and 6. 
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Figure 6.24 Heat release rate for cases 4,5 and 6. 

Figure 6.24 shows the variation of heat release rate between cases 4, 5 and 6. The heat 

release rate does not vary between cases 4 and 5 but, for case 6, it shows heat release 

until 380 CA. Figure 6.25 shows the 10% heat release crank angle and 10% to 90% heat 

release duration. The results indicate that for cases 4 and 5 there are no significant 

differences in the values, whereas in the case 6, the heat release duration was prolonged 

to 13 degrees duration. This shows that the fuel injected into the IMR chamber had 
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sufficient time to convert to the intermediate species and subsequently convert to final 

products. 
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Figure 6.25 10% CA and 10%-90% heat release duration for cases 4, 5 and 6. 
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Figure 6.26 Indicated mean effective pressure for cases 1 to 6. 

Figure 6.26 shows the IMEP obtained for cases 4, 5 and 6. The IMEP for cases 4 and 5 

indicate significant improvement in IMEP compared to case 3. The IMEP obtained from 

cases 4 and 5 was in the range of 2.75 bar and for case 6, the IMEP was 2.3 bar. 

Figure 6.27 shows emissions obtained from cases 4,5 and 6. 
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Cases 

Figure 6.27 % CO and % UHC emissions for cases 4, 5 and 6. 

The emissions are calculated in-cylinder just before the exhaust valve opens. From the 

emissions, it can be said that although cases 4 and 5 give a higher amount of IMEP, they 

produce 0.2% CO emissions and 0.15% UHC emissions for case 4 and 0.075% UHC for 

case 5. Case 6 produces significantly less emissions compared to cases 4 and 5. This 

suggests that there is an optimum for fuel injection timing and valve opening duration to 

achieve higher IMEP and lower emissions. 

Figures 6.28 and 6.29 show average in-cylinder and IMR chamber pressure for cases 4, 5 

and 6 respectively. The trends indicate that the IMR chamber pressure and in-cylinder 

pressure do not show any differences for cases 4 and 5 due to the IMR chamber valve 

timing. In case 6, the IMR chamber valve was closed at 372 CA, which causes the 

deviation in the IMR chamber pressure and allows an increase in the pressure within the 

IMR chamber to 60 bar due to the combustion process, as shown in Figure 6.29. The 

temperature curves shown in Figures 6.30 and 6.31 follow the same trend and the average 

peak temperature in the IMR chamber for case 6 shows approximately 1300 K. In case 6, 

the temperature increase starts at 366 CA, when the IMR chamber valve was still open 

and the piston moving down. This shows the combustion process is happening within the 

IMR chamber. In cases 4 and 5, the peak temperature within the IMR chamber was at 
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1100 K. This indicates that the complete combustion process did not take place within the 

IMR chamber for cases 4 and 5. 

E <0 
•6 
oe 
2 

•o c 
I I c 
41 

* 

I 

80 

70 

— 60 

I 
1 50 
S « 
* 40 

30 

•Case 4 - in-cylinder 

Case 4 - IMR chamber 

•Case 5 - in-cylinder 

•Case 5 - IMR chamber 

Case 6 - in-cylinder 

•Case 6 - IMR chamber 

340 345 350 355 360 365 

Crank Angle (degrees) 

370 375 380 

Figure 6.28 Average in-cylinder and IMR chamber pressure for cases 4, 5 and 6. 
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Figure 6.29 Average IMR chamber pressure for cases 4, 5 and 6. 
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Figure 6.30 Average IMR chamber temperatures for cases 4, 5 and 6. 

#> w 3 
s 
bm 

2L 
E 

h. 
S e 
| 5 

I £ 
•5 * 
ee 
S 

01 
< 

2000 

1800 

1600 

1400 

1200 

1000 

800 

600 

Case 4 - IMR chamber 

•Case 5 - IMR chamber 

•Case 6 - IMR chamber 

340 350 360 370 380 390 

Crank Angle (degrees) 

400 410 420 

Figure 6.31 Average IMR chamber temperature for cases 4, 5 and 6. 

Figures 6.32 to 6.40 show the in-cylinder and IMR chamber species concentrations. The 

concentration plots show the mass fractions of species and their changes with respect to 

crank angle. Figure 6.32 shows the mass fraction of fuel for cases 4, 5 and 6. Case 4 

results indicate that the fuel was added starting at the crank angle 360 CA and rises 

sharply due to injection. In case 5, fuel was added gradually and reaches a peak around 

395 CA. In case 6, fuel mass fraction starts to increase from 350 CA, reaches a peak at 
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364 CA and drops down. In the case of in-cylinder fuel mass fractions for cases 4 and 5, 

it can be seen that the fuel within the cylinder was consumed by 365 CA and after 385 

CA it starts to slowly increase. This increase in fuel mass fraction in-cylinder was due to 

fuel added into the IMR chamber. The prolonged IMR chamber valve timing in cases 4 

and 5 causes the fuel injected into the IMR chamber to pass into the cylinder. 
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Figure 6.32 Mass fractions of fuel within the cylinder and the IMR chamber for cases 4, 

5 and 6. 

Figure 6.33 shows mass fraction of O2 within in-cylinder and IMR chamber for cases 4, 5 

and 6. The trends indicate that for case 6, the O2 content in IMR chamber decreases from 

365 CA. The O2 content in IMR chamber for cases 4 and 5 does not vary after 375 CA. 

The piston movement pulls the fluid within the IMR chamber into the main cylinder. This 

will reduce the temperature and does not allow the combustion process to carry within the 

IMR chamber. For case 6, the closing of the IMR chamber Valve at 372 CA, retains 

sufficient temperature to continue combustion process. The O2 mass fraction in Figure 

6.33 indicates the consumption within the IMR chamber for case 6. The N2 mass 

fractions in Figure 6.34 indicate the consumption of N2 due to high temperature zones 

within the IMR chamber. 
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Figure 6 J3 Mass fractions of O2 within the cylinder and the IMR chamber for cases 4, 5 

and 6. 
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Figure 6.34 Mass fractions of N2 within the cylinder and the IMR chamber for cases 4, 5 

and 6. 

Figures 6.35 and 6.36 show the complete combustion products production in-cylinder and 

in the IMR chamber. 
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Figure 635 Mass fractions of CO2 within the cylinder and the IMR chamber for cases 4, 

5 and 6. 
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Figure 6.36 Mass fractions of H2O within the cylinder and the IMR chamber for cases 4, 

5 and 6. 
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Figure 6.37 Mass fractions of CO within the cylinder and the IMR chamber for cases 4, 

and 6. 

o.oooooi 

0.0000008 
fM Z  
*8 
g 

I  

0.0000006 

0.0000004 -

0.0000002 

Case 4 - in-cylinder 

Case 4 - IMR chamber 

— -Case 5 - in-cylinder 

Case 5 - IMR chamber 

' — Case 6 - in-cylinder 

— • -Case 6 - IMR chamber 

340 350 360 370 380 390 

Crank Angle (degrees) 

400 410 

Figure 6.38 Mass fractions of H2 within the cylinder and the IMR chamber for cases 4, 

and 6. 
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Figure 6.39 Mass fraction of H2 within cylinder and IMR chamber for case 6. 
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Figure 6.40 Mass fractions of OH within the cylinder and the IMR chamber for cases 4, 

5 and 6. 
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Cases 

Figure 6.41 Indicated Specific Fuel Consumption (ISFC, g/KWh) for all six cases 

studied. 

Figure 6.41 shows the Indicated Specific Fuel Consumption (ISFC) for all the six cases 

studied as mentioned in Table 6.2. These values indicate the amount of fuel consumed for 

unit power produced. Case 1 shows the lowest amount of fuel consumed per unit power. 

Cases 4, 5 produce more power compared to cases 3 and 6, but produce more CO and 

UHC emissions. Case 6 produces less emissions and slightly better fuel consumption than 

case 3. These trends indicate that there is a need for more runs to find optimum 

conditions and a need to run several cycles with different fuel injection and valve timing 

to get optimum power with lower fuel consumption and lower emissions. 

To understand and possibly link flow features with combustion process, flow fields are 

plotted for case 6 at various important crank angles after injection (352 CA, 356 CA, 360 

CA) and IMR chamber valve timings (362 CA, 370 CA, 372 CA). The four cut planes are 

shown in Figure 6.42. 
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Figure 6.42 3-D computational domain showing three XY planes and XZ plane. 

The cut-planes are shown with temperature contours in Figure 6.42 to indicate the plane 

locations. The planes are also shown in Figure 6.43 in the XZ plane and the XY plane to 

indicate the plane locations. The XY planes are located at the top where the IMR 

chamber valve opens, in the centre of the pre-chamber and at the neck region between the 

in-cylinder and pre-chamber. 

Figure 6.43 Computational domain indicating cut-plane locations in XZ plane and XY 

plane. 

(a) XZ plane (b) XY plane 
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Figure 6.44 show velocity vectors with fuel spray in the IMR chamber in different cut-

planes. These plots indicate the spray penetration and interaction between flow and spray 

when the valve is opened. The vectors show the direction of the flow field and the crank 

angle at which the flow reverses from the IMR chamber to the pre-chamber. The flow 

field demonstrates the function of the IMR chamber in mixing the previous cycle's 

combustion products with the fresh charge; and the flow reversal. The XY plane flow 

fields (cut-planes AA, BB and CC) indicate the flow rotation within the pre-chamber 

during combustion process and during the valve movement. 

Figure 6.44 (a) 352 CA 
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Figure 6.44 (d) 358 CA 

Figure 6.44 (e) 360 CA 
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Figure 6.44 Velocity vectors and spray particles in XZ plane at crank angles (a) 352 CA, 

(b) 354CA, (c) 356 CA, (d) 358 CA, (e) 360 CA, (f) 362 CA, (g) 364 CA, (h) 366 CA, (i) 

368 CA, (j)370 CA, (k) 372 CA, and (1) 374 CA for case 6. 

Figure 6.45 shows the temperature contours in various cut-planes. The temperature plots 

indicate that high temperature zones appear within the pre-chamber and IMR chamber. 

The plots show high temperature core regions due to flow structures. When the IMR 

chamber valve is opened, high temperature gases passes into the IMR chamber and 

combustion process starts at the top region of the IMR chamber due to vaporized fuel. 

The plots show local high temperature zones which reach a peak temperature of 2000 K 

due to vaporized fuel concentration at particular zones. This can be seen from the molar 

fraction contours of fuel plotted in Figure 6.46. 
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Figure 6.45 Temperature contours in XY plane and XZ planes for crank angle (a) 352 

CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 
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Species molar fraction contours are plotted to understand the combustion process within 

the IMR chamber and the production and consumption of some of the species. Figure 

6.46 shows the fuel molar fraction contours at different crank angles. These contours 

indicate the consumption of fuel within the in-cylinder and IMR chamber. The fuel 

injected into the IMR chamber mixes with the in-cylinder charge when the valve was 

opened and some of the fuel stays on to the walls surrounding the valve. 
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Figure 6.46 Fuel molar fraction contours in XY planes and XZ plane at crank angle (a) 

352 CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 

Figure 6.47 shows the consumption of oxygen which indicates the combustion process 

carried in the pre-chamber and then in the IMR chamber. The O2 contours in IMR 

chamber indicate the consumption of O2 after the valve closure. Figure 6.48 show the N2 

molar fraction contours for various crank angles. Figures 6.48 to 6.54 show the 

production and consumption of some of the important species to understand the mixing 

process happening within the IMR chamber and to visualize the species production 

within the IMR chamber. Figures 6.49 to 6.54 show molar fractions of species CO2, H20, 

CO, H2, OH, and NO at various crank angles respectively. These contours indicate the 

production of CO and H2 within the IMR chamber and combustion process carried in the 

pre-chamber from crank angle 352 CA to 372 CA. The results show that the IMR 

chamber was able to produce reformation products due to internal mixing and fuel 

injection. The plots indicate high levels of CO2 and H2O within the IMR chamber before 

chamber valve opens from the previous cycle. CO and H2 are produced in the IMR 

chamber after 366 CA. Due to high temperature within the IMR chamber, CO and H2 

produced within the IMR chamber are consumed within the same cycle. 
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Figure 6.47 O2 molar fraction contours in XY planes and XZ plane at crank angle (a) 352 

CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 
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Figure 6.48 (e) 370 CA 
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Figure 6.48 (f) 372 CA 

Figure 6.48 N2 molar fraction contours in XY planes and XZ plane at crank angle (a) 352 

CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 
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Figure 6.49 (a) 352 CA 

Figure 6.49 (b) 356 CA 



Figure 6.49 (c) 360 CA 

Figure 6.49 (d) 362 CA 

132 



Figure 6.49 (e) 370 CA 

Figure 6.49 (f) 372 CA 

Figure 6.49 CO2 molar fraction contours in XY planes and XZ plane at crank angle (a) 

352 CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 
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Figure 6.50 (a) 352 CA 

Figure 6.50 (b) 356 CA 
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Figure 6.50 (c) 360 CA 

Figure 6.50 (d) 362 CA 
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Figure 6.50 (e) 370 CA 

Figure 6.50 (f) 372 CA 

Figure 6.50 H2O molar fraction contours in XY planes and XZ plane at crank angle (a) 

352 CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 
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Figure 6.51 CO molar fraction contours in XY planes and XZ plane at crank angle (a) 

352 CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 
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Figure 6.52 (e) 370 CA 

h2 motfractton 
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Figure 6.52 H2 molar fraction contours in XY planes and XZ plane at crank angle (a) 352 

CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 
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Figure 6.53 OH molar fraction contours in XY planes and XZ plane at crank angle (a) 

352 CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 

145 



no moKraction 

Figure 6.54 (a) 352 CA 

no molfractfon 

1»-10 

Figure 6.54 (b) 356 CA 

146 



Figure 6.54 (c) 360 CA 

Figure 6.54 (d) 362 CA 
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Figure 6.54 NO molar fraction contours in XY planes and XZ plane at crank angle (a) 

352 CA, (b) 356 CA, (c) 360 CA, (d) 362 CA, (e) 370 CA, and (f) 372 CA. 
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Effect of IMR chamber fuel injection timing 

The effects of varying the IMR chamber fuel injection timing on the HCCI combustion is 

discussed in terms of IMEP, ISFC, and emissions. Cases 3 and 6 mentioned in Table 6.2 

are discussed here. For these two cases, the IMR chamber valve timing is fixed (valve 

opening at 360 CA and closing at 372 CA). The fuel injection timing is advanced by 10 

CA for case 6. Figure 6.55 shows the IMEP obtained for these cases. The results showed 

that IMEP is increased by 19.9% between Case 3 and 6. By advancing the fuel injection 

timing before piston reaches the top dead centre, the time required for the fuel to vaporize 

and mix with the combustion products is increased. For case 6, the fuel injection starts at 

350 CA and finishes at 360 CA, therefore the fuel injected has sufficient time to 

evaporate and mix with IMR chamber gases before the piston reaches the TDC. This 

allows us to produce higher IMEP compared with case 3 where the injection starts at 360 

CA and finishes at 370 CA. 
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Figure 6.55 IMEP for cases 3 and 6 with constant IMR valve timing and varied fuel 

injection timing. 
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Figure 6.56 ISFC for cases 3 and 6 with constant IMR valve timing and varied fuel 

injection timing. 
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Figure 6.57 Emissions for cases 3 and 6 with constant IMR valve timing and varied fuel 

injection timing. 

Figure 6.56 shows the fuel consumption per unit power produced for cases 3 and 6. 

Figure 6.57 shows the emissions of CO and UHC for cases 3 and 6. The trends suggest 

that case 6 produces more power with less fuel consumption and less emissions compared 

to case 3. This suggests that by advancing the fuel injection timing by 10 CA while 

keeping valve timing unchanged better performance can be achieved. 
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Effect of IMR chamber valve timing 

Cases 3 and 4 are analyzed to understand the effect of valve timing with keeping the fuel 

injection timing unchanged. Figure 6.58 shows the IMEP variation between cases 3 and 

4. The valve open timing is 360 CA and closing time is 372 CA for case 3 and the valve 

open timing is 360 CA and closing time is 405 CA for case 4. 
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Figure 6.58 IMEP for cases 3 and 4 with constant IMR fuel injection timing and varied 

valve timing. 
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Figure 6.59 ISFC for cases 3 and 4 with constant IMR fuel injection timing and varied 

valve timing. 
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Figure 6.60 Emissions for cases 3 and 4 with constant IMR fuel injection timing and 

varied valve timing. 

The trends for IMEP (Figure 6.58), ISFC (Figure 6.59) and emissions (Figure 6.60) 

indicate that, by delaying the valve timing, higher IMEP and lower fuel consumption can 

be obtained although more emissions could be produced. The CO emissions increase by 

80% from case 3 to case 4. This indicates that the delay in closing the IMR chamber 

causes the partially oxidized gaseous products in the IMR chamber to flow into the main 

cylinder due to the piston movement and come out as exhaust without completely being 

burnt in case 4, while in case 3 because the valve closes just after the fuel injection 

finishes and thus the major amount of fuel and the partially oxidized gaseous products 

would remain inside the IMR chamber without causing emissions for the current cycle. 

Therefore the valve timing has to be optimized in order to obtain higher IMEP and lower 

emissions on the same time. 

6.3 Summary 

In this chapter, the function of the IMR chamber has been demonstrated by comparing 

the cases with and without this chamber. Also, the effects of the fuel and valve timings 

for this IMR chamber on the combustion performance has been studied by comparing 

different cases with different combinations of the fuel and valve timings. 

The results show that: 
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1) the IMR chamber can successfully capture the combustion products whenever needed, 

which is fundamentally important for controlling the combustion process. 

2) the IMR chamber can reform the fuel injected into it to form CO and H2. 

3) the liquid fuel injected into the IMR chamber requires sufficient time to vaporize, mix 

with the combustion products and partially oxidize to form reformation products. By 

reducing the time taken for this process, using gaseous fuel, or premixed charge at higher 

temperature, time required to form reformation products can be greatly reduced. 

4) by delaying the valve closing time by 30 CA, the IMEP is increased by 37% for cases 

4 and 5 compared to case 3. 

5) by advancing the fuel injection timing, IMEP is increased by 12% for case 6 compared 

to case 3. 

6) by advancing the fuel injection timing, ISFC is decreased by 20% for case 6. 

4) by optimizing the timings for the valve and fuel injection, it is possible to achieve 

better control of the combustion process. 
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Chapter 7 

Conclusions 

7.1 Contributions and Conclusions 

In this work, HCCI combustion strategies have been studied by investigating the details 

of turbulent flow structures and the details of combustion chemistry inside the HCCI 

engines. 

The contributions and conclusions can be summarized as follows: 

1) This study has successfully formulated the CKL solver to investigate the details of 

turbulence and combustion, by integrating the original KIVA-3V solver with the Large 

Eddy Simulation technique for turbulence and with CHEMKIN for detailed chemical 

kinetics. 

2) This study has successfully validated the CKL solver by comparing the numerical 

results with corresponding experiment results and it can be concluded that this solver can 

be employed in practical combustion engineering applications with reasonable accuracy, 

e.g., 1-7.5% for peak pressure and 5-10% for IMEP. 

3) This study has proposed a new HCCI combustion strategy with an IMR chamber and 

has investigated the IMR function by using the CKL solver in terms of how to control the 

combustion process. The results show that this IMR chamber can significantly affect the 

HCCI combustion process, e.g., by advancing the fuel injecting timing of 10 CA, the 

IMEP can be improved by 19.9%, and the ISFC and CO emissions can be reduced by 

16.6% and 25% respectively; by delaying the IMR valve timing of 33 CA, the IMEP and 

CO emissions can be increased by 44.2%, and 80% respectively while the ISFC can be 

reduced by 30.6%. 

7.2 Recommendations for future work 

1. Further simulations are required to demonstrate the capabilities of IMR chamber on 

engine performance. 
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2. Further optimization of the CKL solver to reduce the overall computational time 

should be done, e.g., the CHEMKIN solver can be parallelized to significantly improve 

the computational performance. 

3. The engine cycle-to-cycle variations can be investigated by using the CKL solver for a 

better understanding of the HCCI combustion process. 
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Appendix A 

Jia-Xie mechanism for iso-octane 

Jia-Xie mechanism output from CHEMKIN solver is shown. 

CHEMKIN INTERPRETER OUTPUT: CHEMKIN-II Version 3.9 Aug. 1994 

DOUBLE PRECISION 

ELEMENTS ATOMIC 

CONSIDERED WEIGHT 

1. h 1.00797 

2. c 12.0112 

3. o 15.9994 

4. n 14.0067 

P 

C 

H 

H A 

A R 
SPECIES S G MOLECULAR TEMPERATURE ELEMENT COUNT 
CONSIDERED E E WEIGHT LOW HIGH h c o n 

1. ic8hl8 G 0 114.23266 300 5000 18 8 0 0 

2. o2 G 0 31.99880 300 5000 0 0 2 0 
3. n2 G 0 28.01340 300 5000 0 0 0 2 
4. co2 G 0 44.00995 300 5000 0 1 2 0 
5. h2o G 0 18.01534 300 5000 2 0 1 0 

6. CO G 0 28.01055 300 5000 0 1 1 0 
7. h2 G 0 2.01594 300 5000 2 0 0 0 
8. h G 0 1.00797 300 5000 1 0 0 0 
9. o G 0 15.99940 300 5000 0 0 1 0 

10. oh G 0 17.00737 300 5000 1 0 1 0 
11. ho2 G 0 33.00677 300 5000 1 0 2 0 

12. h2o2 G 0 34 .01474 300 5000 2 0 2 0 
13. ch3o G 0 31.03446 300 3000 3 1 1 0 
14. ch2o G 0 30.02649 300 5000 2 1 1 0 
15. hco G 0 29.01852 300 5000 1 1 1 0 
16. ch2 G 0 14.02709 250 4000 2 1 0 0 
17 . ch3 G 0 15.03506 300 5000 3 1 0 0 
18. ch4 G 0 16.04303 300 5000 4 1 0 0 
19. c2h3 G 0 27.04621 300 5000 3 2 0 0 
20. c2h4 G 0 28.05418 300 5000 4 2 0 0 
21. c2h5 G 0 29.06215 300 5000 5 2 0 0 
22. c3h4 G 0 40.06533 300 4000 4 3 0 0 
23. c3h5 G 0 41.07330 300 5000 5 3 0 0 
24. c3h6 G 0 42.08127 300 5000 6 3 0 0 
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25. c3h7 G 0 43. 08924 300 5000 7 3 0 0 

26. c4h8 G 0 56. 10836 300 5000 8 4 0 0 

27. c8hl7 G 0 113. 22469 300 5000 17 8 0 0 

28. c8h!6 G 0 112. 21672 300 5000 16 8 0 0 
29. c8hl7oo G 0 145. 22349 300 5000 17 8 2 0 

30. c8hl6ooh G 0 145. 22349 300 5000 17 8 2 0 

31. ooc8hl6ooh G 0 177. 22229 300 5000 17 8 4 0 
32. oc8hl5ooh G 0 160. 21492 300 5000 16 8 3 0 

33. oc8hl5o G 0 143. 20755 300 5000 15 8 2 0 

34. n G 0 14. 00670 200 6000 0 0 0 1 
35. n2o G 0 44. 01280 200 6000 0 0 1 2 
36. no G 0 30. 00610 200 6000 0 0 1 1 
37. no2 G 0 46. 00550 200 6000 0 0 2 1 

(k = A T**b exp(-E/RT)) 

REACTIONS CONSIDERED A b 

1. ic8hl8+o2<=>c8hl7+ho2 1 .00E+16 0 .0 46000. 
Reverse Arrhenius coefficients: 1 .00E+12 0 .0 0. 
2. c8hl7+o2<=>c8hl7oo 1 .00E+12 0 .0 0. 
Reverse Arrhenius coefficients: 2 . 51E+13 0 .0 27400. 
3. c8hl7oo<=>c8hl6oo 1 .14E+11 0 .0 22400. 

Reverse Arrhenius coefficients: 1 .00E+11 0 .0 11000. 
4 . c8hl6ooh+o2<=>ooc8hl6ooh 3 .16E+11 0 .0 0. 
Reverse Arrhenius coefficients: 2 . 51E+13 0 .0 27400. 
5. ooc8hl6ooh=>oc8hl5ooh 8 . 91E+10 0 .0 17000. 
6. ic8hl8+oh=>c8hl7+h2o 1 .00E+13 0 .0 3000. 
7 . c8hl7+o2<=>c8hl6+ho2 3 .16E+11 0 .0 6000. 
Reverse Arrhenius coefficients: 3 .16E+11 0 .0 19500. 
8. oc8hl5ooh=>oc8hl5o+oh 3 .98E+15 0 .0 43000. 
9. oc8hl5o+o2<=>c2h3+2ch2o+c3h4+ch3+ho22 .45E+13 0 .0 32000. 
10. c8hl7=c4h8+c3h6+ch3 1 .28E+12 0 .0 49000. 

11. c8hl6=c4h8+c3h5+ch3 1 .92E+12 0 .0 48000. 
12 . c4h8+o2=c2h3+c2h4+ho2 2 .00E+14 0 .0 35900. 
13. c3h7=c2h4+ch3 9 . 60E+13 0 .0 35900. 
14 . c3h7=c3h6+h 1 . 25E+14 0 .0 36900. 
15. c3h6+ch3=c3h5+ch4 9 .00E+12 0 .0 8480. 
16. c3h5+o2=c3h4+ho2 6 .00E+11 0 .0 10000 .  
17. c3h4+oh=c2h3+ch2o 1 .00E+12 0 .0 0. 
18. c3h4+oh=c2h4+hco 1 .00E+12 0 .0 0. 
19. ch3+ho2=ch3o+oh 5 .00E+13 0 .0 0. 
20. ch3+oh=ch2+h2o 7 .50E+06 2 .0 5000. 
21. ch2+oh=ch2o+h 2 .50E+13 0 .0 0. 
22. ch2+o2=hco+oh 4 .30E+10 0 .0 -500. 
23. ch2+o2=co2+h2 6 .90E+11 0 .0 500. 
24 . ch2+o2=co+h2o 2 .00E+10 0 .0 -1000. 
25. ch2+o2=ch2o+o 5 .00E+13 0 .0 9000. 
26. ch2+o2=co2+h+h 1 .60E+12 0 .0 1000. 
27 . ch2+o2=co+oh+h 8 . 60E+10 0 .0 -500. 
28. co+oh=co2+h 5 . 99E+07 1 .3 5232. 
29. oh+ch3o=h2o+ch2o 5 .00E+12 0 .0 0. 
30. o+ch3o=oh+ch2o 1 . 00E+13 0 .0 0. 

E 

0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
9 

0 
0 
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31. o+oh=o2+h 4 .00E+14 -0. 5 0 .0 

32. h+ho2=oh+oh 1.70E+14 0. 0 875 .0 

33. oh+oh=o+h2o 6.00E+08 1. 3 0 .0 
34 . h+o2+m=ho2+m 3.60E+17 -0. 7 0 .0 

h2o Enhanced by 2 .100E+01 
co2 Enhanced by 5 .000E+00 

h2 Enhanced by 3 .300E+00 

CO Enhanced by 2 .000E+00 

35. h2o2+m=oh+oh+m 1.00E+17 0. 0 45500 .0 

h2o Enhanced by 2 .100E+01 
co2 Enhanced by 5 .000E+00 

h2 Enhanced by 3 .300E+00 

CO Enhanced by 2 .000E+00 

36. h2+oh=h2o+h 1.17E+09 1. 3 3626 .0 

37. ho2+ho2=h2o2+o2 3.00E+12 0. 0 0 .0 
38. ch2o+oh=hco+h2o 5.56E+10 1. 1 -76 .5 
39. ch2o+ho2=hco+h2o2 3.00E+12 0. 0 8000 .0 
40. hco+o2=ho2+co 3.30E+13 -0. 4 0 .0 

41. hco+m=h+co+m 1.59E+18 0. 9 56712 .3 
42. ch3+ch3o=ch4+ch2o 4.30E+14 0. 0 0 .0 
43. c2h4+oh=ch2o+ch3 6.00E+13 0. 0 960 .0 

44. c2h4+oh=c2h3+h2o 8.02E+13 0. 0 5955 .0 
45. c2h3+o2=ch2o+hco 4.00E+12 0. 0 -250 .0 
46. c2h3+hco=c2h4+co 6.03E+13 0. 0 0 .0 
47. c2h5+o2=c2h4+ho2 2.00E+10 0. 0 -2200 .0 
48. ch4+o2=ch3+ho2 7.90E+13 0. 0 56000 .0 
49. oh+ho2=h2o+o2 7.50E+12 0. 0 0 .0 
50. ch3+o2=ch2o+oh 3.80E+11 0. 0 9000 .0 
51. ch4+h=ch3+h2 6.60E+08 1. 6 10840 .0 
52. ch4+oh=ch3+h2o 1.60E+06 2 . 1 2460 .0 
53. ch4+o=ch3+oh 1.02E+09 1. 5 8604 .0 
54. ch4+ho2=ch3+h2o2 9.00E+11 0. 0 18700 .0 
55. ch4+ch2=ch3+ch3 4.00E+12 0. 0 -570 .0 
56. c3h6=c2h3+ch3 3.15E+15 0. 0 85500 .0 
57 . n+no<=>n2+o 3.50E+13 0. 0 330 .0 
58. n+o2<=>no+o 2.65E+12 0. 0 6400 .0 
59. n+oh<=>no+h 7.33E+13 0. 0 1120 .0 
60. n+co2=no+co 1.90E+11 0. 0 3400 .0 
61. n2o+o=n2+o2 1.40E+12 0. 0 10810 .0 
62. n2o+o=no+no 2.90E+13 0. 0 23150 .0 
63. n2o+h=n2+oh 4.40E+14 0. 0 18880 .0 
64. n2o+oh=n2+ho2 2.00E+12 0. 0 21060 .0 
65. n2o+m=n2+o+m 1.30E+11 0. 0 59620 .0 
66. no+ho2=no2+oh 2.11E+12 0. 0 -480 .0 
67. no2+o=no+o2 3.90E+12 0. 0 -240 .0 
68. no2+h=no+oh 1.32E+14 0. 0 360 .0 
69. no+o+m=no2+m 1.06E+20 -1. 4 0 .0 

NOTE: A units mole-cm-sec-K, E units cal/mole 
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