
  

Water 2019, 11, 2275; doi:10.3390/w11112275 www.mdpi.com/journal/water 

Review 

A Review of the Internet of Floods: Near Real-Time 
Detection of a Flood Event and Its Impact 
Samuel Van Ackere 1,2,*, Jeffrey Verbeurgt 1, Lars De Sloover 1, Sidharta Gautama 2,3,  
Alain De Wulf 1 and Philippe De Maeyer 1 

1 Department of Geography, Ghent University, Belgium, Krijgslaan 281, 9000 Ghent, Belgium; 
Jeffrey.Verbeurgt@ugent.be (J.V.); Lars.DeSloover@Ugent.be (L.D.S.); Alain.DeWulf@UGent.be (A.D.W.); 
Philippe.DeMaeyer@UGent.be (P.D.M.) 

2 Department Industrial Systems Engineering and Product Design, Ghent University, Technologiepark 46,  
B-9052 Ghent, Belgium; Sidharta.Gautama@UGent.be 

3   Flanders Make, Oude Diestersebaan 133, B-3920 Lommel, Belgium; Sidharta.Gautama@UGent.be 
* Correspondence: samuel.vanackere@ugent.be 

Received: 25 September 2019; Accepted: 28 October 2019; Published: 30 October 2019 

Abstract: Worldwide, flood events frequently have a dramatic impact on urban societies. Time is 
key during a flood event in order to evacuate vulnerable people at risk, minimize the socio-
economic, ecologic and cultural impact of the event and restore a society from this hazard as quickly 
as possible. Therefore, detecting a flood in near real-time and assessing the risks relating to these 
flood events on the fly is of great importance. Therefore, there is a need to search for the optimal 
way to collect data in order to detect floods in real time. Internet of Things (IoT) is the ideal method 
to bring together data of sensing equipment or identifying tools with networking and processing 
capabilities, allow them to communicate with one another and with other devices and services over 
the Internet to accomplish the detection of floods in near real-time. The main objective of this paper 
is to report on the current state of research on the IoT in the domain of flood detection. Current 
trends in IoT are identified, and academic literature is examined. The integration of IoT would 
greatly enhance disaster management and, therefore, will be of greater importance into the future. 

Keywords: Internet of Floods; IOF; FLIAT; flood impact assessment; urban floods; disruption 
potential 

 

1. Introduction 

Every child or enthusiast that opens his IoT Raspberry Pi kit can read this text: “With a computer, 
a mouse and a keyboard you have everything you need to use the Internet, but in the IoT world, you 
are able to add sensors to the mix, bringing you even greater possibilities [1].” International 
Telecommunication Union (ITU) defined IoT as “A global infrastructure for the information society, 
enabling advanced services by interconnecting, physically and virtually, things based on existing and 
evolving interoperable information and communication technologies” [2]. In 2013, Internet of Things 
(IoT) European Research Center (IERC) defined IoT as “A dynamic global network infrastructure 
with self-configuring capabilities based on standard and interoperable communication protocols 
where physical and virtual “things” have identities, physical attributes, and virtual personalities and 
use intelligent interfaces, and are seamlessly integrated into the information network” [3]. Internet of 
things refers to the moment when people-operated technologies (e.g., desktops, laptops, tablets) will 
be in the minority on the Internet [4]. In this vision, the majority of Internet users will consist of semi-
intelligent devices, so-called embedded systems. Hereby, the Internet of Things can be defined as the 
networked interconnection of ubiquitous, context-aware devices that are embedded with sensors, 
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software, electronics and actuators that enable ambient intelligence [5]. Over the last couple of 
decades, the IoT has been in a constant state of evolution, thanks to rapid advances in underlying 
technologies [6]. 

The process begins with the devices themselves, which securely communicate with an IoT 
platform. After collecting data from various smart devices, the IoT platform applies analytics on it 
and then shares these valuable data to sundry applications. IoT is opening remarkable opportunities 
for more direct integration of the physical world into computer-based systems, resulting in novel 
applications that promise economic benefits [7], the improvement of the quality of our lives and the 
reduction of human exertions. In recent years, IoT has gained much attention from researchers and 
practitioners from around the world in a wide range of applications[8], including healthcare [9], 
manufacturing and enterprise [10,11], traffic and transportation [12], cities [13], homes [14,15], energy 
[16], agriculture [17], and so on. 

2. Flood and Flood Impact Detection 

In recent years, global demand for near real-time (NRT) information on natural disasters has 
increased considerably [18–20]. Time is vital during a disaster event [21] in order to evacuate 
vulnerable people at risk, minimise the socio-economic, ecologic and cultural impact of the event and 
restore society to normal as soon as possible [21]. Since time is limited, gathering knowledge of the 
situation as quickly as possible is crucial to informed decision-making [22]. Crises - particularly those 
with little to no warning-generate a situation that is rife with questions, uncertainties and the need to 
make quick decisions, often with minimal information [23]. 

IoT could help remedy inadequate emergency preparedness and planning, which in turn could 
reduce the magnitude of the physical and human damage in such events [24]. With IoT, decision-
makers can get a heightened awareness of real-time events, such as floods [25], from a large number 
of sensors that report on environmental conditions (including soil moisture [26], ocean currents, or 
weather [27,28]) and the situation in and from infrastructures (e.g., roads [29] and buildings [30]). As 
Mazhar Rathore M. stated, “In a smart city, we perform real-time decision making on real-time data” 
[31]. Rapidity is critical in emergency response. Cloud computing tools [32–34] such as Amazon Web 
Services [35] and Google Earth Engine [36] have become progressively fundamental [37]. Apart from 
rapidity, accuracy is equally important in disaster response, for saving lives, for reducing economic 
losses and building more resilient livelihoods [38–40]. We can define the Internet of Floods (IoF) 
(“Internet of Floods” is protected at the Benelux Office for Intellectual Property (BOIP)) [41] when 
the Internet of Things (IoT) is applied to detect flood events in near real-time (see Figure 1). 

 
Figure 1. Schematic representation of the Internet of Floods. 

2.1. Remote Sensing 
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The rapid evolution in remote sensing technologies, such as satellite imagery [42–44] and 
Synthetic Aperture Radar (SAR) satellite data [45], takes care of finer spatiotemporal resolution of 
data with a larger coverage, even in data-sparse regions [46]. Together with the improvement in 
accuracy, the evolution in streaming services of near real-time satellite imagery and Synthetic 
Aperture Radar (SAR) data can only be welcomed, since there are numerous application possibilities 
within a society. Examples include national security and environmental monitoring, but also 
emergency and disaster relief, such as in the event of a forest fire [47], landslide [48], volcanic eruption 
[49], earthquake [50] or flood event [51]. 

Remote sensing can be divided into two major processes, namely collecting the data and 
processing and analysing it. First, the data collection is done from terrestrial platforms (e.g., vehicles, 
towers, cranes), airborne platforms (e.g., aircraft, unmanned aerial vehicles (UAVs), helicopters) or 
space-borne platforms (e.g., satellites) using electromagnetic sensors. After emitting electromagnetic 
(EM) waves, some of the energy is reflected on earth’s surface towards the sensor [52]. A. This 
backscattered data is detected, measured and timed. Different types of electromagnetic waves can be 
collected, each having specific properties/capabilities. 

Each type of object has its spectral properties, the so-called spectral reflection (the ratio between 
the reflected energy of the object and the incident energy on the object). This means that different 
objects will emit or reflect different amounts of energy in the form of radiation. This makes it possible 
to detect and distinguish objects and surface characteristics. For example, the most striking 
characteristic of the spectral reflection curve of water is the energy absorption that takes place at near-
infrared (NIR) wavelengths and the larger wavelengths. This is in contrast to vegetation and dry soil, 
where the spectral reflection curves show a higher reflection at those wavelengths. 

After the data acquisition, the data needs to be processed and analysed in order to create a flood 
map. There are several types of algorithms and image processing techniques to separate flooded from 
non-flooded areas [53–55]: unsupervised classification [56–58], supervised classification [59], 
thresholding [60,61], various change detection methods [60–63], and application of active contour 
models [64]. 

As an example, Cian et al. (2018) presented a methodology in which flood maps (including 
information about water depth) could be derived with the aid of high-resolution SAR imagery and 
Light Detection And Ranging (LiDAR) digital elevation models (DEMs) [65]. By estimating the water 
surface elevation through a statistical analysis of terrain elevation along the boundary lines of the 
detected flood extent, it becomes possible to assess the water depth of a specific region accurately 
[66,67]. 

In contrast with satellite imagery, the use of Synthetic Aperture Radar (SAR) sensors are more 
suited for providing reliable information on extensive floods because of their nearly all-weather, day-
night capabilities, since floods usually occur during long-lasting precipitation and cloud cover 
periods [68]. See Figure 2 for an example of a flooding map created with the use of remote sensing 
techniques [69]. 

Airborne remote sensing platforms (e.g., UAVs, helicopters, aeroplanes) can provide an 
alternative solution for satellite imagery given the difficulty in obtaining cloud-free satellite scenes of 
a flood event. However, it is essential to mention that these applications (especially UAV’s) are often 
only used after a hurricane or storm has occurred (not during), because of the danger of take off in 
adverse weather conditions. Nevertheless, UAV technology becomes better and better, and there are 
multiple situations where a flood event occurs without a strong wind force (e.g., pluvial flood). 

In contrast, terrestrial remote sensing techniques can be used during adverse weather 
conditions, with a lower coverage but a higher geometric accuracy [70]. With the use of radar remote 
sensing techniques, characteristics of ocean surface waves can be measured [64] (see Figure 3). Stereo 
imagery, in particular, has been applied to determine heights of surface-, wind- and surf zone waves 
[71–73]. This data can eventually be used to predict future coastal flood events [74]. 
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   a                            b 

Figure 2. False natural colour composite (R: SWIR, G: NIR, B: Green) pre- and post-flooding Landsat 
8 Operational Land Imager (OLI) images acquired on (a) 27 March 2016 and (b) 28 July 2016, 
respectively [69]. 

 
Figure 3. Example of ground-based wave radar system (left) [75] and its output (right) [76]. 

Recent studies in nowcasting, the technique of predicting the very near future, and data 
assimilation, the technique of optimally combining theory with real data, resulted in applications 
capable of forecasting floods very shortly (<a few hours). Accurate flood warnings even just a few 
hours ahead can allow preparations to be made to minimise damage [77]. For example, Poletti et al. 
(2019) combine radar rainfall observations with numerical models to predict flash floods in near real-
time (2–8 h) [78]. The FRANC (Forecasting Rainfall exploiting new data Assimilation techniques and 
Novel observations of Convection) research project is another example of the development of state-
of-the-art techniques to nowcast rainfall and the resulting floods [79]. Apart from detecting a flood 
event in near real-time, detecting its impact in near real-time, for example, a flood-driven migration 
response can be detected by using remote sensing techniques (for example detection of emergency 
shelters) [80]. Furthermore, damage to agriculture [81], buildings [82], or road networks [83] can be 
detected with the use of remote sensing techniques. 

2.2. Smart Cameras 

This remote sensing technique is discussed separately in this paper to keep the overall overview. 
Security and traffic cameras do not have broad coverage in contrast with satellite imagery. 
Nevertheless, these smart cameras can offer enormous added value in terms of assessing the flood 
impact on society (e.g., surveillance [84], impact on traffic [85] and assisted living [86]) in high detail. 
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Due to technologic innovation, such as intelligent image processing and pattern recognition 
algorithms running on increasingly powerful microprocessors, smart cameras can perform tasks far 
beyond only taking photos and recording videos [87]. For example, smart cameras can detect an 
object and its motion [88], measure objects, and recognise vehicle license plates [89,90], faces [91], 
human gestures [92] and even human behaviour [93]. 

To date, cameras can extract spatial information derived from camera images in order to detect 
the real-time water level. This can be done with edge direction algorithms [94–96] (horizontal edge 
[97,98], vertical edge detection [95]), pixel difference calculations [96] or optical flow [99] algorithms. 
With the use of infrared cameras, it is even possible to detect the water level at night. Figure 4 
indicates a basic set-up to determine water level using a camera. 

  
Figure 4. Visual sensing (left) [100] and water level detection (right), it becomes possible to detect the 
real-time water level [101]. 

In addition to detecting water level (e.g., for rivers and pluvial floods), coastal zone management 
and forecasting tidal waves can be done by taking intensity difference, frequency, scale, background 
subtraction and the active contour model into account [86,102,103]. Furthermore, it is possible to 
detect overtopping of (coastal) waves. Ishimoto et al. (1995) proposed an automated wave 
overtopping detection system using multiple continuous, optional, time-interval, still pictures of a 
camera [104]. Analogous, Seki et al. (2007) proposed a method that automatically detects high waves 
and overtopping from images captured by coastal surveillance cameras [105]. A visualization of the 
infrastructure is given in Figure 5 [106]. In addition, cameras can detect smoke and fire, which may 
be caused by a flood event (e.g., broken gas pipe, water in electricity cabin). In order to detect this 
indirect impact due to a flood, infrared sensors, optical sensors or ion sensors could detect specific 
characteristics of flame and smoke. 

 
Figure 5. Outline of the overtopping wave monitoring system installed on the National Highway in 
Japan [106]. 
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Filonenko A. et al. (2015) proposed a real-time flood detection algorithm which is suitable to 
work with HD resolution cameras (see Figure 6). With a true negative rate of 0.77, and an accuracy 
of 0.94, this detection algorithm is promising. Moreover, compared with other algorithms developed 
a few years earlier [107,108] where the processing time goes up to 30 min, this algorithm detects a 
flood in a few seconds [109]. 

 
Figure 6. Flood detection algorithm developed by Filonenko A. et al. (2015) [109]. 

2.3. Smart Buoys 

High-risk flooding areas such as floodplains, rivers and lakes can be monitored with flood 
beacons (see Figure 7), which are either anchored to a point or left to float and monitor the water level 
and the flow velocity [110,111]. These beacons can be compared with smart sea buoys, but instead of 
detecting tidal waves, it detects fluvial floods [111]. Apart from detecting river water level, smart 
buoys can be used for tidal wave detection [112]. Sensors measure the magnitude of waves as the 
waves move past the buoy system. This can be done with bottom pressure recorders (BPRs) [113], or 
tsunamometers [114], tidal gauges (TGs) [115], GNSS-buoys [116], and wind-wave gauges (WWGs) 
equipped with either pressure, acoustic, or optical sensors. Furthermore, apart from measuring flood 
characteristics (water depth, flow velocity), water temperature [117] and water quality [118] can be 
measured by adding specific sensors to these buoys. 

 
Figure 7. Smart buoy [119]. 

2.4. Water Level Sensors 

Today, IoT-based water level monitoring systems that measure water level in real-time with the 
use of anchored sensors (i.e., ultrasonic distance sensors, pressure sensors, water sensors), is being 
applied more oftenfrain [120]. With this technology, it is immediately possible to detect if one specific 
spot on the channel is in a state of emergency or will even reach flood alarm level (see Figure 8). 
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Figure 8. Ultrasonic distance sensor water level monitoring (left) [121] and measured water level 
output at Grimbergen/Maalbeek, Flanders on 28 May 2019 (right) [122]. 

In response to several severe river flooding in the UK, a partnership located in Oxford 
established a grassroots network aiming to build the UK’s largest network of flood sensors [79]. 
Relying on citizens to acquire and install a low-cost water level sensor in combination with an open-
source Long Range Wide Area Network (LoRaWAN) IoT gateway, a real-time map of water levels is 
available at a high spatial resolution [123]. 

2.5. Smart Sewerage 

A sensor-based system for monitoring sewer floods is an excellent complement to all the IoF 
sensors that exist to detect or predict flood events [124], making it possible to monitor the water level 
and variation in the sewage pipe system (including daily variations), based on sensor technology and 
wireless communication. Figure 9 shows an example of hourly measurements of the water level taken 
at a sewerage test installation site [124]. 

 
Figure 9. Smart manhole cover (left) [125] and example of measured sewerage water level (right) 
[124]. 

2.6. Smart Home 

Multiple sensors continuously monitor a smart home. Sensors that measure smoke, temperature, 
humidity and air quality can easily detect a fire in real time, which could be, for example, due to 
disrupted (underground) gas pipelines caused by a flood. Abnormal indoor humidity can be a 
parameter for determining whether water has penetrated a building. In addition, smart electro (e.g., 
a fridge, coffeemaker, freezer) could show if there is an anomaly in the lifestyle of the inhabitants or 
the loss of electricity supply could cause the lack of data communication. Furthermore, a startup by 
Purdue University has created a biosensor that can detect viruses such as Zika [126] and Dengue [127] 
in mosquitoes in one hour. Merging these biosensors, for example, in a mosquito catcher could map 
almost immediately the spread of infectious diseases in a specific flooded area. 
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2.7. Biometric and Medical IoT Applications 

Furthermore, the ability to detect vector-borne diseases (such as Zika virus [128], Dengue virus 
[129], chikungunya [130], and yellow fever virus [131]) directly from crude human sample matrices 
(blood, urine and saliva) with a smartphone-based diagnostic platform demonstrates the possibility 
of a widespread clinical deployment [132] at home or at a (off-grid) emergency shelter. 

Power outages related to flood events may disrupt water treatment and supply plants, thereby 
increasing the risk of water-borne diseases [133]. Luckily, biosensor nodes exist for sampling water 
and checking for the presence of harmful waterborne disease-causing bacteria or viruses, such as E. 
coli [134], Campylobacter jejuni [134], Cryptosporidium [135], Giardia [136], Hepatitis A [137], Legionella 
pneumophila [138], and Salmonella [139]. Apart from the development of detecting bacteria and 
viruses, monitoring drinking water supply with the use of sensitive biosensors (e.g., detecting arsenic 
[140] or other hazardous wastes and toxic chemicals [141] such as pesticides [142]) is equally 
important [143]. In some regions, this thorough control is all included in the so-called CBRN 
(chemical, biological, radiological and nuclear) detection and sampling tools [144]. Furthermore, the 
advances in low cost e-Health platforms have made possible techniques for the conveyance of 
healthcare (see Figure 10). 

 
Figure 10. e-Health Sensor Platform for Biometric and Medical applications [145]. 

2.8. Smart Wearables 

Wearable sensors, just as the name implies, are integrated directly with the body or into 
wearable objects in order to help monitor the health and provide clinically relevant data for care (see 
Figure 11) [146]. Wearable Internet of things sensors can already measure physiological (blood 
pressure [147], heart rate [147], heart rate variability (HRV) [148], skin conductance [148,149], cortisol 
[150,151], pupil diameter [152]) or behavioural markers for stress, anxiety and depression [153]. 
Furthermore, these wearable sensors can give an estimation of the number and the location of 
casualties in a flooded area immediately. Some GPS-enabled wearable devices (e.g., a pendant or a 
classic wristband) are equipped with an emergency button and support unlimited two-way voice 
calling, which makes it possible to alert family or 24/7 Command Centres, which are staffed by 
emergency-trained operators [154]. Some healthcare sensors are already mounted to a patient’s body 
in order to monitor the responses to medication [27]. Wearables can also help vulnerable people. For 
example, wearables equipped with cameras and text-to-speech can help visually impaired people, 
especially in times of emergency, gain better and easier access to information and services [155]. 
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Figure 11. Summary of current technologies for monitoring health/performance and targeted physical 
measurements [156]. 

2.9. Weather Sensors 

Typical weather sensors are sensors that measure humidity, wind speed, amount of rainfall, air 
pressure and temperature (see Figure 12) [157,158]. Research from Mitra P., et al. (2016) showed that 
it is possible to predict and detect floods in a river basin with only the use of rainfall data, humidity 
data and a prediction algorithm based on a simple artificial neural network (ANN) [159]. An 
interesting IoT application is the Weather Observations Website (WoW), established by the UK Met 
Office. This website collects and distributes crowdsourced weather station data; every citizen can 
contribute to the platform by connecting a compatible Automatic Weather Station to the network. 
After its introduction in New-Zealand, Australia, the Netherlands and Belgium, thousands of 
amateur weather stations provide weather data to meteorological institutes, which in turn use these 
data to optimise local rainfall prediction [160]. 

  
Figure 12. Typical weather sensors are sensors that measure humidity, wind speed, amount of 
rainfall, air pressure and temperature (left) [161], which can be automatically linked with IoT platform 
(right) [162]. 

2.10. Smart Vehicle Data 

Sensors are fundamental components of electronic control systems in vehicles since they record 
chemical or physical variables and convert them into electrical signals. However, apart from the 
measurement of distance and angular positions in diesel injection pumps or the fill level in the fuel 
tank, sensors on vehicles could also be used to detect flood events. 

In a project by Imec, mail wagons were used to not only carry letters and parcels, but they were 
also equipped with sensors to measure the air quality (NO2, dust particles, temperature and 
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humidity) [163]. Similarly, sensors that measure the loss of wheel grip or detect slip hazard 
(aquaplaning) could be used to detect floods [164]. Furthermore, rain sensors implemented in 
windshields can indicate whether heavy rainfall is based on a certain flood event [165]. 

Moreover, flooded roads could cause more accidents, but sensors could detect the impact of said 
accidents. Afterward, an alert could be sent to the police, traffic authorities and the hospital, and a 
contingency plan could be drawn up when the IoF infrastructure detects a chain collision. 
Additionally, with the introduction of a smart highway in which cars automatically communicate 
with each other over a 5 G mobile network [166], major technological progress can be expected. 

Real-time information about road blockages due to accidents or other issues can also be obtained 
by emergency agencies to map out the best route to rescue or evacuate vulnerable people. 

2.11. News 

Sometimes, it is equally possible to obtain extra information through channels without using 
sensors or smart equipment. Brakenridge (2010) generated a flood dataset by collecting news from 
official and TV news channels of the flooded country [167]. The data contained the date of a flood, 
area of the flood, damage, intensity and number of deaths [168]. Detecting a flood event by extracting 
news, is researched multiple times since then by other researchers [169,170]. Farzaneh, Z. (2019) 
investigated some classifiers in order to detect information of a flood in the “Montreal Gazette” 
newspaper data. First, this extracted news was manually labeled: 528 of them were labeled as relevant 
and 429 as irreverent. After this, several classifiers were trained to identify news relevant to flood 
(see Table 1). As a result, it was possible to use these classifiers in order to detect this flood 
information (such as the date and location of the incident) from the news. 

Table 1. Results of the classifiers of research conducted by Farzaneh, Z. (2019) (MLP = Multi-layer 
perceptron, KNN = Kernel estimation, SVM = Support vector machine) [169]. 

Classifiers Precision Recall F-Measure 
Naïve Bayes 0.741 0.887 0.807 

AdaBoost 0.711 0.932 0.805 
Id3 0.707 0.887 0.787 

MLP 0.697 0.87 0.774 
KNN 0.751 0.859 0.801 
SVM 0.762 0.832 0.824 

2.12. Sensing Systems and Solicited Crowd-Sourcing 

Solicited crowdsourcing is a type of crowdsourcing where observations are immediately filled, 
drawn and mapped in a structured template by recruited, participating users [8,171]. Many of the 
places where these natural disasters occur are missing from maps, and first emergency responders 
lack the information to make valuable decisions regarding emergency response [172]. Crowdsourced 
mapping involves crowdsourced projects in which volunteers create maps to help humanitarian 
organisations (such as the Red Cross, or Doctors Without Borders) [173,174]. Voluntary contributors 
digitize maps (with the location of human settlements, roads, rivers, etc.) on satellite images collected 
in the field in response to natural disasters, for example, Typhoon Haiyan in the Philippines, the 
earthquake in Nepal in early 2015 and other disasters where humanitarian aid teams required 
updated maps to coordinate their work [175]. Humanitarian OpenStreetMap Team (HOT) [176], 
Mapswipe [177], and Missing Maps [172] have coordinated thousands of volunteers in the creation 
of maps for humanitarian purposes [175]. Unfortunately, the accuracy of these programs is debatable 
[178,179], but additional deep learning algorithms can trace these errors [176]. 

Furthermore, emergency needs request web platforms to help connect thousands of people in 
need with professional and volunteer rescuers. When tropical storm Harvey hit the neighbourhoods 
across Houston in 2017 with heavy rain, thousands of people sought help through submitting rescue 
requests via the crowdsource rescue platform (see Figure 13) [180]. 
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Figure 13. Rescue requests of inhabitants in Beaumont and Houston [180]. 

Apart from tools for needs reporting, databases for remote volunteer access and donations 
databasing are also important information for emergency response and recovery. 

2.13. Navigation App Monitoring 

Real-time web-based navigation platforms and mobile navigation applications for drivers (see 
Figure 14) [181] like Waze are dedicated systems that use crowdsensing to offer near real-time traffic 
information and routing [182]. Waze periodically collects GPS data of its users to compute the real-
time speed of a road network [183]. The system also offers users predefined alerts on incidents such 
as traffic jams, high-risk accident zones and police traps. It is also possible to report hazards, making 
it possible to categorise the hazard into subcategories, for example, a small flood event or a heavy 
snow hazard (see Figure 9) [184]. 

In addition to Waze, the mobile application e-wasBaha is a good example of a real-time mobile 
navigation application that can be used to collect data of flood events. It makes it possible for the 
GSM user to monitor flooded areas for the Metro area Manila and notifies users about flooded and 
inaccessible roads [185]. 

 
Figure 14. Waze users can report heavy snow hazards and other natural hazard events, such as flood 
events [185]. 

2.14. Social Sensing and Unsolicited Crowd-Sourcing 

Unsolicited crowdsourcing or social sensing is a form of crowdsourcing in which necessary 
information is derived as a by-product of communication on social media platforms intended for 
other purposes [171]. Social sensing involves a systematic analysis of digital communications on 
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social media to detect events in (quasi) real-time (see Figure 15) [186]. Currently, it is possible to 
gather eyewitness texts, photos, videos, maps and other information about disaster events that was 
not available before social media [187]. 

 
Figure 15. Affected flood areas as derived from different sources in the north of Pakistan: (A) flood 
maps derived from near real-time satellite data (B) heat map based on flood-related Twitter activity; 
and (C) inundation map published by Office for the Coordination of Humanitarian Affairs (UN-
OCHA) in October 2014 [188]. 

Rudy Arthur et al. (2018) presented a case study that uses data from the popular social media 
platform Twitter to detect and locate flood events in the UK [186]. Analogous, the impact of flood 
events and social disruption due to a flood event can be detected via social sensing (see Figure 10). 
For example, the research of Vieweg et al. (2014) shows that tweets can be classified in several relevant 
categories per subject, such as camp and shelter, health, early recovery (see Table 2) [189]. 

In this way, social media can play a critical role in flood risk management as an information 
propagator by using social sensing [188]. 

Users of social media have demonstrated how broad and ready access to other people during a 
disaster event enables new forms of information seeking and sharing, as well as exchanges of 
assistance [144]. When it comes to information scarcity, research in recent years has uncovered the 
increasingly important role of social media communications in disaster situations, and shown that 
information broadcast via social media can enhance situational awareness during a crisis [189]. 

Table 2. Classification of informative tweets posted during Typhoon Yolanda, according to the 
Humanitarian Clusters Framework. (Up/down arrows indicate relative increase/decrease of 50% or 
more in period 2, proportional to the total number of tweets in each period) [189]. 

 
Human 

Labelled 
Automatically 

Labelled 
 

Cluster Period 1 Period 1 Period 2 
Food and nutrition 54 4712 39,448 ↑ 
Camp and shelter 41 1870 8470↑ 

Education and child welfare 50 18,076 22,198↓ 
Telecommunication 90 8002 5899↓ 

Health 57 1008 2487 
Logistics and transportation 51 2290 3259 

Water, sanitation, and hygiene 31 1210 82,568↑ 
Safety and security 87 7884 4970↓ 

Early recovery 216 14,602 46,388 
None of the above 1323 382,906 451,122↓ 
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Total 2000 442,560 666,809 
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3. Flood Warning and Communication 

Emergency communications are a core component of disaster planning, response and recovery, 
as they prevent disaster or lessen its impact [190]. During times of high crisis and imminent threat, 
informing and warning the community quickly and efficiently has the potential to reduce harm and 
save lives of those at risk [187]. 

Today, citizens can easily obtain information on the nearest free parking spaces or more suitable 
places to park their vehicles. Similarly, this same principle can be applied to provide information 
about the nearest open shelter, ensuring that people have comfortable and safe places to stay, while 
also accounting for data of various family situations, special needs, language barriers, etc. [191]. These 
applications may save time and allow social workers, rescue squads and civil protection authorities 
to spend their time more wisely on urgent cases [192]. Furthermore, the application can inform the 
community about the best route to a shelter or the nearest open infirmary or aid station. 

Different possible systems are proposed that can be used to inform and warn a community in a 
flood event. 

3.1. Siren Systems 

Cioca M. (2008) stated that under disaster circumstances (e.g., flood events) the first 
infrastructures affected are as follows in this order: TV infrastructures, the power infrastructure, and 
the mobile phone network [193]. Therefore, old-school (off-grid) siren systems (e.g., air raid siren 
systems) are most likely the most effective systems in alerting communities of impending disaster. 
Unfortunately, air raid siren systems cannot provide tailored information to each person affected.  

In Belgium, the Crisis Center managed the siren network around Seveso companies and nuclear 
sites. In 2017, the decision was made to stop this network since the sirens were not deployed in real 
emergency situations anymore for several years. In addition, various tests have shown that the 
audibility of the siren sound is insufficient and that there is confusion with company sirens. The 
sirens only allowed to communicate cry tones and a limited number of fixed messages [194]. 

3.2. Interactive Smart TV and Radio 

The introduction of interactive TV and radio has driven advertisers to better target users by local, 
personalised advertisements, which generate a qualified lead for future sales [196–198]. Furthermore, 
disaster warnings on TV and radio already exist, albeit in a broad way, not a personalised one (see 
Figure 16). Similar to personalised advertisements, personalised disaster warnings can better target 
users with an update on their situation. Improvement in flood warnings will reduce casualties, as 
longer lead times on warnings provide extra opportunities to alert residents who can then take 
precautions [198]. Research shows that frequent TV viewers are warned significantly earlier than 
sporadic TV viewers [199]. Therefore, an option in which the viewer or listener can confirm that an 
entire household has seen or heard the warning can give a better picture of those who have not been 
warned yet. In the USA, if you have an NOAA weather radio with SAME (Specific Area Message 
Encoding) Technology, an alert will sound if your area is affected [200]. The Common Alerting 
Protocol is an XML-based generalized version of SAME. 

 
Figure 16. Tornado watch or a tornado warning on TV [201]. 
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3.3. SMS Disaster Alert System 

An SMS disaster alert system is an efficient alert system to notify people on their Global System 
of Mobile Connections (GSM) of flood hazards in their early stages so that safety precautions can be 
taken to avoid danger [194,203]. The system alerts a community through Short Message Service 
(SMS). Using this method, the warnings can be personalised to the user as well. For example, BE-
ALERT immediately informs the registered community in Belgium in case of an emergency [160] 
Analogous, the Presidential Text Alert Messages do the same in the USA [203]. 

3.4. Social Media 

“The use of social media to communicate timely information during crises has become a 
common practice in recent years.” [22] Apart from using social media to detect a flood event and its 
impact on society, social media can be used to conduct emergency communications and issue 
warnings [204]. Research concludes that a Twitter-based warning system demonstrated its value as 
a viable early disaster warning option that informed the public and created public value through its 
communication speed, range and information quality [204,205]. 

4. Algorithms 

In addition to all technology and equipment (e.g., sensors, social media) that can be used to 
detect a flood event or its impact on society, underlying algorithms and scripts that collect and filter 
data, analyse the data and search for patterns and correlations are equally important. 

Association analysis, time series analysis and machine learning algorithms, such as Support 
Vector Machine, Artificial Neural Networks, classification, clustering and regression are required to 
discover novel, interesting and potentially useful patterns from a large amount of collected data [207–
209]. Moreover, filter techniques are required to separate the relevant data from the noise and other 
unusable data. Knowing what information to look for is often difficult, for example, in the millions 
of Twitter messages (“tweets”), Facebook or Instagram posts broadcast at any given time [22]. The 
proportion of tweets, including relevant information, will almost invariably be smaller than the 
proportion of the tweets that do not include relevant information [22]. Nevertheless, using 
computational methods—such as information retrieval, natural language processing or other 
machine learning algorithms—to create systems for filtering, classifying, and summarising messages, 
makes it possible to acquire the relevant information [189]. 

Likewise, algorithms to analyse weather and travel patterns to predict the spread of vector-borne 
diseases are equally as important as the collection of the data [209]. 

5. Internet of Floods Architecture 

A system that can efficiently store, process and analyse massive amounts of data is necessary for 
dealing with such a large amount of data (big data). In order to perform parallel processing, big data 
is usually divided into equal amounts and stored on various data nodes. Ideally, the system should 
also be able to run machine learning algorithms, pattern recognition models, soft computing and 
decision models to inform decision-making. 

6. FLIAT Linked to the Internet of Floods 

Since FLIAT (Flood Impact Assessment Tool) is a cloud computational flood impact assessment 
tool, it will be possible in the future to link this tool to the Internet of Floods database [210]. In contrast 
to desktop-based damage assessment tools, FLIAT has the advantage of using advanced parallel 
computation as well. In other words, the tool is in line with the philosophy of fast, accurate, and 
holistic emergency response and recovery. In sum, the Internet of Floods can detect the real-time 
flood extent, where after the FLIAT tool can quickly and accurately calculate its socio-economic 
impact and the affected vulnerable and vital infrastructure and functions. Moreover, the output of 
FLIAT can be compared to and tweaked using the collected socio-economic damage data from the 
Internet of Floods. FLIAT combined with the Internet of Floods for a specific region also makes it 
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possible to assess the impact of a flood event several times in succession. Therefore, changes and 
patterns can be detected in real time for the flood-affected area. 

7. Discussion 

7.1. Privacy 

With the introduction of the innovative Internet of Things technology, serious privacy concerns 
arise concerning the increasingly invisible, dense and pervasive collection, processing and 
dissemination of data. To avoid a totalitarian regime as described in George Orwell's dystopian novel 
1984, the European Data Protection board has introduced the GDPR [211]. Under the GDPR, the 
protection of personal data and the right to be forgotten is put in practice. Since the regulation applies 
“to the processing of personal data wholly or partly by automated means and to the processing other 
than by automated means of personal data which form part of a filing system or are intended to form 
part of a filing system” [212], it applies to the Internet of Floods system. Ignorance of those issues can, 
for example, lead to nonacceptance and failure of new services, damage to reputation and even costly 
lawsuits [213]. 

7.2. Security 

Unfortunately, Internet of Things devices may be susceptible to different attacks and threats, 
which include Denial-of-Service (DoS) attacks and sabotage or man-in-the-middle and counterfeit 
attacks, information manipulation, fake seismic detection and fake flood detection [214,215]. 
Therefore, the threat of cyber-attacks and organised crime should be accounted for when an Internet 
of Floods platform is developed [216,217]. The platform and communication system must be secured 
against spyware, viruses, ransomware, hackers and other woes of the Internet. In fact, GDPR already 
enforces a layered security policy to protect personal data. 

7.3. Decision-Making 

In the end, good decision-making is the most crucial part of emergency response during a flood 
event. Although the Internet of Floods can make a difference in providing sufficient near real-time 
information about a flood event, good decision-making remains vital. 

8. Usability for Other Hazards 

As the disaster agent changes from flood events to toxic chemical spills, tornados, forest fires or 
terroristic attacks, collecting relevant data can also be done with the Internet of Things technology. 
Recently, research has shown that Internet of Things-based technologies can counter lone-wolf 
terrorist attacks [202]. The deployment of the Internet of Things can also be used to detect in near 
real-time forest fires, landslides, chemical disasters, volcanic eruption and other natural and human-
made disasters. Given these multiple application areas, the Internet of Things can serve as an effective 
disaster detective system in various scenarios. 

9. Conclusions 

Time is key during a flood disaster. In order to know the extent of the flood event and its damage 
as quickly as possible, all relevant information needs to be collected. Therefore, tools to filter, collect, 
process and analyse data from several channels must be available ahead of time. The introduction of 
the Internet of Things (IoT) answers the demand for a holistic tool that connects all possible semi-
intelligent devices and people-operated technologies, making it possible to collect data for a given 
flood disaster. After collecting data, the IoT platform filters and searches for the relevant data and 
applies analytics to it, providing comprehensive insight into the extent of the flood event and its flood 
impact. As a result, emergency search and rescue teams can be deployed quicker and more efficiently 
and location and scale of field hospitals and emergency shelter can be established. Moreover, 
technologies such as water purification systems, high capacity pumping, CBRN (chemical, biological, 
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radiological and nuclear) detection, and sampling tools can be deployed at the correct location and 
scale. In short, the Internet of Floods gives the possibility to detect a flood event and its impact in 
near real-time, where after it can warn and inform the community without losing valuable time. 
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