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Abstract: To produce high-quality citrus, the harvest time of citrus should be determined by considering
its maturity. To evaluate citrus maturity, the Brix/acid ratio, which is the ratio of sugar content
or soluble solids content to acid content, is one of the most commonly used indicators of fruit
maturity. To estimate the Brix/acid ratio, fluorescence spectroscopy, which is a rapid, sensitive,
and cheap technique, was adopted. Each citrus peel was extracted, and its fluorescence value was
measured. Then, the fluorescent spectrum was analyzed using a convolutional neural network
(CNN). In fluorescence spectroscopy, a matrix called excitation and emission matrix (EEM) can
be obtained, in which each fluorescence intensity was recorded at each excitation and emission
wavelength. Then, by regarding the EEM as an image, the Brix/acid ratio of juice from the flesh was
estimated via performing a regression with a CNN (CNN regression). As a result, the Brix/acid ratio
absolute error was estimated to be 2.48, which is considerably better than the values obtained by the
other methods in previous studies. Hyperparameters, such as depth of layers, learning rate, and the
number of filters used for this estimation, could be observed using Bayesian optimization, and the
optimization contributed to the high accuracy.

Keywords: Bayesian optimization; citrus; CNN regression; fluorescence

1. Introduction

Citrus is one of the most popular and consumed fruits in the world. In Japan, the production of
citrus was the second largest among all fruits in 2015 [1] and Satsuma mandarin (Citrus unshiu Marc.)
was the most popular cultivar. Customers demand not only consistent availability but also increasingly
higher-quality citrus [2,3]. To meet demand, first, the harvest time of citrus should be appropriately
determined by considering the maturity. This is because, if the harvested citrus has a high level
of maturation, it is more susceptible to mechanical damage or infections during its postharvest
handling. In contrast, if it is not matured, it does not have a good appearance and flavor, and may be
unmarketable [4].

As indicators of citrus maturity, color change, firmness, size, shape, and the Brix/acid ratio have
been widely used [4–6]. Brix and acidity, especially, are important parameters that represent the sugar
or soluble solids content and acid content, respectively. Their ratio, that is, the Brix/acid ratio is one
of the most commonly used indicators of fruit maturity, in addition to juice quality [7]. The precise
estimation of the Brix/acid ratio determines the appropriate harvest time.

Previously, the internal quality was estimated based on the external factors, including its size,
shape, mass, and color. However, the Brix and acidity values could not be accurately estimated [8].
Antonucci et al. [9] estimated the Brix and acidity values with a portable visible-near infrared (VIS-NIR)
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spectrophotometer; however, this method is comparatively expensive. Another method, fluorescence
spectroscopy, which is a rapid, sensitive, and cheap technique [10], has been recently attracting
attention. Muharfiza et al. [11] investigated the potential of fluorescence spectroscopy for estimating
the maturity stage of Satsuma mandarins. The fluorescence characteristics were monitored during
the growth and maturation stages and compared with the standard maturity index, the Brix/acid
ratio. The study observed that the fluorescence peaks of amino acid and chlorophyll were related to
the Brix/acid ratio and the peak intensity was useful for estimating the Brix/acid ratio. However, the
accuracy of Brix/acid ratio estimation has not been quantitatively investigated yet. Further, the study
adopted only two fluorescence peaks for the estimation, although a citrus peel has various fluorescence
peaks. Moreover, if information other than peaks, such as shoulder [12], unevenness, and valleys of
fluorescence spectrum, are considered, the estimation accuracy would be increased [13].

Recently, convolutional neural network (CNN), which is one type of deep learning, achieved high
classification accuracy in image analysis. In CNN, relevant contextual features in image categorization
problems are automatically discovered; therefore, CNNs are attracting attention [14].

In fluorescence spectroscopy, an excitation and emission matrix (EEM) can be obtained, wherein
each fluorescence intensity was recorded at each excitation and emission wavelength. Then, we assumed
that by regarding the EEM as an image, the Brix/acid ratio can be accurately estimated with a CNN.
To date, few studies have tried a CNN for EEM and estimated fruit internal quality. In the field of
agricultural product and plant evaluation, CNN has recently started being used [15–18]. However, the
main objective has been categorical classification and fewer studies have conducted regression with a
CNN (or CNN regression [19]) to quantitatively predict quality.

A considerable problem in the use of a CNN is the adjustment of the hyperparameter. Substantial
parameters, such as depth of layers, learning rate, and number of filters, should be optimized.
The optimal parameters change according to the sample and the objective. It is difficult, expensive,
and time-consuming to construct good architecture of a network [20,21].

Previously, to optimize the hyperparameters, grid search and random search, which try all
parameters one by one and select the parameters randomly, have been utilized. However, in a grid
search, it incurs a considerable cost and time to check all potential patterns. In a random search, as the
number of parameters to be optimized increase, it becomes more difficult to obtain good parameters.

A good choice is Bayesian optimization [22], which has been shown to outperform other
optimization algorithms. Bayesian optimization typically assumes that the unknown function
was sampled from a Gaussian process. Bayesian optimization is particularly effective when it is
computationally expensive to find out the optimized hyperparameters from numerous patterns [23].
Using the Bayesian optimization algorithm, it would be possible to optimize the parameters efficiently.

In this study, the hyperparameter optimization for CNN was first optimized with Bayesian
optimization. With the determined parameters, CNN regression was performed for Brix/acid ratio
estimation. Then, the estimated value was compared with the actual value, and the estimation accuracy
was investigated.

2. Materials and Methods

2.1. Materials and Spectra Measurement

From September to December, about 15 Satsuma mandarins (cv. Miyagawa Wase) in Ehime
prefecture, Japan, were harvested every month and 47 citrus fruits whose peels were not damaged were
used for this experiment. After peeling, the citrus peel was extracted with chloroform as recommended
by Muharfiza et al. [11]. Immediately after extraction, their fluorescence measurement was conducted
with a fluorometer (FP-8300, Jasco Co., Tokyo, Japan). The scanned excitation (Ex) and emission (Em)
wavelengths were observed to be between 200 to 550 nm and 210 to 750 nm, respectively. Figure 1
shows an example of an EEM for citrus peel. The brightness of the color represents the fluorescence
intensity. For CNN regression, the area with the emission wavelength from 300 to 700 nm was picked.
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Spectra measurement was conducted three times for the same sample. The citrus flesh of each peeled
fruit was squeezed by hand, and its Brix/acid ratio was measured by a hand-held digital refractometer
(PAL-BX, Atago Co., Ltd., Tokyo, Japan). We confirmed the refractometer was reliable using titration.
The experimental flow after sample preparation is described in Figure 2.
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Figure 2. Flowchart of the experiment. (1) Fluorescence measurement; (2) Actual measurement of
Brix/acid ratio.

2.2. Estimation of the Brix/Acid Ratio with CNN Regression

In this study, one of the most general types of CNN, containing a convolution layer, a pooling
layer, and a fully-connected layer, was adopted [21,24]. To perform CNN regression and estimate the
Brix/acid ratio, the regression layer was put in the final layer. As a loss function [25], mean square
error was defined. The weight of each filter and bias was adjusted to minimize the mean square error
between the actual and estimated Brix/acid ratios and the estimated value.

A total of 141 EEM spectra, like the one shown in Figure 1, obtained from September to December
were split into 121 training data and 20 test data. The input image was a 2-D image whose x and y axes
corresponded to the emission and excitation wavelengths. The fluorescence intensity was recorded
in the 2-D image as a pixel value. The estimation with the CNN regression as shown above was
conducted five times every time, and their average value represented the estimation result. First, the
hyperparameters for estimation were optimized using Bayesian optimization as explained below.

2.3. Bayesian Optimization

In CNN regression, what we have to optimize is a black box function, which means, when
querying at a point x, its expected value and divergence cannot be estimated. Thus, in Bayesian
optimization, we assume that the function to be optimized follows a stochastic process. The Gaussian
process is commonly used as a stochastic process. For instance, consider that five observations derived
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from a black box function f (x) are available. Then, the performance of the Gaussian process regression
is indicated in Figure 3 [26,27]. In Figure 3, the dotted line illustrates the result of the predictions via
a Gaussian process regression. This line represents the estimated value of the function that has the
largest possibility. The patched area with grey depicts that with a percentage of 95%, and the value of
the function is within the area. Each extracted graph in a vertical direction at a certain x value describes
the Gaussian distribution.
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In Bayesian optimization, the best point that contains the higher (or lower) value is estimated;
then, a Gaussian process regression is performed including the new observation. By continuing this
procedure (in this study, 100 times), optimized parameters are found. The next point to be selected is
determined based on the acquisition function that considers both the expected value and variance.
When searching around an area where estimation value is highest, it is likely that other high values
can be obtained. However, only searching around the area leads to the local maximum, not the global
maximum. Therefore, the next point should be selected considering the variance of the estimated
value. We define the functions m (x) and σ (x), which are related to the mean and variance of the
objective, respectively; then, using an acquisition function m (x) + σ (x) the next point is decided [28].
In this study, the expected improvement was adopted for the acquisition function [29].

Here, the parameters considered to be influential for the result, namely initial learn rate,
momentum, factor of L2 regulation (weight decay) [30], the number of filters for convolution,
and network depth, were optimized.

2.4. Evaluation of the Brix/Acid Ratio Estimation with Deep Learning

For evaluating the estimation accuracy of Brix/acid ratio with CNN regression, the absolute
error of the estimation was calculated. Then, to ensure its high accuracy, the estimation error with
the two methods proposed by Muharfiza et al. [11] was calculated with cross-validation. Moreover,
principal component regression (PCR), which has been utilized for the analysis of EEM spectra [31]
was conducted for the estimation.

Next, to investigate the impact of each region used in EEM on the estimation with CNN, the EEM
data was divided into four parts, namely whose range of emission wavelength was 300–400 nm,
400–500 nm, 500–600 nm, and 600–700 nm. With each split EEM data, the CNN regression explained
above was conducted and the estimation accuracy with each split data was calculated.
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3. Results and Discussion

Figure 4 shows the relationship between the number of parameter optimizations and the minimum
absolute error of the Brix/acid ratio. As the number of the optimizations increased, the minimum
absolute error of the estimation decreased. A similar result was obtained when the same optimization
was conducted again. Table 1 shows the optimized architecture of the CNN regression for the Brix/acid
ratio estimation. The optimized network had three layers. Generally, as the depth of the network
increased, the convolutional neural network could express more, resulting in a higher accuracy.
For example, to cover various types of images (1000-class) for classification, deeper networks, such as
Alexnet and GoogLeNet, have been developed [32,33]. However, if the depth is deeper, the network
is easier to over-tune for the training data and the estimation accuracy decreases. Moreover, deeper
networks necessitate a longer calculation time. However, for the specific task, that is, the Brix/acid ratio
estimation of citrus, efficient learning can be done without using such a deep network. The advantage
of the use of a non-deep network is that the time and cost for the deep learning can be reduced.
Further, if the network architecture is optimized, fewer training data are necessary, which results in
a reduction in the cost of collecting training data. In deep learning, one of the biggest challenges is
gathering sufficient and high quality data. The network optimization for the CNN regression will
help in obtaining an efficient and accurate quantitative estimation. To date, studies that consider
hyperparameters well and optimize the network are limited, especially in evaluating agricultural
products or plants. Like this study, it is desirable to optimize those parameters using Bayesian
optimization in the fields.
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Table 1. Optimized architecture for CNN regression for the Brix/acid ratio estimation.

Name Explanation

Image Input Layer Image size: 32 × 32
Convolution Layer 1 Number of filter: 37, Filter size: 3 × 3, Stride: [1 1]

Batch Normalization 1 Batch normalization with 37 channels
Relu Layer 1 −

Maxpooling Layer 1 2 × 2 max pooling with stride [2 2], Padding: [0 0]
Convolution Layer 2 Number of filter: 74, Filter size: 3 × 3 Stride: [1 1]

Batch Normalization 2 Batch normalization with 74 channels
Relu Layer 2 −

Maxpooling Layer 2 2 × 2 max pooling with stride [2 2], Padding: [0 0]
Convolution Layer 3 Number of filter: 148, Filter size: 3 × 3, Stride: [1 1]

Batch Normalization 3 Batch normalization with 148 channels
Relu Layer 3 -

Average Pooling 1 8 × 8 Average pooling with stride [2 2], Padding: [0 0]
Dropout 20% Dropout

Fully Connected Layer One fully connected layer
Regression Layer Regression (to minimize mean-squared error)
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Table 2 shows the absolute error of the Brix/acid ratio with previous estimation methods and the
present CNN regression. The methods (1) and (2) in the table were proposed by Muharfiza et al. [11].
The methods (3) and (4) were PCR and the current CNN regression. Their absolute errors were
6.21, 4.49, 4.04, and 2.48, respectively. The present CNN regression (method (4)) had a much higher
estimation accuracy. The previous methods, (1) and (2), used only two types of peak height. In method
(3), PCR, the useful information for Brix/acid ratio estimation was extracted. In the CNN regression,
the information of small peaks, the evenness of the spectrum, and shoulder intensity were considered
added to the fluorescence peak intensity. Further, the network was composed of many filters and layers
that transformed the input data to output, while leaning on increasingly higher-level features [34];
these factors resulted in higher accuracy. The amount of data for the CNN regression was 141 in total,
and it is comparatively less in deep learning. For example, in image classification, each target image
did not have the same position; hence, even if the images belonged to the same category, the location of
each important part (e.g., flower, leaf, and leaf vein) would be different, which demanded considerably
more training images to cover the position and other differences, such as brightness. In contrast, in this
study, EEM was inputted as a training image in which the fluorescence peaks were recorded at the
same position every time. It does not require the consideration of the difference of the position and
other factors, resulting in a high accuracy with a comparatively less amount of data.

Table 2. Brix/Acid ratio estimation result with previous methods and the present method. Methods (1)
and (2) are proposed by Muharfiza et al. (2017).

Estimation Method Absolute Estimation Error of Brix/Acid Ratio

1 Two peaks of polymethoxy flavone 6.21
2 Two peaks of Tryptophan and Chlorophyll 4.49
3 PCR (Principal Component Regression) 4.04
4 Present method (CNN regression) 2.48

Table 3 shows the absolute error of the Brix/acid ratio with CNN regression when the EEM area
for the estimation was limited and other areas were masked. When the range of emission wavelength
was used as (A) 300–400 nm, (B) 400–500 nm, (C) 500–600 nm, and (D) 600–700 nm, the estimation error
was observed to be 3.66, 5.85, 4.23, and 3.10, respectively; when using the full range, the estimation error
was 2.48. The estimation error was greatest in area B, which did not have any peaks. The fluorescent
peaks observed in the range (B) and (D) were from polymethoxy flavone [35,36] and chlorophyll,
respectively. With a different cultivar of citrus, the fluorescence substance in area (A) was derived from
tryptophan [37]. Using thin-layer chromatography and nuclear magnetic resonance, we confirmed
that tryptophan was also present in the citrus unshu, which was used in this study. From these
reasons, it was implied that the fluorescence peak of tryptophan and chlorophyll contributed to the
high accuracy. According to Muharfiza et al. [11], the peak of tryptophan was useful for the Brix/acid
ratio estimation. The result in this study with CNN regression agreed with the previous study [11].
Moreover, in terms of plant physiology, it is suggested that the amount of amino acid would be a
good indicator of citrus maturity [38]. Learning through CNN would capture the features that are
biologically important and realize high accuracy.

Table 3. Absolute error of the Brix/Acid ratio with CNN regression when the EEM area for estimation
is limited and the other areas are masked. The range of emission wavelength used for the estimation
was (A) 300–400 nm, (B) 400–500 nm, (C) 500–600 nm, and (D) 600–700 nm.

Range of Excitation Wavelength Used for the Estimation Absolute Estimation Error of Brix/Acid Ratio

(A) 300–400 nm 3.66
(B) 400–500 nm 5.85
(C) 500–600 nm 4.23
(D) 600–700 nm 3.1

300–700 nm (full range) 2.48
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As Table 2 represents, not using a specific peak but using all peaks, high accuracy was achieved.
With more samples, this result will be more reliable, and it is likely that the estimation accuracy
will increase.

4. Conclusions

In this study, fluorescence measurement of extracted citrus peel was conducted and a regression
with CNN (CNN regression) was performed to estimate the Brix/acid ratio of juice from the flesh
accurately. The EEM obtained from the fluorescence measurement was regarded as an image,
which allowed for the CNN regression. As a result, the Brix/acid ratio absolute error was estimated
to be 2.48, which is considerably better than the values obtained by the other methods in previous
studies. Not only was this an appropriate method for the prediction, but we also conducted Bayesian
optimization to choose hyper-parameters in the deep neural network. Due to the optimization,
the determination of the parameters could be done automatically and appropriately. Furthermore,
it was found that the optimization itself contributed to the high accuracy. Added to the maturity
estimation of other fruits, the method to perform a CNN regression would be available for detecting
the extent of mechanical damage and infections of agricultural products. This CNN regression method
offers precise quantitative estimation of fruit quality, and it can be applied to a wide variety of fields.
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