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ABSTRACT

High-quality road condition forecasts are a prerequisite for road authorities to ensure wintertime road safety.

Harsh winter conditions can cause problems for traffic not only in countries where snowy winters are common

but also in regions where the temperature drops below the freezing point occasionally. This study reports on the

evaluation of theRoyalNetherlandsMeteorological Institute’s (KNMI) new roadweather forecastingmodel by

comparing it with the Finnish Meteorological Institute’s (FMI) road weather model, both run for 321 Dutch

road weather stations, four times daily (0300, 0900, 1500, and 2100 UTC) during the test period, 15 January–

28February 2015.Road surface temperature forecasts by bothmodels were evaluated against observations. The

KNMImodel produced slightlymore accurate forecasts than the FMImodel. Themain reason for the difference

is probably due to the optimization of the physical properties of the KNMImodel for the Netherlands, whereas

the FMI model is designed for quite different Finnish wintertime meteorological conditions. However, in

general the road surface temperature forecasts were of quite comparable quality.

1. Introduction

High quality road weather forecasts are needed to

optimize wintertime road maintenance operations and

services. The plowing and salting of roads consumes

resources and are costly operations. As one example,

around 100 million euros are spent annually for winter

road maintenance in Finland (Venäläinen and Kangas

2003). A comparable amount is spent in the Netherlands

even with much less frequent tough wintry weather

conditions. Neglecting timely maintenance operations

would lead to slippery roads, increasing the number of

accidents, which would become evenmore expensive for

society. In addition to injuries, casualties, and damaged

vehicles, traffic congestion can cause long delays in

transportation. Winter tires are not commonly used in

the Netherlands, causing trucks to get stuck in steep

access and exit areas of highways and blocking them

under icy conditions. Salting and plowing can be plan-

ned well ahead and thus the costs can be minimized by

making use of accurate road weather forecasts.

Many road weather models (hereafter RWMs) have

been developed during the past 30 years (Rayer 1987;

Jacobs and Raatz 1996; Chapman et al. 2001; Crevier

and Delage 2001; Fujimoto et al. 2012; Yang et al. 2012;

Kangas et al. 2015). The Finnish Meteorological In-

stitute (FMI) initiated road surface temperature mod-

eling activities in 1979 (Nysten 1980). The resulting

model was in operational use during the early 1980s but

was later discontinued. The model was also tested in the

Netherlands within the European Cooperation in Sci-

ence and Technology (COST) 30 bis project (David and

Portal 1985). Data from road weather stations were

collected, and an automatic system produced forecasts

and warnings for a few hours in the future. The project

also covered road/vehicle communications, automatic

incident detection, and variable traffic signals.

The current operational RWM in FMI was developed

in the late 1990s and has been operational since 2000
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(Kangas et al. 2015). Several model improvements and

developments have been made thereafter, including a

pavement condition forecast application for pedestrians

(Kangas et al. 2015) and a perfect prog-type statistical

application to forecast road surface friction (Juga

et al. 2013).

The Royal Netherlands Meteorological Institute

(KNMI) RWM model was developed during 2014–15.

This paper reports on the assessment of forecast quality

of this brand new model by comparing its output with

the FMI RWM, which has a long history of operational

use. Both models’ results were evaluated against road

surface temperature observations. Model comparisons

can be truly beneficial in finding out good properties

as well as weaknesses of the models, which then leads

to potential model improvements. There have been

very few earlier comparative studies like this work

despite the relatively high number of RWMs in use.

Thornes and Shao (1991) compared three ice pre-

diction models developed in the United Kingdom: the

ICEBREAK model (Shao and Lister 1996), the Met

Office model (Rayer 1987) and Thornes’ model

(Thornes 1984). All of these three models used the

same input data and were run for a single test site in

24-h cycles. The ICEBREAK model showed the best

performance based on model bias, standard deviation,

and root-mean-square error.

Having a separate RWM in addition to a general nu-

merical weather prediction (NWP) model is important

since the physical processes can be evaluated in more

detail with separate models. An RWM can model con-

ditions specific to the road surface, whereas NWP uses

the generalized land-use types. In addition, the effect of

traffic on the amount of water and snow can be taken

into account in an RWM. Since RWMs are usually one-

dimensional, they can also use observations made at

certain road points in their initialization rather than

using interpolated observations. The present study

compares the road surface temperature forecasts made

by the KNMI and the FMI road weather models. Both

models used the same observations and NWP forecast

data as input tomake the results comparable. The aim of

the study is to assess the performance of the new KNMI

model using the FMI model as a reference. Therefore,

other road weather models are not included in the

present study, but comparison with other models could

be an important research topic in the future. Section 2

defines the physical and technical properties of both the

FMI and KNMI models. Section 3 introduces the ob-

servations and the forcing datasets. The results are re-

ported and analyzed in section 4 using standard

verification metrics, and section 5 concludes the paper

with the final discussion. Finally, the appendix gives a

more detailed description of the physical equations used

in the models.

2. Model descriptions

a. Initialization

Both the KNMI and FMIRWMs are one-dimensional

heat balance models that require as their input fore-

casted parameters from a three-dimensional NWP sys-

tem. The input includes the following parameters

interpolated to the respective road points: air tempera-

ture, dewpoint temperature/relative humidity, wind

speed, incoming long- and shortwave radiation, and

precipitation. The models also make use of observations

from road weather stations (RWSs) when defining the

models’ initial temperature profiles. However, the two

models adapt different procedures in determining the

initial state of the forecast. The FMI model is run for

2 days prior to the latest measurements using observa-

tions from road weather stations as the forcing. The

temperature of the first surface layer is set to be the

observed road surface temperature at each time step,

and the temperature profile evolves according to a heat

transfer equation. The model then includes a 3-h period

during which the forecasted radiation is adjusted to the

observed road surface temperature. This method is

called coupling and is explained in more detail by

Crevier and Delage (2001) and Karsisto et al. (2016).

The coupling phase starts at the time when the input

forecast from the NWP model is initiated. The model

calculates the temperature profile during this phase

based on the heat balance equation using the NWP

forecast as the forcing. The method determines a cor-

rection coefficient iteratively either for forecasted

longwave (LW) or shortwave (SW) radiation so that at

the end of the period the forecasted road surface tem-

perature fits the observed road surface temperature.

This correction coefficient is consequently used during

the actual forecast phase. It approaches exponentially

unity (1.0) as the forecast evolves and, after 6 h, the

correction is typically about 20% of its original value.

The correction coefficient is given for the radiation

variable that has a higher intensity at the end of the

3-h period.

The KNMI model applies a quite different initializa-

tion procedure. The model run starts 1 h before the be-

ginning of the actual RWM forecast, and the initial

temperature profile is taken from the previous forecast

rather than running the model with observations.

However, the profile is adjusted according to the tem-

perature difference between the observed surface tem-

perature and the modeled surface temperature from the
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previous forecast. The adjustment is 100% at the top

layer and decreases linearly to 0% at the bottom layer.

Then, the model also has a period that is used to correct

the forecasted radiation according to the forecasted

road surface temperature, but the length of the period is

1 h and the adjustment is not done iteratively. Instead, it

is based on general calculations of how much energy is

needed to change the surface temperature. The model is

run for 1 h using the latest available forecast from an

NWP model as the forcing, and the forecasted surface

temperature is compared with the observed tempera-

ture at the end of the period. If the difference is more

than 0.05K, the model calculates coefficients either for

LW or SW radiation based on the general calculations,

so that the change compensates for the temperature

difference. The coefficient is given for SW radiation if its

intensity is larger than 100Wm22 in the 1-h period and

otherwise for longwave radiation. In the actual forecast

phase the chosen radiation parameter is corrected using

this coefficient. However, the correction used is only

50% of the original coefficient, because the adjustment

of the 100% correction did not yield results that were as

good as in the sensitivity tests. The correction coefficient

remains the same for 3h and after that is scaled linearly

back to 1.0 in 9 h. The temperature profile is modified

again before the start of the forecast phase using an

observed surface temperature similar to that at the start

of the model runs.

Due to the different initialization methods, the model

runs were organized in such a way that the actual fore-

cast phase started at the same time with both the KNMI

and FMI models (Fig. 1). The necessary input forecasts

were taken from the HIRLAM–ALADIN Research on

Mesoscale Operational NWP in Euromed (HARMONIE;

Bengtsson et al. 2017) model run by KNMI. Further

details about this version of HARMONIE are given in

section 3a. The FMI model requires 3 h during which

observations and forecasts are available simultaneously.

The starting time of the actual forecasts is therefore al-

ways 3 h after theHARMONIE starting time. To get the

same starting time for the KNMI model, the model run

must start 2 h after the HARMONIE forecast run, be-

cause the initialization period of the KNMI model is

only 1 h. For example, if a HARMONIE forecast starts

at 0000 UTC, the actual forecast phase in both models

begins at 0300 UTC. The forecast length was 45h for the

FMI model and 24h for the KNMI model.

b. Physical properties

The physical properties of the surface and the road are

quite different for the KNMI and FMImodels (Table 1).

The ground is divided into separate layers in both

models, and the heat transfer is calculated between each

layer at each time step. The KNMI model has 20 layers

and the FMI model 16. The first two layers in the FMI

model are considered to be asphalt and the rest have soil

properties, whereas all of the layers are considered to be

asphalt in the KNMI model. The layers of the KNMI

model are much thinner than the FMI model layers, and

the thickness of the road surface layer is only 0.3 cm,

when it is 1.5 cm in the FMI model. The difference is

highlighted in Fig. 2. The output surface temperature in

the KNMI model is given as the temperature of the

uppermost layer, whereas the FMI model uses the av-

erage of the top two layers as the output temperature.

The depth of the lowest layer in the KNMI model is

0.33m, but it is much deeper in the FMI model, with the

middle point of the bottom layer being as deep as 4.28m

in the ground. The FMI model has a relatively long

initialization period partly because it takes time to ad-

just the temperature of the lower layers. The density and

specific heat of asphalt are larger in the KNMI model

than in the FMI model, compensating for the thinner

model layers. Also the asphalt heat conductivity is

higher in the KNMImodel. Moreover, the KNMImodel

has a separate mode for bridges, in which the lowest

model-layer temperature is influenced by the air tem-

perature. This mode was used when running the model

for road weather stations on bridges.

The density, specific heat, albedo, absorption, and

emissivity parameters of the KNMI model were de-

termined before the start of the comparison study by

FIG. 1. The phases of FMI and KNMI model runs and their relation to the driving

HARMONIE forecast.
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performing sensitivity tests for roughly 15 stations dur-

ing the time period 1–28 February. Different parameter

values were tested to find the best combination. Varying

the parameters has a significant effect on the model bias

values; for example, the negative road surface temper-

ature bias for runs starting at 1800 UTC increases

from 20.88 to 21.38C at 0600 UTC (112-h forecast)

when the density is decreased from 3000 to 2000kgm23.

The 1200 UTC (118-h forecast) positive bias increases

from 1.38 to 2.08C. These tests were done without initial

surface temperature correction. As a result of the opti-

mization of the physical properties, the KNMI param-

eters are heavily tuned toward values that correspond to

observations. The high density and heat capacity values

make the KNMI model slower to react to radiation and

air temperature changes than it would be otherwise.

This aims to correct for the effects of shading, which

greatly affects the road surface temperature (Bogren

et al. 2000). The corresponding parameters are defined

in the FMI model in an attempt to produce reliable

results for the Finnish roads. The KNMI model uses a

sky-view factor of 0.9 that is the same at all locations,

because not enough sky-view factor data were available

at the time of this project. The option to use a station-

specific sky-view factor is available in the KNMI model

but not been used yet. The FMI model did not use the

sky-view factor in this study. Some sensitivity tests were

performed with the KNMI model to estimate the effect

of the sky-view factor on the surface temperature. The

model was run for the second half of February 2016 with

sky-view factors varying from 0.4 to 1.0. Decreasing

the sky-view factor to 0.1 caused the model bias to be

0.2–0.3K more positive in the forecasts that started at

1800 UTC after 10 h of nighttime running. It must be

noted that the test was run at lower density and con-

ductivity values for asphalt than in the operational

model, which caused the model to be a bit more

sensitive.

c. Output

The main output variable in both models is the road

surface temperature. In the KNMI model it is the tem-

perature at 1.5-mm depth inside the road, whereas it is

the average temperature of the top two layers with

thicknesses of 1.5 and 3.25 cm in the FMI model. The

ground temperatures at depths of 3 and 20 cm are also

produced by the KNMI model. The whole temperature

profile of the FMI model was saved every hour for fur-

ther analysis during this study. However, only the tem-

peratures at depths of 3.0 and 6.5 cm are produced

by the FMI model under normal operational forecast

FIG. 2. The lower boundaries of the surface layers and the middle-

point heights of the bottom layers in the KNMI and FMI models.

TABLE 1. The surface and ground properties of the FMI and KNMI models. The KNMI model has only an asphalt layer and thus the soil

properties are not given in the table. In addition, the KNMI model does not use porosity in the model calculations.

FMI (Kangas et al. 2015) KNMI

No. of ground layers 16 20

Depth of the bottom layer (m) 4.28 0.33

Thickness of the first layer (cm) 1.5 0.3

Specific heat, asphalt (J kg21 K21) 919 2000

Heat conductivity, asphalt (WK21 m21) 0.5 1.25

Density, asphalt (kgm23) 2110 3000

Porosity, asphalt 0.1 —

Specific heat, soil (J kg21 K21) 813 —

Heat conductivity, soil (WK21 m21) 1.4 —

Density, soil (k gm23) 1600 —

Porosity, soil 0.4 —

Surface albedo 0.1, bare road; 0.6, snow; 0.1–0.6, ice 0.20

Emissivity 0.95 0.94

Absorption of long wave radiation 0.95 0.99

Roughness length for momentum (m) 0.4 0.001

Roughness length for heat (m) 0.001 0.001

Temperature reference height (m) 2 2

Wind reference height (m) 10 10

994 WEATHER AND FORECAST ING VOLUME 32



conditions. Both models also provide estimates of the

amounts of water and ice on the road. The FMI model

produces, in addition, separate values for snow and frost,

whereas they are all considered as ice output in the

KNMI model. The snow and ice also have some effect

on the surface temperature values, causing them to re-

main near zero in themodels duringmelting. There were

some cases during the test period when snow was fore-

casted in the models and also at least one case when

there was actually snow on the roads.

A road surface condition index is an additional output

value of both models defining whether the road is dry,

wet, icy, snowy, etc. Moreover, the sensible and latent

heat fluxes and the net surface radiation were included as

model output. The FMI model does not normally pro-

duce these variables but they were included in this study

to enablemore detailed comparison betweenmodels. All

output parameters were produced every full hour. The

FMI operational model version also calculates the sur-

face friction (Juga et al. 2013) as well as indices for pe-

destrians and drivers depicting whether the conditions

are normal, difficult, or very difficult (Kangas et al. 2015).

3. Data

a. NWP forecast

The high-resolution HARMONIE model is based on

the AROME model developed by Météo-France and is

described in more detail by Seity et al. (2011) and

Bengtsson et al. (2017). HARMONIE has been in oper-

ational use at KNMI since summer 2012 (Baas and Van

den Brink 2014), where the model domain extends

roughly from 428 to 608N and from 108W to 178E for an

area of 2000 3 2000km2. HARMONIE version 36h1.4

with a resolution of 2.5km was used in this study during

15 January–28 February 2015 to provide input fore-

casts for both RWMs. Within HARMONIE, three-

dimensional variational data assimilation (3DVAR), in

addition to blending of the large-scale High Resolution

Limited Area Model (HIRLAM; Undén et al. 2002), is

used to improve the initial conditions in the atmosphere.

More information about data assimilation can be found in

thework by Seity et al. (2011) andBengtsson et al. (2017).

HARMONIE uses a separate externalized surfacemodel

(SURFEX) library (Masson et al. 2013) to model surface

processes. The SURFEX library uses four tile types

(land, town, sea, and inland water) to describe the grid-

box area and the physical parameterizations used are

different for each type. Output values are calculated as

weighted averages of the results for each tile according to

their relative areas in the grid box. The parameterizations

used are described inmore detail byMasson et al. (2013),

Seity et al. (2011), and Bengtsson et al. (2017).

The HARMONIE runs were initiated at 0000, 0600,

1200, and 1800 UTC each day. Because the initialization

procedure of the FMI model takes 3h, the RWM fore-

casts started at 0300, 0900, 1500, and 2100 UTC. The

local time in the Netherlands is UTC 1 1 h in winter,

meaning that the starting hours correspond to 0400,

1000, 1600, and 2200 local time (LT), respectively. In

total there were over 50 000 forecasts considered when

all road weather stations were included; that is a large

enough dataset to determine the behavior and the

quality of the different models. The studied period

contains multiple days with a large daily temperature

cycle as the sun rises high enough in the sky to cause

significant heating of the surface.Many days in February

were very sunny, but there were also several cases dur-

ing the test period with very cloudy conditions. The

minimum temperatures in DeBilt, near the center of the

Netherlands, were around 258C and the maximum

temperatures were around 108C during the test period.

In the center of the Netherlands there were more than

20 days with a minimum 2-m temperature below 08C. In
De Bilt there was one case of freezing rain turning into

snow on 24 January and one case of light freezing rain on

7 February. This gives enough of a variety of conditions

for the models to be tested, allowing for reactions to the

daytime heating and nighttime cooling and the behavior

for temperatures around 08C.

b. Observations

Observation data were obtained from 321 road

weather stations scattered across the country and main-

tained by the Dutch Rijkswaterstaat. Each station pro-

vides up to 12 road surface temperature sensors and 12

conductivity sensors at a single location. The sensors are

typically located at slightly different places near the sta-

tion (e.g., on different lanes). The surface temperature

sensors are installed 2mm below the surface, which is

close to the middle point of the uppermost KNMI model

layer at 1.5mm. The stations also measure air tempera-

ture, dewpoint temperature, and, at some locations, soil

temperature. The observation frequency is 5min. Before

producing the forecasts, the observations underwent an

automatic quality control procedure to remove suspicious

values. In total there were 298 stations where the RWMs

could be run with proper initialization.

Because of several surface temperature observations

being available at one location, there was the need to

decide which sensor should be used as the RWM input.

Road surface temperatures can vary significantly across

the width of a road profile (Chapman and Thornes

2011). It is most relevant for the road maintenance au-

thorities to get information on the overall lowest surface

temperature at all locations to be able to determine
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potential areas prone to freezing. The model can be

adjusted to best predict theminimum temperature value

at the station area when initialized with the lowest

temperatures. Consequently, data from the sensor with

the lowest temperature were used in the model initiali-

zation procedure, and this temperature was selected at

each observation time. Therefore, the input data can

include observations from several different sensors

rather than being a full time series originating from one

single sensor. The differences between sensors are usu-

ally less than 2K during nighttime, but can be as large as

6K at noon, highlighting the effect of the station’s lo-

cation on road surface temperatures.

4. Results

a. Comparison between HARMONIE and KNMI
RWM

Before focusing only on theRWMs, the error statistics

of the surface temperature forecasts made by the KNMI

RWM and HARMONIE model were compared.

Around 15 road weather stations were selected and the

0000 UTC forecast runs were analyzed for the period

1–28 February. The HARMONIE model has a negative

surface temperature bias from around 20.5 to 21.0K

throughout the forecast, whereas the KNMI model bias

is mostly positive except during the morning, when the

most negative value is about20.3K. TheKNMImodel’s

positive bias varies from around 0.1–0.3K during the

nighttime to 0.4–1.0K during the daytime. In the RWM

the heat fluxes and ground properties are specified

for the road, which explains the smaller bias values

during the night. However, the asphalt seems to become

too warm during the day in the model.

During the first forecast hours the root-mean-square

error (RMSE) values of the KNMIRWMaremore than

1K better than those of the HARMONIE model. This

considerable difference is expected because the RWM

uses road surface temperature observations in the ini-

tialization. During the daytime the RMSE difference

between models is around 0.0–0.3K, but the difference

increases again during the evening, and the KNMI

RWMhas considerably better RMSE values throughout

the rest of the 24-h forecast. Overall, the HARMONIE

model can predict the afternoon temperatures a little

better than the KNMI RWM, but the KNMI model is

considerably better during the rest of the day.

b. Bias

This and the following sections contain the verifica-

tion results of the road surface temperature forecasts

from the model runs starting at 0300 and 1500 UTC,

because they are the most relevant values for road

maintenance (like salting the roads). Bias values were

calculated separately for each forecast hour (Fig. 3). The

forecasted values are very close to each other during the

first 8–12h from the start of the forecasts, with differ-

ences of less than 0.1K. The differences become larger

beyond 9h when the biases show different signs.

The bootstrapmethod was used to determine whether

the bias difference between the models is statistically

significant (Efron and Tibshirani 1993; Hogan and

Mason 2011). Some 10 000 bootstrap samples were

generated with replacement for each lead time using the

sample size of the original data. Bias values of both

models’ were calculated from each sample. Then, the 1st

and 99th percentiles were determined from the distri-

bution of the bias differences between the models. If

zero is not included in the obtained range, the differ-

ences between the models are considered to be statisti-

cally significant (corresponding to a p value of 0.02). For

the forecasts starting at 0300 UTC, the differences are

statistically significant for all times shown in the Fig. 3,

except for the 1300 LT forecast. However, for the 0600 LT

forecast the significance level is just barely attained.

For the 1500 UTC forecasts the results are statistically

FIG. 3. Bias of road surface temperature as a function of local

time for 0300 UTC (continuous line) and 1500 UTC (dashed line)

forecast runs. Values are calculated for all stations and for the

whole test period (15 Jan–28 Feb 2015). KNMI (FMI) results are

shown by the black (gray) line. The triangles show the first

forecast hour.
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significant for all times except for 2000, 0000, 0100, and

0200 LT.

The model biases have a daily cycle with the largest

positive values during the day around 1300–1600 LT and

during the night around 0500 LT, reaching their lowest

negative values in the morning at 0900 LT and in the

evening at 1900 LT. One reason for the high positive

daytime biases is the shading effects, which are not taken

into account in the models. This causes significant tem-

perature overestimation at a number of stations during

the time of the dominant shortwave radiation. Ignoring

the sky-view factor may be one fundamental reason

for the negative nighttime bias, because the longwave

radiation from the surrounding objects is not taken into

account in the model. The midday temperature bias

maximum shows up about 3 h later in the KNMI results

than in the FMI model results. The bias maximum tends

to occur at the same time as the surface temperature

maximum in the FMI model, but in the KNMI model it

occurs after the temperature has started decreasing. This

means that the KNMI model usually cools more slowly

during afternoon than the FMI model. This must be

considered to be a net effect of the differences in the

model physical properties, and it is hard to find an in-

dividual reason causing the behavior. The considerably

thinner surface layers in the KNMI model would pre-

sumably lead to faster cooling than in the FMI model,

but the results show that other differences between the

models are more dominant. First, the slower cooling in

the KNMI model is supported by the larger heat ca-

pacity of the road material. Second, the sensible heat

fluxes and latent heat fluxes tend to be more negative in

the FMI model during the daytime as a result of the

larger roughness length for momentum, and also the net

radiation has smaller values, which supports faster

cooling. Consequently, the slower reaction in the KNMI

model must be considered to be net effect of the heat

capacity, conductivity, layer thickness, and differences

in the model fluxes. More information about the fluxes

and their calculation in the models can be found in the

appendix.

As mentioned above, the daytime maximum tem-

peratures tend to be too high in both models. In addi-

tion, the nighttime minimum temperatures tend to be

too warm, except the FMI 0300 UTC forecasts, where

the bias remains on the negative side. One major dif-

ference between the models is that the FMI model be-

comes much more negative in the early evening in the

0300 UTC run, and it remains negative throughout the

night. Again there are multiple factors causing this dif-

ference between themodels. One reason could be that in

the KNMI model the heat stored to the ground during

the daytime is transferred more efficiently to the surface

during nighttime as a result of the larger heat conduc-

tivity value of the asphalt. Also, the net radiation and

latent heat flux are less negative in the KNMI model

during the nighttime in general.

Contrarily, the KNMI model 1500 UTC run has a

more negative road surface temperature bias at 0900 LT,

whereas the FMI model bias is close to zero. The KNMI

model seems to react more slowly to the increasing

shortwave radiation during the early morning than does

the FMI model. This must be considered again to be a

net effect of the model differences. The behavior is

partially caused by the larger heat capacity of the surface

material in the KNMI model, although the results con-

tradict the fact that the surface layers are thinner in the

KNMI model. In addition, the sensible heat flux in the

FMI model is larger during the early morning, which

supports the faster warming. However, it needs to be

highlighted that the values are averaged over all sta-

tions, and that there are huge variations between sta-

tions even within the relatively small area of the

Netherlands. As an example, Fig. 4 shows the biases of

one forecast hour calculated separately for all stations.

The values reveal that although the FMI model bias is

about zero in Fig. 3, there are in reality many stations

with either positive or negative biases canceling each

other. The KNMI model biases are mainly negative, but

there are also stations with positive values.

A part of the bias in the RWMs is caused by the errors

in theHARMONIE forecasts. Their effects could not be

validated thoroughly because of the lack of the radiation

and cloudiness observations at the road weather sta-

tions, but the effect of removing the 2-m temperature

bias was tested by running the KNMI model with ob-

served values. This reduced the nighttime bias by 50%,

so the HARMONIE forecast errors clearly have a sig-

nificant effect on the accuracy of the RWM forecasts.

c. RMSE

Figure 5 shows the RMSE for the same road surface

temperature forecasts as in Fig. 3. The FMI model has

on average a slightly larger RMSE than the KNMI

model but the differences are mostly around 0.1K. The

differences were determined to be statistically signifi-

cant with all lead times using the same bootstrapmethod

described in the previous section. The RMSE values are

greatest at midday, and the difference between the

models grows to approximately 0.3K in the 0300 UTC

run and up to 0.5K in the 1500 UTC model run. Daily

maximum temperatures are usually difficult to predict,

because they depend so much on the total radiation

budget. In addition, the observational data used in

the verification originates from a sensor giving the

lowest temperature at each station. It is the sensor that,
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on average, has the largest influence of shading, which is

not taken into account in the RWMs. This produces

larger RMSE values at midday than would be obtained

from observational data consisting of the maximum

observations among the sensors. There are small re-

ductions in the RMSEs at around 1000 and 1800 LT. The

0300UTCmodel run produces lower RMSE values than

the 1500 UTC model run for forecast lengths of a few

hours. The reason can be the radiation adjustment. The

radiation changes rapidly around 1500 UTC (1600 LT),

so the radiation correction factor determined during the

initialization does not fit that well during later hours in

either model. During the early morning, at 0300 UTC

(0400 LT) the radiation does not change that much and

the correction is more appropriate.When studying other

model runs, it was noted that forecasts initiated at

0900 UTC produced the largest RMSE values in the

short range, the error being approximately 0.8K in the

first forecast hour. This is reasonable because it is hard

to give an accurate radiation adjustment because of the

unsteady radiation around 0900 UTC (1000 LT). Simi-

larly to the bias values, there was much variation in the

RMSE values between individual stations.

d. Categorical performance

One of the most important issues in road weather

forecasting involves making accurate predictions

around 08C. To verify this, the hit and false alarm ratios

were computed within five different temperature ranges

as follows: T , 08C, 25.08 , T , 21.08C, 21.08 , T ,
0.08C, 0.08 , T , 1.08, and 1.08 , T , 5.08C, where T

refers to the road surface temperature. The whole

dataset was categorized utilizing the common contin-

gency table shown in Table 2, followed by the compu-

tation of the probability of detection (POD) and the

false alarm ratio (FAR) within these categories (WMO

2014):

POD5
a

a1 c
and (1)

FAR5
b

a1 b
. (2)

The POD defines how frequently an event is correctly

forecasted in relation to the number of cases when the

event is observed. The FAR, on the other hand, in-

dicates the number of false alarms in relation to the

number of cases when the event is forecasted. The re-

sults are shown collectively in Fig. 6 in the form of a

categorical performance diagram (Roebber 2009; Ebert

et al. 2013). The total number of forecast cases was

13 000. The y axis shows the POD values and the x axis

the FAR values in a reversed scale. A perfect forecast

would fall in the top-right corner of the diagram, where

POD 5 1 and FAR 5 0. The dotted lines represent the

frequency bias [(a 1 b)/(a 1 c)], which describes

whether there was over- or underforecasting of the

event in the given category. Values higher (lower) than 1

indicate overforecasting (underforecasting). Figure 6

FIG. 4. Biases (K) of road surface temperature forecasts in theNetherlands for the (a) KNMI and (b) FMImodels

at 0900 LT. The forecasts were initiated at 1500UTC and the lead time is 17 h, averaged over the whole time period

from 15 Jan to 28 Feb 2015.
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further shows, with the continuous line, the so-called

critical success index [CSI; a/(a 1 b 1 c)], which ex-

presses the relation of hits to the total number of cases

where the event was either observed or forecasted. In an

ideal case, CSI would be equal to 1. The error bars in

Fig. 6 represent the 95% confidence interval that is

calculated using the error variance as described by

Hogan and Mason (2011).

Figure 6 highlights that the scores for both of the

models are quite similar. The same bootstrap method as

described in section 4b was used to find out the statistical

significance of the differences. The FMI model has typ-

ically slightly larger FAR values than the KNMI model.

The differences were significant except for the fore-

casts started at 0300 UTC in the range21.08 , T, 0.08C.
The differences in POD values were statistically signifi-

cant only for temperature ranges below 08C of the

0300 UTCmodel run and for the range 1.08 , T, 5.08C
of the 1500 UTCmodel run. In the 0300 UTCmodel runs

the KNMI model has a somewhat higher POD for ranges

T, 0.08C and25.08 , T,21.08C, but the POD of FMI

is slightly better in the range 21.08 , T , 0.08C. In the

1500 UTC model run the KNMI model has a little higher

POD than the FMI model with range 1.08 , T , 5.08C.
The scores for a larger hit range give better results

than scores calculated for a range of 18C, because the

probability of a correct forecast is higher with a larger

temperature range. Within ranges21.08 , T, 0.08 and
0.08 , T , 1.08C, both the POD and FAR results are

around 0.5 for the 0300 UTC run, and the verification

markers are even closer in the bottom-left corner for the

1500 UTC run, indicating lower forecast quality.

Moreover, the 0300 UTC forecasts produce in general

better results than the forecasts initiated at 1500 UTC.

This is excepted because the surface temperature usu-

ally varies more between 1500 and 1800 UTC in the

Netherlands than between 0300 and 0600UTC, and thus

the values from the 0300 UTC model run do not differ

that much from the observations used in the initializa-

tion and are easier to predict.

Some of the POD and FAR values are quite de-

pendent on the time of day, as was the case with the bias

and RMSE. This can be seen in Fig. 7, which represents

the mean POD and FAR values as a function of local

time. In the temperature range 1.08 , T , 5.08C, the
smallest POD value and the largest FAR value are de-

tected at 1400 LT. This is in agreement with the RMSE

values, where the maxima were also found around

midday as a result of the difficulties in predicting the

daily maximum temperatures. This feature cannot be

seen within temperature ranges T , 0.08 and 25.08 ,
T , 21.08C, since there were so few observed and

forecasted values at midday that the POD and FAR

values could not be calculated. Instead, these tempera-

ture ranges are overpredicted in the evening, when there

is a peak in the FAR values. This may also be seen in

Fig. 6, where the 1500 UTC runs with both models

produced relatively large FAR values within these cat-

egories. Both models have a cold bias in the evening, so

the reason for this behavior is probably that the surfaces

in the models cool too fast. During the nighttime the

FAR is considerably smaller. The time dependency is

not clear within temperature ranges 21.08 , T , 0.08C
and 0.08 , T , 1.08C, in which both the FAR and POD

values are worse compared to all other temperature

categories.

e. Relative difference between models

The median differences of the surface temperature

forecasts of the two models were finally analyzed to better

understand the dissimilarities in their performance.

Figure 8 shows the results. Overall, the differences are

TABLE 2. The contingency table.

Event observed

Yes No

Event forecast Yes a b

No c d

FIG. 5. RMSE (K) of road surface temperature forecasts as

a function of local time for 0300 UTC (continuous line) and

1500UTC (dashed line) forecast runs. KNMI (FMI) results are shown

by the black (gray) line. The triangles show the first forecast hour.
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relatively small, and the median absolute difference is al-

ways less than 0.7K. Themedian difference is close to zero

during the first 8h of the 0300, 1500, and 2100 UTC

forecast runs. However, in the 0900 UTC run the KNMI

model is relatively warmer than the FMI model at

the beginning of the forecast. The radiation changes rap-

idly in the morning and, consequently, the different ini-

tialization methods generate larger differences between

the models. Results also show that the FMI model is

usually a bit warmer in themorning for the 0300, 1500, and

2100 UTC runs, and the difference is largest at 0900 UTC.

The surface temperature in the KNMImodel usually rises

more slowly in themorning, which is seen also in themodel

bias results and is caused as a net effect of the manymodel

differences, as discussed in the section 4b. As the day ad-

vances, the KNMI model becomes warmer, and the dif-

ference becomes largest in the evening around 2000 UTC.

It was seen also in the bias results that the FMI model

tends to be colder during the nighttime, and the reasons for

this were also discussed in the section 4b.

The standard deviations of model differences were

also calculated (Fig. 9). The results follow the same

pattern as for the RMSE, being largest around 1300 UTC

and dropping around 0800 and 1700 UTC. A compari-

son of Figs. 8 and 9 shows that the KNMI model is

usually a little warmer than the FMI model at midday,

but the discrepancy between forecasts is large. In other

words, there are also many cases where the FMI model

is warmer during daytime. In the morning, when the

KNMI model is generally colder, the standard deviation

is smaller, so there are relatively fewer cases when the

KNMI model is warmer in the morning. Correspond-

ingly, it is not very common for the FMI model to be

warmer than the KNMI model in the evening.

5. Discussion

The quality of the new (2015) KNMI road weather

model was assessed by comparing it with the well-

established road weather model of the FMI. The

KNMI model generated somewhat smaller forecast er-

rors across the Netherlands than the FMI model, con-

firming the applicability of its operational use for Dutch

highways. The reason for the somewhat better perfor-

mance is its optimization of the physical properties of

local Dutch roads. The FMI model, on the other hand,

has been designed by default for Finnish roads, whose

physical properties are not considered totally suitable

for the Netherlands. This study highlights the impor-

tance of the optimization of model physical properties

when being implemented in new climatological and

physiological environments. In the Netherlands the as-

phalt properties may vary across different areas; so,

further studies are needed where physical properties are

individually optimized for relevant road weather sta-

tions. Overall, the surface temperature forecasts of the

models are quite similar, although the surface-layer

thicknesses are very different in the two models. The

FIG. 6. Categorical performance diagram for forecasts initiated at 0300 and 1500UTC for 3-h

lead times. KNMI results are shown with cyan markers for 0300 UTC forecasts and with blue

markers for 1500 UTC forecasts. FMI results for the same initialization times are shown with

magenta and red markers, respectively. Circles represent results for T , 08C, stars for the

range25.08 , T,21.08C, squares for21.08 , T, 0.08C, diamonds for 0.08 , T, 1.08C, and
triangles for 1.08 ,T, 5.08C. FAR runs along the x axis and PODalong the y axis. Dotted lines

represent the frequency bias and continuous lines the CSI.
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net effect caused by the differences in the heat fluxes and

physical parameters like asphalt heat capacity caused

the KNMI model to react more slowly to the tempera-

ture changes during the morning and evening, despite

the fact that the thickness of its surface layers was much

thinner than those of the FMI model.

The use of the lowest surface temperature measure-

ments at each station made the forecasting of daily

maximum temperatures a challenge, since the possible

shadowing effects at these locations can make the sur-

face colder than forecasted. Shadowing was not taken

into account except in the initialization process, because

shadow factors have not been determined for the station

locations. Doing this would have been too time con-

suming of a task in the present context. In the KNMI

model the optimal values for each station are currently

tested by running simulations with different heat con-

ductivity and sky-view factor values. It is planned that in

the future the sky-view and shading factors would be

determined from a very high-resolution (25 cm) height

map of the Netherlands. In the FMI the use of sky-view

factors is currently tested in the in a small area of Nor-

way as part of the Advanced Snow Plough and Salt

Spreader Based on Innovative Space Technologies—

Winter Road Maintenance (ASSIST WRM) project,

where they are determined from 100-m-resolution

height maps. Plans include testing different heat ca-

pacity and conductivity values for Finnish road weather

stations to find the best combinations.

To develop RWMs, comparing results from different

models is highly beneficial. However, there are very few

recent published road weather model comparison stud-

ies. Thornes and Shao (1991) stated in the beginning of

the 1990s that commercial reasons prevented the com-

parison of other than the three models that were ana-

lyzed in their study. However, thanks to the

development of communication networks and scientific

collaboration, it is now easy to share large datasets be-

tween countries. It has become possible for collaborat-

ing institutes to run their models with commonly shared

input data and without necessarily providing access to

local model codes if that should be the case for pre-

venting collaboration. Further comparison studies sim-

ilar to what has been performed here but with more

participants would be highly interesting. However, even

with only two partners both parties benefited greatly

FIG. 7. Mean (top) POD and (bottom) FAR as a function of local time in the five different temperature range categories. The time

values are from 1600 LT to 1500 LT from left to right. Averages are taken from the POD and FAR values calculated for 0300, 0900, 1500,

and 2100UTCmodel runs, i.e., each value corresponds to the same time of day regardless of the lead time. Themeans for theKNMI (FMI)

model are shown by black (gray) lines. Not shown are cases where there were fewer than 100 hit values in the a category for POD and,

correspondingly, fewer than 100 miss values in the b category for FAR. The 95% confidence intervals are shown by gray shading. The

black dots show the cases where the differences between the models were statistically significant at the 98% confidence level.
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from the collaboration, gaining valuable guidance and

information for further development of their local

weather models.
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APPENDIX

Model Physics

TablesA1 andA2 give a summary of the variables and

physical equations used in the models. Heat flux into the

ground is calculated as in Brutsaert (1984), except that

the KNMI model takes into account the freezing and

melting energies and the FMI model has its own pa-

rameter for traffic-caused heating. This parameter has

values of 10Wm22 during daytime traffic (0400–1900UTC)

and 5Wm22 during nighttime traffic (1900–0400 UTC).

The FMI model uses a simpler approach to take into ac-

count the energy needed to melt ice and snow compared

with the KNMI model. In the FMI model the surface

temperature remains at 0.258C when melting occurs

instead of taking it into account in the flux calculation.

The remaining energy is used to warm up the surface

after all the snow and ice has melted.

Net radiation is also calculated as in Brutsaert (1984)

in both models, except the KNMI model takes into ac-

count the sky-view factor (0.9). The use of the sky-view

factor reduces the amount of longwave radiation from

the atmosphere but takes into account the longwave

radiation emitted from the surroundings. In the initial-

ization both models calculate a correction factor for ei-

ther long- or shortwave radiation. This also has an effect

on the net radiation, which is explained in more detail in

section 2a. Figure A1 shows the average net radiation,

sensible heat, and latent heat fluxes in the 0300 UTC

model runs. Other model runs also identify similar be-

havior. In general, the KNMI model has more positive

net radiation than the FMI model.

The boundary layer conductance and stability pa-

rameters are calculated using an iterative procedure in

both models. Although the equations for these param-

eters are rather different, the results with the same input

values produce boundary layer conductance values of

similar quantity when tested withTs5 5.08C,Ta5 0.08C,
zm 5 0.001m, zt 5 0.001m, and varying the wind speed

from 1 to 11.5m s21. However, the FMI model uses a

larger roughness length for momentum (zm 5 0.4m),

FIG. 8. Median difference of road surface temperature forecasts

between KNMI and FMI models (KNMI 2 FMI) as a function of

forecast length. Included are all stations where road surface tem-

perature observations were available during the full test period (15

Jan–28 Feb 2015). Forecasts initiated at 0300 UTC are shown by

the continuous black line, the 0900UTC run by the continuous gray

line, the 1500 UTC run by the dashed black line, and the 2100 UTC

run by the dashed gray line.

FIG. 9. As in Fig. 8, but for the standard deviation (STD).
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which leads to much stronger coupling of the road to the

atmosphere. Consequently, the absolute sensible heat

flux values are larger in the FMI model than in the

KNMI model in general. Another reason for this be-

havior is that the temperature of the uppermost layer in

the FMI model rises much faster than the surface-layer

temperature in the KNMI model, which causes a larger

temperature difference between the surface and the air.

The difference is not that great in the verification scores

because the output surface temperature in the FMI

model is given as average of the top two layers. This

average temperature is also used when stability param-

eters and the boundary layer conductance are

calculated.

The equations for latent heat flux are also quite dif-

ferent in the two models. In general, the absolute values

of the latent heat flux are greater in the FMI model than

in the KNMI model. The main reason for this is again

the larger roughness length in the FMI model. With

similar input values and wind speeds greater than

1m s21, the equations give latent heat flux values that

are closer to each other when tested with Ts 5 5.08C,
Ta5 3.08C, zm5 0.001m, zt5 0.001m, Rh5 50%,Ws5
0.1mm, and varying the wind speed from 1.5 to

11.5m s21. However, the FMI model equations tend to

still give larger absolute values. The FMI model also

allows thicker layers of water and ice on the surface; so,

more energy is required for evaporation. In the FMI

model, the maximum limit for water storage is 2mm, for

snow it is 100mm, for ice it is 20mm, and for frost

it is 2mm. The values are given in water equivalent

millimeters. In the KNMI model the maximum storage

values for water and ice are 0.2mm. The value for the

psychrometric constant g in the FMI model has been

developed using values from Calder (1990). The value

for aerodynamic resistance ro in the FMI model is de-

termined by a modified version of the equation given by

Tourula and Heikinheimo (1998). Restrictions for low

wind speeds in the FMI model are used because the

divider in the equation becomes small with low wind

speeds and gives quite large values for aerodynamic

resistance. With wind speeds of 1m s21 and with the

other input values mentioned above, the FMI model

equation gives a much larger absolute latent heat flux

value than the KNMI model equation because of the

usage of a constant value of 30 sm21 for the aerodynamic

resistance.

Heat transfer in the ground is calculated in the same

way in both models except the FMI models uses a dif-

ferent solvingmethod for the differential equation in the

initialization phase. In this phase the FMI model uses an

algorithm obtained by solving the heat transfer equation

by a time-centered Crank–Nicholson scheme, and the

TABLE A1. Definitions of variables used in Table A2.

Variable Definition

G Heat flux into the ground

Inet Net radiation at the surface

H Sensible heat flux

LE Latent heat flux

PC Heat flow due to melting

PF Heat flow due to freezing

Tr Heating caused by traffic

as Surface albedo

Ig Downwelling shortwave radiation

«l Absorption of longwave radiation

IL Downwelling longwave radiation

«s Surface emittance

s Stefan–Boltzmann constant

Ts Surface temperature

BLC Boundary layer conductance

us Potential temperature at surface

ua Potential temperature at 2m

Ta Air temperature

ca Specific heat of air

Ws Water on the road

Wmax Maximum amount of water on the road

ra Density of air

k von Kármán’s constant
u* Friction velocity

zT Temperature measurement height

d Zero-plane displacement

zh Roughness length for heat

Ch Stability correction factor for heat

Ch0 Stability factor for heat at the height of zh
zW Wind speed measurement height

zm Roughness length for momentum

Cm Stability factor for momentum

Cm0 Stability factor for momentum at the height of zm
z Stability parameter

g Gravitational constant

Ly Specific heat of evaporation

qa Specific humidity for air at 2m

qs Specific humidity for air at surface

rm Density of moist air

g Psychometric constant

es Water vapor pressure of the surface

ea Water vapor pressure of the air

ro Aerodynamic resistance

T Ground temperature

z Vertical distance in the ground

t Time

kg Thermal diffusivity

kg Heat conductivity

rg Ground density

cg Specific heat capacity of the ground

Tclim Climatological temperature deep in

the ground (10.08C)
A 0.6

v 2p/365

zb Depth of the bottom layer

zd 2.7m
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resulted tridiagonal matrix system is solved iteratively

by the Thomas algorithm (Campbell 1985). As the lower

boundary conditions, the model uses a climatological

average that changes depending on the time of the year.

The model was modified to use a simpler forward Euler

method as the numerical solution to the heat transfer

when coupling was added to the model. This method is

used during the coupling phase and onward because the

coupling did not work well with the Thomas algorithm–

based solving method. The time step is also changed in

the FMI model when the coupling phase starts. Before

this change is made, the FMI model uses a time step of

5min in the initialization, but afterward the time step is

reduced to 30 s. The KNMI model implements the for-

ward Euler method during the whole model run with a

time step of 10 s and the bottom-layer temperature can

evolve freely. On bridges the heat transfer from the air

below also affects the bottom-layer temperature.
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