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#### Abstract

This thesis is motivated by the desire to understand spiral wave dynamics in reactiondiffusion systems with particular focus on the FitzHugh-Nagumo model. We attempt to control the behaviour of spiral waves using controller dynamics. Response functions characterise the behaviour of spiral waves under perturbations, and so it is natural to use these for control purposes. In this project, we consider perturbations of the FitzHugh-Nagumo equation using control functions with different support. We calculate the response functions using the adjoint linear system of the FitzHugh-Nagumo equation with 1D controller dynamics and also characterise the control functions with the smallest support function which can be used to control the system in periodic and meander regimes. We find the minimum size of the support function that the radius is comparable to the region of the non zero response function.
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## Introduction

This chapter begins with an introduction to the reaction-diffusion (RD) equations that generate spiral wave solutions. Briefly, we discuss the history of spiral waves and some applications. We also give some detail about the motivation of study controlling the drift of a spiral wave tip. Finally, we present the important concepts regarding to stability condition of dynamical solutions.

### 1.1 Mathematical Reaction-Diffusion Equations and Initial Concepts

A reaction-diffusion equation is a nonlinear partial differential equation that includes a reaction function and a diffusion term. The reaction function supplies local dynamics, while the diffusion part (the diffusive transport) propagates information. By interplay of local dynamics and diffusive transport, the spiral waves are observed in excitable media [39]. In general, a reaction-diffusion equation on an infinite domain can be formulated
as follows:

$$
\begin{equation*}
\mathbf{u}_{t}=\mathbf{f}(\mathbf{u})+\mathbf{D} \nabla^{2} \mathbf{u} \tag{1.1}
\end{equation*}
$$

where $\mathbf{u}: \mathbb{R}^{d+1} \rightarrow \mathbb{R}^{\ell}$ represents a pattern $\mathbf{u}(\mathbf{x}, t)$ such that $\mathbf{x} \in \mathbb{R}^{d}, t \in \mathbb{R}, \mathbf{u}_{t}=\frac{\partial \mathbf{u}}{\partial t}, \nabla^{2} \mathbf{u}=$ $\sum_{j=1}^{d} \frac{\partial^{2} \mathbf{u}}{\partial x_{j}^{2}}$ is the diffusion part and $\mathbf{f}: \mathbb{R}^{\ell} \rightarrow \mathbb{R}^{\ell}$ is a smooth function that represents the reaction kinetics. The vector $\mathbf{x}$ represents position and the variable $t$ is time. The matrix $\mathbf{D} \in \mathbb{R}^{\ell \times \ell}$ is the diffusivity and the reaction function (kinetic term) is $\mathbf{f}(\mathbf{u})$. The reaction function $\mathbf{f}(\mathbf{u})$ is a nonlinear function. In this thesis, we consider homogeneous constant diffusivity $\mathbf{D}$ that is a diagonal matrix with non-negative elements that do not depend on the space and time variables. We also restrict the vector $\mathbf{x}$ to be in 2D Euclidean space $(d=2)$ and deal with spiral wave solutions in the $(x, y)$ plane.

### 1.2 Brief Historical Background and Motivation

Probably the most significant occurrences of spiral waves in nature can be found in cardiac tissue in the case of cardiac malfunction. By studying spiral wave movements, we can gain a better understanding of how the heart functions and potentially, how to treat cardiac malfunctions [13, 19].

An important development of spiral waves occurred in 1946 with the works of Wiener and Rosenblueth; their spiral wave solution is described in [87]. Spiral waves (rotating waves) are defined as propagating waves (travelling waves) that rotate in the plane about a centre point (the spiral wave core): see Winfree [84]. Wiener and Rosenblueth used ideas of the excitable media for cardiac arrhythmias motivated by problems in the sinoatrial node (SA) of the right atrium. Through their work, they managed to understand mathematically some cardiac arrhythmia $[13,51]$.

In 1952, reaction-diffusion equations were studied by Turing [83]. From 1960 to 1969, there was a growing interest in RD systems; for example, Belousov and Zhabotinski
observed spiral wave patterns in chemical reactions and created a new model called the Belousov Zhabotinski (BZ) reaction. This model in 1D was simplified [64, 67, 82] as follows:

$$
\begin{aligned}
& \frac{\partial \mathrm{U}}{\partial t}=\mathrm{U}\left(1-\mathrm{U}-r_{1} \mathrm{~V}\right)+\frac{\partial^{2} \mathrm{U}}{\partial x^{2}}, \\
& \frac{\partial \mathrm{~V}}{\partial t}=-b_{1} \mathrm{UV}+\frac{\partial^{2} \mathrm{~V}}{\partial x^{2}},
\end{aligned}
$$

where U and V are dynamical variables with parameters $b_{1}$ and $r_{1}$. The BZ reaction is used by mathematicians as an example of an RD system with spiral waves. It is also used as model for biological and dynamical spiral wave phenomena [77].

The collaborative work of Hodgkin and Huxley focused on the excitability of nerve cells and made a tremendous contribution in the field of physiology. They derived a series of equations now called Hodgkin-Huxley (HH) equations; this model consists of four equations [44]:

$$
\begin{align*}
c \frac{\mathrm{dP}}{\mathrm{~d} t} & =\mathrm{I}_{e x}-g_{N a}\left(\mathrm{P}-\mathrm{P}_{N a}\right)-g_{K}\left(\mathrm{P}-\mathrm{P}_{K}\right)-g_{\mathrm{L}}\left(\mathrm{P}-\mathrm{P}_{L}\right),  \tag{1.2a}\\
\frac{\mathrm{dN}}{\mathrm{~d} t} & =\alpha_{\mathrm{N}}(1-\mathrm{N})-\beta_{\mathrm{N}} \mathrm{~N},  \tag{1.2b}\\
\frac{\mathrm{dM}}{\mathrm{~d} t} & =\alpha_{\mathrm{M}}(1-\mathrm{M})-\beta_{\mathrm{M}} \mathrm{M},  \tag{1.2c}\\
\frac{\mathrm{dH}}{\mathrm{~d} t} & =\alpha_{\mathrm{H}}(1-\mathrm{H})-\beta_{\mathrm{H}} \mathrm{H} . \tag{1.2d}
\end{align*}
$$

Equation (1.2) describes sodium with symbol ( $N a$ ) and potassium with symbol ( $K$ ), P is the membrane potential voltage and the constant $c$ is the capacitance. Moreover, $\mathrm{I}_{e x}$ is an externally applied current, and L is a leak branch. In addition, $g_{N a}, g_{K}$ and $g_{\mathrm{L}}$ are constant. The constants $\alpha_{\mathrm{N}}, \beta_{\mathrm{N}}, \alpha_{\mathrm{M}}, \beta_{\mathrm{M}}, \alpha_{\mathrm{H}}$ and $\beta_{\mathrm{H}}$ are rate constants that determine the rate transitions between permissive and non-permissive gates. The functions $\mathrm{N}, \mathrm{M}$ and H are gating variables that represent the activation of the potassium and sodium current.

In 1961, FitzHugh focused on the HH model to describe the electrophysiology of the nervous system and simplified the HH system (1.2) to two equations with dependent
variables P and Q :

$$
\begin{align*}
\frac{\mathrm{dP}}{\mathrm{~d} t} & =\mathrm{I}_{e x}+\mathrm{P}-\frac{\mathrm{P}^{3}}{3}-\mathrm{Q} \\
\frac{\mathrm{dQ}}{\mathrm{~d} t} & =\epsilon\left(\mathrm{P}-c_{1}-c_{2} \mathrm{Q}\right) \tag{1.3}
\end{align*}
$$

where P and Q are dynamical variables and $c_{1}, c_{2}$ and $\epsilon$ are positive constant parameters. The main reason to reduce to two variables is to make the system simple enough in order for it to be solved analytically. FitzHugh observed that the P-nullcline had the form of a cubic function and the Q-nullcline had the shape of a straight line [21, 27, 28]. In 1962, Nagumo et al. illustrated FitzHugh's model (1.3) and also computed the numerical solution of FitzHugh's system in 1D such that they investigated the model (1.3) for an equivalent circuit [66]. As a result, the model (1.3) was named the FitzHugh-Nagumo (FHN) system. This model can be used as a reaction term for an RD equation. Indeed, the spiral wave solutions are observed in the FHN equation [6]. In the 1970s, Arthur Winfree demonstrated the meander behaviour of spiral waves for the FitzHugh-Nagumo system [89]. There has been a significant amount of research that has discussed spiral waves for the FHN system. For example, research focused on how to initiate spiral waves or how to transit the rigid rotation of spiral waves into a meander or hypermeander (these patterns will be discussed explicitly in Section 1.2) [92]. Winfree first measured cardiac excitability and also modified the BZ system to be an excitable dynamical reaction instead of oscillatory. He was also the first to explain trigger waves propagating in the BZ model [40, 91]. Zhabotinsky and Zaikin observed the oscillation of the reaction diffusion system experimentally and noted a periodic propagation from concentric spiral waves in chemical reactions [98]. Furthermore, Allessie, Bonk and Schopman first observed spiral waves in the atrial muscle of rabbit hearts with heartbeat problems as shown in Figure 1.1. They deduced that fibrillation of the heart affects blood movement in the heart [2]. Understanding the heart's behaviour is important to recognise many aspects of arrhythmias through visualization of the electrical wave dynamics of the heart.


Figure 1.1: The picture, which is taken from [19], shows the visualisation of a spiral wave in experimental cardiac tissue. The spiral wave dynamics rotates rigidly counterclockwise with different membrane voltages in a heart tissue. The orange colour demonstrates high voltage, whereas the green colour indicates lower voltage. Voltages in between are shown by a red colour.

Therefore, we need to use a dynamical system in order to elucidate the mechanisms of visualization techniques. This leads us to improve our understanding of the dynamics of cardiac tissue. As we discussed previously, the HH equations focus on nerve cells such as neurons in the human brain. Therefore, if the magnitude of the sodium or potassium ion flow is low, then neurons in the human brain will not be stimulated [45]. This leads to decreasing cognitive ability. The HH model can help us to understand the mechanisms of membrane potential which is electrical activity. Since the FHN system is derived from the HH model, it is also helpful to understand the dynamics of cells. The modified FHN system is often applied as a general system for excitable media. This is because this system can be amenable to analyse phenomena of the dynamics compared with the HH model [69]. Since the heart consists of muscle cells which have a similar property of nerve cells, we can investigate wave propagation of electrical activity in systems of excitable cells using the FHN system. 10 years later, Gorelova and Bures noted an exciting spiral wave in the retinal tissue in the eyes through using optical characteristics by microscopic observation [35]. Later, in 1990, Jakubith, et al. researched chemical reactions and investigated spatiotemporal patterns with the oscillatory oxidation of carbon dioxide using the BZ system. Based on their experiments, they managed to observe spiral waves through photoemission electron microscopy [46].

In 1991, Winfree classified the behaviour patterns of spiral waves for FitzHughNagumo system if constant parameters are properly adapted in an acceptable range such as rigid rotation, meander, hypermeander (these shapes will be discussed in more detail in Section 2.2). He was the first person to study the behaviour of spiral waves for FHN and contributed to translate related information of dynamical spiral waves from Russian to English [89, 92, 99]. In 2000, Agladze and Steinbock experimentally observed patterns of spiral waves on the rust of steel plates subjected to acid and air such that spiral wave patterns can be noted by the eye on a steel surface [1]. Since 1970, dynamical spiral waves have been studied in the fields of biology, physics and chemistry. Indeed, important works on the behaviour of spiral waves have been produced on the reaction diffusion system. In his book When Time Breaks Down [90], Winfree investigated this topic in four sections. In the first section, he introduced and also interpreted the fibrillation in the heart. Moreover, he also discussed circadian rhythms and heartbeat. In the next section, he talked about dynamical spiral waves if the heart has problems in terms of heartbeat. In the third part, he expanded ideas of the previous sections in three dimensions; for example, scroll waves. In the final part of the book, he provided a summary and raised questions regarding several unsolved issues [78, 90]. Similarly, Murray illustrated the dynamical spiral waves of the reaction diffusion equation, which is useful for undergraduate and postgraduate students [65]. Keener and Sneyd, Mathematical Physiology, reviewd the Hodgkin-Huxley model and the FitzHugh-Nagumo system in Chapter 9, and explained how to solve FHN and HH equation in one dimension. Also, they briefly discussed spiral waves in Chapter 10 [52].

In recent years, several researchers have noted the roles of Euclidean symmetries in the motion of spiral wave solutions. Euclidean symmetries consist of translations, rotations and reflections. For instance, Barkely noted that many features of spiral wave dynamics can be understood by Euclidean symmetry [93]. Other researchers have
investgated adjoint eigenfunctions (response functions) for dynamical spiral waves such that the response functions of spiral wave solutions are numerically found by the adjoint linearised problem. Response functions effectively show a localised response in the vicinity of the spiral wave core [16]. This work is significant to address the dynamics of spiral wave individually. For example, Biktasheva et al. studied the response function of an adjoint linear system and also found the solutions near the spiral core for the excitable FitzHugh-Nagumo model [14]. Marcotte et al. focused on the spectrum (eigenvalues), numerically computing the eigenvalues of the adjoint operator for the reaction-diffusion Karma model to understand spiral waves for this model [61]. Moreover, Schlesner et al. were mainly interested in the study of the control of dynamical spiral wave tip for the FHN system [75] in order for spiral wave to be controlled. In this project, we focus on the control of the behaviour of a spiral wave for the FHN system and so investigate different types of control. Response functions are discussed for the control of spiral tip in Chapter ??. The overall purpose of this study is explained in Section 1.3.

### 1.3 Rotation, Meander and Control of the Spiral Wave Tip Trajectory

It is helpful to examine the dynamics of different types of spiral wave. The first type is called a rigid rotation (stationary rotation) of the tip trajectory (tip path) such that the rigid rotation can be defined as the rotation of a spiral wave which moves around the centre point [76]. In other words, when a spiral wave rigidly rotates, its shape remains constant around the centre point of rotation at equilibrium. The second type is called a meander (quasi periodic or non-stationary rotation) of the spiral wave which is a complicated motion. A meander is a type of motion where the tip path of the spiral wave does not remain on a circle as rigid rotation, but it has many small loops like a
flower where the number of "petals" on the flower varies with the system parameters [92]. Usually, the tip trajectory does not exactly repeat. Nevertheless, in exceptional cases it can. The last type of behaviour is when the movement of the spiral wave is called hypermeander whereby the spiral tip trajectory consists of complex small loops and irregular movements. The difference between the meander and the hypermeander is that the tip trajectory of the meander for the spiral wave is regular whereas the tip path of the hypermeander is irregular [32, 37, 76].

As outlined in [32, 37], if the heart has problems with the sinoatrial node (the cardiac muscle cells that set the rhythm of the heart and play the role of pacemaker) then spiral waves can appear in the cardiac muscle tissue. Spiral waves help us to identify cardiac problems such as ventricular fibrillation where the heart does not pump blood properly. In ventricular tachycardia, the sinoatrial node in the right atrium beats too rapidly which can result in fibrillation. It is worth mentioning that a spiral wave in the heart tissue leads to uncoordinated contraction of heart muscle and hence to a loss of effectiveness of the pumping action. Because of this, presence of spiral waves in heart tissue is a significant cause of death [7]. Since electrical waves within the cardiac tissue move as spiral waves.

To control the behaviour of spiral waves, Schlesner et al. [75] propose using a proportional feedback control. As explained in Chapter 4, a perturbation $\mathbf{h}(t)$ is applied to the whole domain. This function can be compared to the electric shocks (defibrillation) used to force heartbeats to become regular [75]. Fibrillation is associated with spiral waves in the heart tissue so by controlling or removing spiral waves, it is possible to treat fibrillation. Standard methods involve applying electric shocks to the whole heart to remove all spiral waves and therefore all heartbeat irregularities. However, this method affects all cardiac cells and can cause serious damage to heart tissue, certain cells can be destroyed and the problem may not be solved. In future, it may be possible to apply
shocks, not on the whole heart itself but on specific parts of the heart to reduce the damage caused by defibrillation. Controlling or removing the spiral wave is an important issue in the treatment of cardiac problems. A first step to this is to remove spiral waves by controlling the spiral tip through a perturbation function, as it will be elaborated in Chapter 4 [75]. Ideally, we want to find less intrusive ways to remove the spiral wave and so to give improved methods of defibrillation.

This thesis focuses on numerical simulations and control of the dynamics of spiral wave solutions of the FHN equation. It also relates the control of spiral waves to the eigenfunction of an adjoint linear operator as a response function. Finally, we attempt to demonstrate effective factors that lead to a successful control method and also discuss the dynamical spiral wave solution using numerical methods.

### 1.4 Dynamical Systems Approach to Spiral Waves

This section reviews some of the methods used to study the stable and unstable solutions of the nonlinear systems. It also discusses the relationship between nonlinear and linear systems in both autonomous and non-autonomous models. Although we state these ideas for ODEs, much of them carry over to PDEs such as RD equations. In particular we can study the stability of the solutions by investigating the eigenvalues of linear systems. These ideas are explained in Subsections 1.4.1 and 1.4.2.

### 1.4.1 Stability of Equilibrium Points

Let us consider a continuous time nonlinear system posed as follows:

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{x}(t)}{\mathrm{d} t}=\mathbf{f}(\mathbf{x}(t)), \tag{1.4}
\end{equation*}
$$

with initial condition $\mathbf{x}(0)=\mathbf{x}_{0}$ where

$$
\mathbf{f}: \mathbf{E} \rightarrow \mathbb{R}^{n}, \quad \mathbf{x} \in \mathbb{R}^{n}, \quad \mathbf{E} \subset \mathbb{R}^{n}, \quad n \in \mathbb{N}, \quad t \geq 0,
$$

such that $\mathbf{E}$ is open. We write the solution of system (1.4) as $\mathbf{x}(t)=\varphi\left(t, \mathbf{x}_{0}\right)$. Suppose that solution $\mathbf{x}(t)=\mathbf{x}_{\star}$ of equation (1.4) is an equilibrium, that is

$$
\mathbf{f}\left(\mathbf{x}_{\star}\right)=0 .
$$

Now, we want to understand the stability of the fixed point $\mathbf{x}_{\star}$ in equation (1.4) by examining the eigenvalues of the linearised system. Let

$$
\mathbf{x}=\mathbf{x}_{\star}+\mathbf{y},
$$

where $\mathbf{y}$ is a perturbation. By using a Taylor series expansion, we have

$$
\begin{aligned}
\mathbf{f}\left(\mathbf{x}_{\star}+\mathbf{y}\right) & =\mathbf{f}\left(\mathbf{x}_{\star}\right)+\frac{\partial \mathbf{f}\left(\mathbf{x}_{\star}\right)}{\partial \mathbf{x}_{\star}} \mathbf{y}+\mathscr{O}\left(|\mathbf{y}|^{2}\right), \\
& \approx \frac{\partial \mathbf{f}\left(\mathbf{x}_{\star}\right)}{\partial \mathbf{x}_{\star}} \mathbf{y}
\end{aligned}
$$

such that assuming $\mathbf{f}$ is sufficiently smooth. Hence, the linearised system (1.4) about the equilibrium $\mathbf{x}_{\star}$ is

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{y}(t)}{\mathrm{d} t}=\mathbf{A} \mathbf{y}(t) \tag{1.5}
\end{equation*}
$$

where

$$
\mathbf{A}=\left.\frac{\partial \mathbf{f}(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{x}_{\star}}
$$

is the matrix of first order partial derivatives of the function $\mathbf{f}(\mathbf{x})$ (Jacobian matrix) [68]. We say that the equilibrium point $\mathbf{x}_{\star}$ is Liapunov stable if for any neighbourhood $N\left(\mathbf{x}_{\star}\right)$, then there is a neighbourhood $M\left(\mathbf{x}_{\star}\right)$, such that any solution of system (1.4) beginning in neighbourhood $N\left(\mathbf{x}_{\star}\right)$ stays in $M\left(\mathbf{x}_{\star}\right)$ for all $t \geq 0$ [81, p.196]. In other words,

$$
\mathbf{x}(0) \in N\left(\mathbf{x}_{\star}\right) \Longrightarrow \mathbf{x}(t) \in M\left(\mathbf{x}_{\star}\right), \quad \forall t \geq 0
$$

Moreover, $\mathbf{x}_{\star}$ is asymptotically stable if it is Liapunov stable and if there exists a neighbourhood $M\left(\mathbf{x}_{\star}\right)$ such that

$$
\lim _{t \rightarrow \infty} \mathbf{x}(t)=\mathbf{x}_{\star},
$$

for all $\mathbf{x}(0) \in M\left(\mathbf{x}_{\star}\right)$. We can understand the stability of point $\mathbf{y}=0$ for system (1.5) in terms of the eigenvalues of the matrix $A$. If we have eigenvalues $\lambda_{j} \in \mathbb{C}$ of $\mathbf{A}$ for $j=1, \cdots, n$ and with corresponding eigenvectors $\mathbf{v}_{j} \in \mathbb{R}^{n}$, that is,

$$
\begin{equation*}
\mathbf{A} \mathbf{v}_{j}=\lambda_{j} \mathbf{v}_{j} \tag{1.6}
\end{equation*}
$$

then suppose $n_{s}, n_{u}$ and $n_{c} \in \mathbb{N}$ are chosen such that eigenvalues $\lambda_{n}$ are split into three groups according to the sign of the real part of $\lambda_{j}$ [68]. First, we assume the first $n_{s}$ eigenvalues satisfy

$$
\begin{equation*}
\operatorname{Re}\left(\lambda_{j}\right)<0, \quad j \in\left\{1, \ldots, n_{s}\right\}, \tag{1.7}
\end{equation*}
$$

and we define the stable subspace

$$
\mathbf{E}^{s}=\operatorname{Span}\left\{\mathbf{v}_{1}, \cdots, \mathbf{v}_{n_{s}}\right\}
$$

The second group of $n_{u}$ eigenvalues satisfy

$$
\begin{equation*}
\operatorname{Re}\left(\lambda_{j}\right)>0, \quad j \in\left\{n_{s}+1, n_{s}+2, \ldots, n_{s}+n_{u}\right\} \tag{1.8}
\end{equation*}
$$

and we define the unstable subspace

$$
\mathbf{E}^{u}=\operatorname{Span}\left\{\mathbf{v}_{n_{s}+1}, \cdots, \mathbf{v}_{n_{s}+n_{u}}\right\} .
$$

The third group of eigenvalues $\lambda_{j}$ satisfy the following condition (1.9):

$$
\begin{equation*}
\operatorname{Re}\left(\lambda_{j}\right)=0, \quad j \in\left\{n_{s}+n_{u}+1, n_{s}+n_{u}+2, \ldots, n_{s}+n_{u}+n_{c}\right\} \tag{1.9}
\end{equation*}
$$

and we define the centre subspace

$$
\mathbf{E}^{c}=\operatorname{Span}\left\{\mathbf{v}_{n_{s}+n_{u}+1}, \cdots, \mathbf{v}_{n_{s}+n_{u}+n_{c}}\right\} .
$$

Note that the eigenvalues in this case are called neutral modes (neutral eigenvalues). This leads us to define that the vector space $\mathbb{R}^{n}$ is as follows [38, 68]:

$$
\mathbb{R}^{n}=\mathbf{E}^{s} \oplus \mathbf{E}^{u} \oplus \mathbf{E}^{c} .
$$

If we have

$$
n=n_{s}, \quad n_{u}=n_{c}=0,
$$

then we can show that the linear system (1.5) is asymptotically stable for all $j$ [41]. If the linear system is stable, then note that,

$$
\mathbb{R}^{n}=\mathbf{E}^{s}
$$

Moreover, if we have

$$
\begin{equation*}
n=n_{s}+n_{u}, \quad n_{c}=0, n_{s} \geq 1, n_{u} \geq 1, \tag{1.10}
\end{equation*}
$$

there exist only negative and positive real parts of eigenvalues. Then, the linear system (1.5) will be unstable of saddle type. This means that some trajectories starting from the initial condition $\mathbf{y}\left(t_{0}\right)$ will diverge from the equilibrium point. If the linear system (1.5) has the centre subspace $\mathbf{E}^{c}$, then a stationary point of the linear dynamical system is not ruled by either the stable or unstable manifold as the neutral mode does not present stable or unstable solutions [38].

Finally, stability of the linear system near an equilibrium point $\mathbf{y}_{\star}=0$ can be used to understand stability of the equation for the original nonlinear system (1.4) using the following Hartman-Grobman theorem, also known as the linearisation theorem.

Theorem 1. [38, Theorem 1.3.1] If matrix $\mathbf{A}=\left.\frac{\partial \mathbf{f}(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{x}_{\star}}$ has no zero or purely imaginary eigenvalues, that is, $n_{c}=0$, then there is a homeomorphism $h$ defined in some neighbourhood U of $\mathbf{x}_{\star}$ in $\mathbb{R}^{n}$ locally taking orbits of nonlinear flow (1.4) to those of the linear flow (1.5). The homeomorphism preserves the sense of orbit and can also be chosen to preserve parametrisation by time.

This theorem shows an important relationship between nonlinear systems and linear systems. In other words, the point $\mathbf{x}_{\star}$ is a hyperbolic equilibrium of $\dot{\mathbf{x}}=\mathbf{f}(\mathbf{x})$ if the first
order partial derivative of the function $\mathbf{f}\left(\mathbf{x}_{\star}\right)$ (Jacobian matrix) does not have zero real part of eigenvalues $\lambda_{i}$

$$
\operatorname{Re}\left(\lambda_{j}\right) \neq 0, \quad \forall j \in \mathbb{N}
$$

Then, there is a neighbourhood such that trajectories of the nonlinear flow are mapped to trajectories of the linearised flow of nonlinear systems [68].

As explained in the above subsection, we can understand stable and unstable solutions of ordinary differential equations for autonomous systems using the linearised system. In an analogy to the above, we illustrate the stability analysis for partial differential equations later in the thesis. In the next subsection, we explain stable and unstable periodic solutions.

### 1.4.2 Stability of Periodic Solutions

In this subsection, we consider periodic solutions of system (1.4) such that the general solution for this system is given by $\mathbf{x}(t)=\varphi\left(t, \mathbf{x}_{0}\right)$. Let us assume now that a solution $\mathbf{x}_{\star}(t)$ of the nonlinear model (1.4) is a periodic orbit, that is there is a $\tau>0$ such that

$$
\mathbf{x}_{\star}(t)=\mathbf{x}_{\star}(t+\tau), \quad \forall t>0
$$

where $\tau>0$ is the period and $\mathbf{x}_{\star}(t) \neq \mathbf{x}_{\star}\left(t+s_{1}\right)$ for all $s_{1} \in(0, \tau)$. We say that the periodic orbit (curve) $h\left(\mathbf{x}_{0}\right)$ is asymptotically stable for the nonlinear system (1.4) such that $h$ is a subset of points in phase space and $\mathbf{x}_{0}$ is an initial point, that is

$$
\mathrm{h}\left(\mathbf{x}_{0}\right)=\left\{\varphi\left(t, \mathbf{x}_{0}\right) \mid t \in \mathbb{R}^{+}\right\} \subseteq \mathbb{R}^{n}, n \in \mathbb{N},
$$

if it satisfies the following conditions:

1. The curve $\mathrm{h}\left(\mathbf{x}_{0}\right)$ is Liapunov stable, that is, given any neighbourhood $M\left(\mathrm{~h}\left(\mathbf{x}_{0}\right)\right)$, then there is a neighbourhood $N\left(\mathrm{~h}\left(\mathbf{x}_{0}\right)\right)$ such that any solution of system (1.4) beginning in neighbourhood $N\left(\mathrm{~h}\left(\mathbf{x}_{0}\right)\right)$ stays in $M\left(\mathrm{~h}\left(\mathbf{x}_{0}\right)\right)$ for all $t \geq 0$.
2. In addition, it is asymptotically stable, that is there exists a neighbourhood $M\left(\mathrm{~h}\left(\mathbf{x}_{0}\right)\right)$ such that

$$
\lim _{t \rightarrow \infty} \mathrm{~d}\left(\varphi(t, \mathbf{x}), \mathrm{h}\left(\mathbf{x}_{0}\right)\right)=0
$$

for all $\mathbf{x} \in M\left(\mathrm{~h}\left(\mathbf{x}_{0}\right)\right)$ [81, p.311]. Note that $\mathrm{d}(\mathbf{x}, \mathrm{S})=\inf \{\mid \mathbf{x}-\mathbf{y} \| \mathbf{y} \in \mathrm{S}\}$ refers to the distance between the point $\mathbf{x}$ and the set $S$ such that

$$
\mathbf{S} \subseteq \mathbb{R}^{n} .
$$

Consider a perturbation to $\mathbf{x}_{\star}(t)$ as follows:

$$
\begin{equation*}
\mathbf{x}(t)=\mathbf{x}_{\star}(t)+\mathbf{y}(t), \tag{1.11}
\end{equation*}
$$

such that $\mathbf{y}$ is a perturbation. Using a Taylor series expansion we obtain

$$
\frac{\mathrm{d} \mathbf{x}_{\star}}{\mathrm{d} t}+\frac{\mathrm{d} \mathbf{y}}{\mathrm{~d} t}=\mathbf{f}\left(\mathbf{x}_{\star}\right)+\frac{\partial \mathbf{f}\left(\mathbf{x}_{\star}\right)}{\partial \mathbf{x}_{\star}} \mathbf{y}+\mathscr{O}\left(|\mathbf{y}|^{2}\right),
$$

for small $|\mathbf{y}|$. Because

$$
\frac{\mathrm{d} \mathbf{x}_{\star}}{\mathrm{d} t}=\mathbf{f}\left(\mathbf{x}_{\star}\right)
$$

so this implies

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{y}}{\mathrm{~d} t}=\mathbf{J}(t) \mathbf{y}+\mathscr{O}\left(|\mathbf{y}|^{2}\right) \tag{1.12}
\end{equation*}
$$

where

$$
\mathbf{J}(t)=\left.\frac{\partial \mathbf{f}(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{x}_{\star}(t)}
$$

Note that the Jacobian matrix $\mathbf{J}(t)$ is periodic with minimal period $\tau$. Now, we consider a linearised system (1.12) of the nonlinear equation (1.4). We observe that equation (1.12) is continuous with time and non-autonomous. Moreover, equation (1.12) is a homogeneous system. In order to investigate stability of this system, we need to study the stability
of solutions for system (1.12). By using Floquet theory, we can understand stability of periodic orbits in terms of eigenvalues [29]. Since the matrix $\mathbf{J}(t)$ is a function depending on time $t$, let $\Phi_{1}(t), \cdots, \Phi_{n}(t)$ be linearly independent solutions of the system $\dot{\mathbf{y}}=\mathbf{J}(t) \mathbf{y}$ and let $\mathbf{F}(t)$ be the fundamental matrix [81], that is

$$
\mathbf{F}(t)=\left[\begin{array}{lll}
\Phi_{1}(t) \mid & \cdots & \mid \Phi_{n}(t)
\end{array}\right], \quad n \in \mathbb{N},
$$

where

$$
\begin{equation*}
|\mathbf{F}(t)| \neq 0 . \tag{1.13}
\end{equation*}
$$

Since each column of matrix $\mathbf{F}(t)$ is a linearly independent solution of system (1.12), the fundamental matrix $\mathbf{F}(t)$ satisfies system (1.12) [47], that is

$$
\frac{\mathrm{d} \mathbf{F}(t)}{\mathrm{d} t}=\mathbf{J}(t) \mathbf{F}(t)
$$

This implies the following:

$$
\frac{\mathrm{d} \mathbf{F}(t+\tau)}{\mathrm{d} t}=\mathbf{J}(t) \mathbf{F}(t+\tau)
$$

If $\mathbf{F}(t)$ is a fundamental matrix, then $\mathbf{F}(t+\tau)$ is also a fundamental matrix [47]. Let us introduce the monodromy matrix $\mathbf{M}$ that is defined as a fundamental matrix of ordinary differential equations computed at the initial time $t_{0}=0$, that is

$$
\mathbf{M}=\mathbf{F}^{-1}(0) \mathbf{F}(\tau)
$$

The fundamental theorem of Floquet is:

Theorem 2. [47, Theorem 9.1] If the monodromy matrix $\mathbf{M}$ has $n$ different Floquet multipliers $\mu_{j}$, for $j \in\{1, \ldots, n\}$, then the linear dynamical system (1.12) has $n$ linearly independent solutions in the following form:

$$
\begin{equation*}
\Phi_{j}(t)=\mathbf{P}(t) e^{\rho_{j} t}, \quad j \in\{1, \ldots, n\} \tag{1.14}
\end{equation*}
$$

where $\rho_{j}$ are constant and $\mathbf{P}(t)$ is a function with period $\tau$ and $\Phi_{j}(t)$ are the column vectors of the fundamental matrix $\mathbf{F}(t)$. Therefore, formula (1.14) can be posed as follows:

$$
\mathbf{F}(t)=\mathbf{P}(t) e^{\mathbf{R} t}
$$

where $\mathbf{R}$ is a constant matrix (indicator matrix). Moreover, $\mathbf{P}(t)$ is a periodic matrix such that

$$
\mathbf{P}(0)=\mathbf{I}, \quad \mathbf{I}=\operatorname{diag}[1, \cdots, 1] .
$$

This leads to the fundamental matrix $\mathbf{F}(0)$ to be the identity matrix $\mathbf{I}$, so we find that

$$
\mathbf{M}=\mathbf{F}(\tau) .
$$

The Floquet multipliers of a linear system (1.12) are defined as the eigenvalues of the monodromy matrix $\mathbf{M}$, that is, $\mu_{j}$ such that

$$
\begin{equation*}
\left|\mathbf{M}-\mu_{j} \mathbf{I}\right|=0, \quad j=1, \cdots, n \tag{1.15}
\end{equation*}
$$

where

$$
\mu_{j}=e^{\rho_{j} \tau},
$$

such that $\rho_{j}$ is called the Floquet exponent. If all Floquet multipliers lie in the unit circle, that is, $\left|\mu_{j}\right|<1$, then we say that the periodic linear system (1.12) is stable [81, Corollary 12.3], that is, when

$$
\begin{equation*}
\left|\mu_{j}\right|<1 \quad \forall j \in\{1, \cdots, n\} . \tag{1.16}
\end{equation*}
$$

If there exists a Floquet multiplier $\mu_{j}$ for some $j$ such that

$$
\begin{equation*}
\left|\mu_{j}\right|>1, \tag{1.17}
\end{equation*}
$$

we can say that the linear system (1.12) is unstable. Note that if there exists a periodic solution, the modulus of Floquet multiplier is equal to one, that is,

$$
\begin{equation*}
\left|\mu_{\star}\right|=1 . \tag{1.18}
\end{equation*}
$$

According to the stable manifold for periodic orbits theorem [81, Theorem 12.8], there is always one Floquet multiplier $\mu_{\star}=1$.

Following the above, it is now important to relate Floquet multipliers of a periodic linear system (1.12) to the stability of the periodic orbit of the nonlinear model (1.4). Based on this, we suppose that the nonlinear model (1.4) has the following periodic solution:

$$
\varphi(t+\tau, \mathbf{x})=\varphi(t, \mathbf{x})
$$

Define a Poincaré map as follows:

$$
\mathbf{p}(\mathbf{x})=\varphi(t+\tau, \mathbf{x}),
$$

such that Poincaré map is discrete and a fixed point (intersection point on surface) $\mathbf{x}(0)=\mathbf{x}_{0}$ is an initial condition for the Poincaré map, that is

$$
\mathbf{p}(\mathbf{x}(0))=\varphi(\tau, \mathbf{x}(0))=\mathbf{x}_{0} .
$$

If all eigenvalues (Floquet multipliers) of the Jacobian matrix $\mathbf{B}$ of the Poincaré map are located inside the unit circle such that

$$
\mathbf{B}=\left.\frac{\partial \mathbf{p}(\mathbf{x})}{\partial \mathbf{x}}\right|_{\mathbf{x}=\mathbf{x}_{0}}
$$

then we can say that the periodic solution $\mathbf{x}$ of the nonlinear system (1.4) is asymptotically stable. If there exists Floquet multipliers of the Jacobian matrix $\mathbf{B}$ such that the modulus of at least one Floquet multiplier is greater than 1, then the periodic solution $\mathbf{x}$ is unstable [56, 81].

It is useful to introduce the adjoint linear system in ordinary differential equations so that we can compute the left eigenvector. The reason for this is that we can understand the adjoint linear system in partial differential equations, so the following section investigates adjoint linear models.

### 1.5 Adjoint Linear System for Ordinary Differential Equations

For a linear system of ODEs, the solution can be written in terms of the right eigenvectors of the matrix defining the ODE. We can also find vectors that multiply the matrix to the left termed left eigenvectors. If we transpose equation (1.6), the left eigenvectors and the right eigenvectors are exchanged [70], that is, if $\lambda_{j}$ is the eigenvalue for matrix $A$ with right eigenvector $\mathbf{v}_{j}$, then

$$
\mathbf{v}_{j}^{\top} \mathbf{A}=\lambda_{j} \mathbf{v}_{j}^{\top}, \quad \mathbf{A}^{\top} \mathbf{v}_{j}=\lambda_{j} \mathbf{v}_{j} .
$$

If $\mathbf{A}$ is the symmetric matrix, then the left eigenvectors are simply the transpose of the right eigenvectors. The motivation for finding the left and right eigenvectors is that we can calculate the dual form [31]. Now, we consider how we can compute adjoint eigenvectors (left eigenvectors) of autonomous and non-autonomous systems using the linear system (1.5) or (1.12) and transposing the matrix [33], that is,

$$
\begin{align*}
& \frac{\mathrm{d} \mathbf{z}_{1}}{\mathrm{~d} t}=-\mathbf{A}^{\top} \mathbf{z}_{1}  \tag{1.19a}\\
& \frac{\mathrm{~d} \mathbf{z}_{2}}{\mathrm{~d} t}=-\mathbf{J}^{\top}(t) \mathbf{z}_{2} . \tag{1.19b}
\end{align*}
$$

The adjoint linear system was first defined by Lagrange and Jacobi [41, p. 92]. In 1973, the term adjoint was first introduced by Fuchs [41, p. 92]. We observe that the right hand side of equations (1.19a) and (1.19b) is multiplied by a negative sign, so stability of the linear and the adjoint system in some sense are opposite. We observe that the inner product between any solutions of linear system and its adjoint are constant, that is,

$$
\left\langle\mathbf{z}_{1}(t) \mid \mathbf{y}(t)\right\rangle=c,
$$

for some $c \in \mathbb{R}$. This is because

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t}\left\langle\mathbf{z}_{1}(t) \mid \mathbf{y}(t)\right\rangle & =\left\langle\left.\frac{\mathrm{d} \mathbf{z}_{1}(t)}{\mathrm{d} t} \right\rvert\, \mathbf{y}(t)\right\rangle+\left\langle\mathbf{z}_{1}(t) \left\lvert\, \frac{\mathrm{d} \mathbf{y}(t)}{\mathrm{d} t}\right.\right\rangle, \\
& =\left\langle-\mathbf{A}^{\top} \mathbf{z}_{1} \mid \mathbf{y}\right\rangle+\left\langle\mathbf{z}_{1} \left\lvert\, \frac{\mathrm{d} \mathbf{y}}{\mathrm{~d} t}\right.\right\rangle, \\
& =-\left\langle\mathbf{z}_{1} \mid \mathbf{A} \mathbf{y}\right\rangle+\left\langle\mathbf{z}_{1} \mid \mathbf{A} \mathbf{y}\right\rangle, \\
& =0 .
\end{aligned}
$$

Note that the eigenvalues of matrices $\mathbf{B}$ and $\mathbf{B}^{T}$ are the same [5]; therefore, if the solution of the linear system (1.5) is stable, the solution of the adjoint linear system (1.19a) is stable backwards in time and vice versa. This leads us to show the following theorem that relates the linear system and adjoint linear systems.

Proposition 1.1. [59] If the matrix $\mathbf{A}$ has a basis $\mathbf{v}_{i}$ of right eigenvectors, then there is also a basis $\mathbf{w}_{j}$ of left eigenvectors of $A$ such that $i, j \in \mathbb{N}$, and the basis $\mathbf{w}_{j}$ is dual to basis $\mathbf{v}_{i}$.

Note that basis $\mathbf{w}_{j}$ and $\mathbf{v}_{i}$ are dual if

$$
\left\langle\mathbf{w}_{i} \mid \mathbf{v}_{j}\right\rangle=\delta_{i, j}=\left\{\begin{array}{ll}
0 & i \neq j  \tag{1.20}\\
1 & i=j
\end{array},\right.
$$

where $\delta_{i, j}$ is the Kroneckera delta. The purpose of finding adjoint autonomous linear system or adjoint non-autonomous linear systems is to compute dual basis. The next section investigates the role of adjoint eigenvectors for nonlinear systems under certain perturbations.

### 1.6 Perturbed Nonlinear Systems and the Adjoint

## Linear System

Following Biktashev [12, 63], we consider the system (1.4) with a small perturbation

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{u}(t)}{\mathrm{d} t}=\mathbf{f}(\mathbf{u}(t))+\epsilon \mathbf{h}(\mathbf{u}(t)) \tag{1.21}
\end{equation*}
$$

where $\epsilon \mathbf{h}(\mathbf{u}(t))$ is a perturbation and $\epsilon \ll 1$ and $\mathbf{u} \in \mathbb{R}^{n}, n \in \mathbb{N}$. We assume for $\epsilon=0$ that the system (1.21) has a manifold of equilibria $\mathbf{U}(\mathbf{a})$, with a parameterizing equilibria $\mathbf{U}$, satisfying

$$
\begin{equation*}
\mathbf{f}(\mathbf{U}(\mathbf{a}))=0 \tag{1.22}
\end{equation*}
$$

and

$$
\mathbf{a} \in A \subset \mathbb{R}^{m}, \quad m<n, m \in \mathbb{N} .
$$

This means that all solutions $\mathbf{U}(\mathbf{a})$ in phase portrait are equilibria. We assume that all real parts of eigenvalues of the linearised system for the nonlinear system (1.21) are non-positive. If we differentiate equation (1.22) with respect to the variable a using the chain rule, then we find that

$$
\begin{equation*}
\frac{\partial \mathbf{f}(\mathbf{U})}{\partial \mathbf{U}} \frac{\partial \mathbf{U}}{\partial \mathbf{a}}=0 . \tag{1.23}
\end{equation*}
$$

Equation (1.23) can be formulated as components, that is,

$$
\sum_{j=1}^{m} \frac{\partial \mathrm{f}_{i}(\mathbf{U})}{\partial \mathrm{U}_{j}} \frac{\partial \mathrm{U}_{j}}{\partial \mathrm{a}_{k}}=0, \quad i, k=1, \cdots, m
$$

where $\mathrm{F}=\left[\frac{\partial f_{i}(\mathbf{U})}{\partial \mathrm{U}_{j}}\right]$ is the Jacobian matrix, such that

$$
\mathrm{F}(\mathbf{a})=\left[\frac{\partial f_{i}(\mathbf{U}(\mathbf{a}))}{\partial \mathrm{U}_{j}}\right] .
$$

Moreover, $\frac{\partial \mathrm{U}_{j}}{\partial \mathrm{a}_{k}}$ are tangent vectors. Suppose that the column vector is $\mathbf{V}_{k}(\mathbf{a})=\frac{\partial \mathrm{U}_{j}}{\partial \mathrm{a}_{k}}$. Then

$$
\mathrm{F} \mathbf{V}_{k}=0 \Longrightarrow \mathrm{~F} \mathbf{V}_{k}=0 \mathbf{V}_{k}
$$

where $\mathbf{V}_{k}$ is a right eigenvector. This means that

$$
\lambda_{k}=0 \Longleftrightarrow \lambda_{k}(\mathbf{a})=0
$$

For

$$
\epsilon \neq 0 .
$$

Following Biktashev's paper [63], we find that there exists an invariant manifold in the neighbourhood of $\mathbf{U}$ with slow dynamics and we can suppose that

$$
\begin{equation*}
\mathbf{u}=\mathbf{U}(\mathbf{a}(t))+\epsilon \mathbf{v}(t) \tag{1.24}
\end{equation*}
$$

Equation (1.24) will be unambiguous if the vector $\mathbf{v}(t)$ is always orthogonal to vector $\mathbf{U}(\mathbf{a}(t))$, that is

$$
\left\langle\mathbf{W}_{k}(\mathbf{a}) \mid \mathbf{v}\right\rangle=0, \quad k=1, \ldots, m
$$

such that $\mathbf{W}_{k}$ are left eigenvectors that are computed as follows:

$$
\mathbf{F}^{\top}(\mathbf{a}) \mathbf{W}_{k}(\mathbf{a})=\bar{\lambda}_{k} \mathbf{W}_{k}(\mathbf{a}) .
$$

The biorthogonal vectors $\mathbf{w}_{j}(\mathbf{a})$ and $\mathbf{V}_{\bar{j}}(\mathbf{a})$ can be written as follows

$$
\left\langle\mathbf{W}_{k}(\mathbf{a}) \mid \mathbf{V}_{\bar{k}}(\mathbf{a})\right\rangle=\delta_{k \bar{k}}, \quad \bar{k} \in \mathbb{N} .
$$

By using equation (1.24) for the functions $\mathbf{f}(\mathbf{u})$ and $\mathbf{h}(\mathbf{u})$ and applying the Taylor series expansion [20],

$$
\begin{aligned}
& \mathrm{f}_{k}(\mathbf{U}+\epsilon \mathbf{v})=\sum_{l=0}^{\infty}\left(\frac{1}{l!}\left(\sum_{g=1}^{n} \epsilon \mathrm{v}_{g} \frac{\partial}{\partial \mathrm{U}_{g}}\right)^{l} \mathrm{f}_{k}(\mathbf{U})\right), \\
& \mathrm{h}_{k}(\mathbf{U}+\epsilon \mathbf{v})=\sum_{l=0}^{\infty}\left(\frac{1}{l!}\left(\sum_{g=1}^{n} \epsilon \mathrm{v}_{g} \frac{\partial}{\partial \mathrm{U}_{g}}\right)^{l} \mathrm{~h}_{k}(\mathbf{U})\right) .
\end{aligned}
$$

Biktashev [63, p.530] found the differential equation of evolution equations for the variable $\mathbf{a}$ as follows:

$$
\begin{equation*}
\frac{\mathrm{d} a_{k}}{\mathrm{~d} t}=\epsilon h_{k}+\epsilon^{2}\left(-\sum_{g=m+1}^{n} \frac{h_{k g} h_{g}}{\lambda_{g}}+\sum_{g=m+1}^{n} \sum_{p=m+1}^{n}\left(\frac{K_{k g p} h_{g} h_{p}}{\lambda_{g}}+\frac{f_{k p g} h_{k} h_{g}}{\lambda_{g} \lambda_{p}}\right)\right)+\mathscr{O}\left(\epsilon^{3}\right) \tag{1.25}
\end{equation*}
$$

where

$$
K_{k g p}=\left\langle\left.\frac{\partial \mathbf{W}_{k}(\mathbf{a})}{\partial a_{k}} \right\rvert\, \mathbf{V}_{p}(\mathbf{a})\right\rangle=-\left\langle\mathbf{W}_{p}(\mathbf{a}) \left\lvert\, \frac{\partial \mathbf{V}_{k}(\mathbf{a})}{\partial a_{k}}\right.\right\rangle .
$$

The variables $h_{k g}$ and $f_{k p g}$ are coefficients of the Taylor series expansion for the functions $\mathbf{h}$ and $\mathbf{f}$ such that they can be formulated as follows:

$$
h_{k g}=\frac{\partial h_{k}(\mathbf{U})}{\partial \mathrm{U}_{g}}, h_{k g p}=\frac{\partial h_{k}(\mathbf{U})}{2 \partial \mathrm{U}_{g} \partial \mathrm{U}_{p}}, f_{k g p}=\frac{\partial f_{k}(\mathbf{U})}{2 \partial \mathrm{U}_{g} \partial \mathrm{U}_{p}} .
$$

### 1.7 Basic Concepts of the Euclidean Group of

## Symmetries

Euclidean symmetries have been used to study instabilities of spiral waves [30]. We say a system has symmetries if there is the action of a group (set) S such that properties of the system are preserved by the group action (group orbit). The Euclidean group consists of translations, rotations or reflections of Euclidean space. The idea behind the phenomenon of the drift of spiral waves using symmetries of the system is explained in [9, 55, 60, 95]. We discuss the special Euclidean group SE(2) which is a subgroup of the Euclidean group E(2), that is,

$$
\mathrm{SE}(2)=\left\{\mathrm{g} \mid \mathrm{g}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}, \mathrm{~g}\left(\mathbf{r}_{1}\right)=\mathrm{A} \mathbf{r}_{1}+\mathbf{r}_{2}, \mathrm{~A} \in \mathrm{SO}(2), \mathbf{r}_{1}, \mathbf{r}_{2} \in \mathbb{R}^{2}\right\}
$$

where g is a mapping from the group $\mathbb{R}^{2}$ to the space $\mathbb{R}^{2}$ and

$$
\mathrm{SO}(2)=\left\{\mathrm{B} \mid \mathrm{B} \in \mathbb{R}^{2 \times 2}, \operatorname{det}(B)=1, \mathrm{~B}^{\top}=\mathrm{B}^{-1}\right\} .
$$

and the Euclidean group is posed as follows:

$$
\mathrm{E}(2)=\left\{\mathrm{f}: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2} \mid \mathrm{f}\left(\mathbf{r}_{1}\right)=\mathrm{A} \mathbf{r}_{1}+\mathbf{r}_{2}, \mathrm{~A} \in \mathrm{O}(2), \mathbf{r}_{1}, \mathbf{r}_{2} \in \mathbb{R}^{2}\right\},
$$

such that $f$ is a mapping from the group $\mathbb{R}^{2}$ to itself and $\mathrm{O}(2)$ is the orthogonal matrix of size $2 \times 2$, that is

$$
\mathrm{O}(2)=\left\{\mathrm{B} \mid \mathrm{B} \in \mathbb{R}^{2 \times 2}, \mathrm{~B}^{\top}=\mathrm{B}^{-1}, \operatorname{det}(\mathrm{~B})= \pm 1\right\} .
$$

Each element in the group $\mathrm{SE}(2)$ can be defined in terms of rotation and translation, that is,

$$
g \in \operatorname{SE}(2), \quad g=\{\mathbf{r}, \theta\}
$$

such that the variable $\theta$ is the angle of rotation of the spiral wave and the vector $\mathbf{r}=(x, y)$ is the translation. In [11], the matrix A has been defined as follows:

$$
A=\left[\begin{array}{cc}
\cos (\theta) & \sin (\theta) \\
-\sin (\theta) & \cos (\theta)
\end{array}\right]
$$

This section is useful to understand evolution equations (1.25) which describe or approximate the motion (evolution) of a spiral wave tip in Euclidean symmetry as discussed in Section 1.6. In other words, Biktashev wants to find an equation such that the solution of the equation is the tip trajectory of a spiral wave. With regards to the assumption in Section 1.6 as manifold of equilibria $\mathbf{U}(\mathbf{a})$, this leads us to have equilibria of spiral waves. In other words, if we have spiral wave solutions and are also acted by Euclidean symmetry, then we will have other spiral wave solutions. This means that spiral wave solutions do not exist their own as equilibria, but they will be existed as manifold of solutions (spiral wave solutions will be existed as group orbit of spiral wave solutions). Meaning if spiral wave solutions are translated, rotated and reflected, then they are also solutions. Therefore, solution $\mathbf{U}(\mathbf{a})$ is a group orbit of spiral waves. For example, if the solution $\mathbf{U}(\mathbf{a})$ is a periodic orbit and also transformed in a plane, then we will obtain
another periodic orbit. This is because the response functions of the adjoint linear system will work.

In the next section, we show the summary of new materials that we do in terms of control of spiral wave drift for FHN system.

### 1.8 Summary of the Thesis, Highlighting New

## Material

First of all, we present the FitzHugh-Nagumo system and solve it numerically using a semi-implicit scheme in Chapter 2. By the automated scan of parameters and using extraction of spiral tip curvature as explained in Appendix $A$, we recreate Winfree's diagram as shown in Chapter 2. We discuss the FitzHugh-Nagumo system in terms of the dynamical spiral wave solution, response functions and properties of the spiral wave in Chapter 3. Moreover, we also discuss the adjoint linear system for the FHN equation using both, Cartesian and polar coordinate systems in Chapter 3. We also formulate this system in a frame of reference with an angular velocity of the spiral wave in Chapter 3. Therefore, we compute the angular velocity of the spiral wave numerically using Newton's method because we can numerically find the eigenvalue from the linear system of the FHN system in a polar coordinate system as discussed in Chapter 3. We investigate how dynamical spiral waves behave in a bounded domain for specific parameters $\epsilon$ and $\beta$ as elaborated in Chapter 3. In Chapter 4, we investigate control of spiral wave tip for the whole $(\epsilon, \beta)$-parameter space. The localisation of the solutions of the adjoint linear system suggest that the proportional feedback control can be numerically localised and we calculate the time average of this response function in Chapter 5. We can use this localised support to successfully control the drift of the spiral wave tip. We numerically show the spiral wave tip can be controlled using large enough radius of the support
perturbation function such that the function depends on the radius $R$ as given in more detail in Chapter 5. Corresponding to the fixed-localised control action at centre ( $x_{c}, y_{c}$ ) of the spiral core, numerically we also study dynamical spiral wave solution for different values of radius by implementing Lyapunov exponent in Chapter 5. We also discuss the main contributions in my thesis. These can be summarised as follows:

- We verify numerically that the spiral wave can be stabilised using a large enough radius of support control action.
- We find that the size of the spatial localisation of the support control functions using response function of the adjoint linear problem.
- We find that they are comparable.

Finally, we finish with a discussion of results, further work and open questions in Chapter 6.

## The FitzHugh-Nagumo System and Spiral Waves

This chapter reviews some properties of the FHN equation and explains the main concepts of spiral wave dynamics. First, spiral waves are presented including their characteristics and most significant features. We explain how to find the initial condition for the FHN system that gives a spiral wave and also demonstrate how to find the tip trajectory of the spiral wave numerically. In this chapter, and throughout the thesis, we shall be conducting the numerical simulations of the FHN system using numerical methods written in MATLAB.

### 2.1 The FitzHugh-Nagumo Model on the Plane

This section gives some background to the FHN model and spiral wave solutions in two dimensions. We use Neumann boundary condition, which means that there is no flux of system components at the boundaries.

Our mathematical model for the reaction-diffusion system (1.1) is the FHN RD equation. According to [94], the FHN model is a partial differential equation with two
components $(u, v)$ formulated as follows on the plane $(x, y) \in \mathbb{R}^{2}, t \in \mathbb{R}$ :

$$
\begin{align*}
& u_{t}=\mathrm{g}(u, v)+\nabla^{2} u,  \tag{2.1a}\\
& v_{t}=\mathrm{h}(u, v), \tag{2.1b}
\end{align*}
$$

where

$$
\begin{align*}
& \mathrm{g}(u, v)=\frac{1}{\epsilon}\left(u-\frac{u^{3}}{3}-v\right), \\
& \mathrm{h}(u, v)=\epsilon(u-\alpha v+\beta), \quad u=u(x, y, t), v=v(x, y, t), \tag{2.2a}
\end{align*}
$$

and there are parameters

$$
\begin{equation*}
0<\alpha<1, \quad \beta>0, \quad \epsilon>0 . \tag{2.3}
\end{equation*}
$$

We consider these equations (2.1b) and (2.2a) defined on a square domain

$$
\begin{equation*}
(x, y) \in[0, L]^{2}, \quad L \in \mathbb{R}^{+}, \tag{2.4}
\end{equation*}
$$

with appropriate initial and boundary conditions. In Section 2.2, we discuss the numerical scheme for the system (2.1) in order to understand the system behaviour of the solutions in two dimensions depending on the parameters with numerical methods and the bifurcation theory.

### 2.2 Numerical Solutions of the FitzHugh-Nagumo Model

Analytical solutions of a system are not always possible and we observe that no analytical spiral wave solutions for the FHN model have been found explicitly. Before we talk about numerical solutions, we discuss homogeneous solutions of the partial differential
equations (2.1) satisfy ordinary differential equations

$$
\begin{align*}
& \dot{u}=\frac{1}{\epsilon}\left(u-\frac{u^{3}}{3}-v\right)=g(u, v), \\
& \dot{v}=\epsilon(u-\alpha v+\beta)=h(u, v) . \tag{2.5}
\end{align*}
$$

For parameters $\epsilon=0.3, \alpha=0.5, \beta=0.75$, Figure 2.1 shows that the only real equilibrium solution of equations (2.5) is

$$
\left(u_{*}, v_{*}\right)=(-1.08,-0.6601),
$$

where

$$
g\left(u_{*}, v_{*}\right)=h\left(u_{*}, v_{*}\right)=0,
$$

so that we find that the global minimum and maximum points of function $g$ are at

$$
(u, v)=\left(-1,-\frac{2}{3}\right),\left(1, \frac{2}{3}\right),
$$

and we also observe that intersection points on the $v$ axis are at

$$
(-\sqrt{3}, 0),(\sqrt{3}, 0)
$$

By looking at the non-linear system (2.5), the linearised system of ordinary differential equations (2.5) near equilibrium point ( $u_{*}, v_{*}$ ) is found through the Jacobian matrix of system (2.5), that is,

$$
(u, v)=\left(u_{*}+\widehat{u}, v_{*}+\widehat{v}\right)
$$

and

$$
\left[\begin{array}{l}
\frac{\mathrm{d} \widehat{\imath}}{\mathrm{~d} t} \\
\frac{\mathrm{~d} \widehat{v}}{\mathrm{~d} t}
\end{array}\right]=\mathbf{J}\left(u_{*}, v_{*}\right)\left[\begin{array}{c}
\widehat{u} \\
\widehat{v}
\end{array}\right]+\mathscr{O}\left(|\widehat{u}|^{2},|\widehat{v}|^{2}\right),
$$



Figure 2.1: Diagram of nullclines for homogeneous FHN model is in the $(u, v)$ phase plane for $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$. The unique equilibrium point ( $u_{*}, v_{*}$ ) corresponds to the homogeneous solution of the ordinary differential equations (2.5). The point ( $-u_{*},-v_{*}$ ) will be used later in generating the initial condition for spiral waves. The null clines of reaction functions are obtained by Maple.
where

$$
\mathbf{J}\left(u_{*}, v_{*}\right)=\left[\begin{array}{cc}
\left.\frac{\partial g(u, v)}{\partial u}\right|_{(u, v)=\left(u_{*}, v_{*}\right)} & \left.\frac{\partial g(u, v)}{\partial v}\right|_{(u, v)=\left(u_{*}, v_{*}\right)}  \tag{2.6}\\
\left.\frac{\partial h(u, v)}{\partial u}\right|_{(u, v)=\left(u_{*}, v_{*}\right)} & \left.\frac{\partial h(u, v)}{\partial v}\right|_{(u, v)=\left(u_{*}, v_{*}\right)}
\end{array}\right]=\left[\begin{array}{cc}
\frac{1}{\epsilon}\left(1-u_{*}^{2}\right) & -\frac{1}{\epsilon} \\
\epsilon & -\epsilon \alpha
\end{array}\right],
$$

such that $\mathscr{O}\left(|\widehat{u}|^{2},|\widehat{v}|^{2}\right)$ is a truncation error. For the equilibrium point $\left(u_{*}, v_{*}\right)$, we have eigenvalues $\lambda_{1,2}$ of matrix (2.6) as follows:

$$
\left|\boldsymbol{J}\left(u_{*}, v_{*}\right)-\lambda I_{2}\right|=0 \Longrightarrow \lambda_{1,2}=-0.3523 \pm 0.9793 i
$$

where $I_{2}$ is the identity matrix of size $2 \times 2$ and $i$ is the unit imaginary number. We observe that eigenvalues $\lambda_{1,2}$ are complex numbers with negative real parts, so the equilibrium point ( $u_{*}, v_{*}$ ) is a stable focus and the spiral trajectories are approaching at the point ( $u_{*}, v_{*}$ ). We used a phase plane diagram (phase portrait) for equations (2.5) (these points are shown in Figure 2.1). Figure 2.1 shows the homogeneous steady state
at the intersection point $\left(u_{*}, v_{*}\right)$ between the zero curves of $h(u, v)$ and $g(u, v)$. We also observe that Figure 2.1 has a $u$-nullcline and the intersection point ( $u_{*}, v_{*}$ ) is on the inner branch of $u$ - nullcline, so the homogeneous equations (2.5) have steady state and unique attractor limit cycles. If the three parameters $\epsilon, \alpha$ and $\beta$ are taken as

$$
\epsilon=0.03, \quad \alpha=0.5, \quad \beta=1.2,
$$

then the equilibrium point $\left(u_{\bullet}, v_{\bullet}\right)$ of the homogeneous equation is

$$
\left(u_{\bullet}, v_{\bullet}\right)=(-1.4284,-0.4569),
$$

and eigenvalues $\mu$ of matrix $\mathbf{J}$ are

$$
\mu_{1}=-34.6528, \mu_{2}=-0.0439 .
$$

Therefore, we observe that we can have a stable node of homogeneous equation (2.5). The FHN system can be solved numerically, so we can generate an initial condition in terms of components $u$ and $v$ for the homogeneous equation in 2D (the initial condition will be discussed more detail in Section 2.3).

We now explain how we solve the FHN RD equation numerically. We consider the FHN system (2.1b) with (2.2), (2.3), (2.4), initial condition

$$
\begin{equation*}
u(x, y, 0)=u_{0}(x, y), \quad v(x, y, 0)=v_{0}(x, y), \tag{2.7}
\end{equation*}
$$

and the following (Neumann) boundary condition

$$
\begin{array}{ll}
\frac{\partial u(0, y, t)}{\partial x}=0, & \frac{\partial u(L, y, t)}{\partial x}=0, \\
\frac{\partial u(x, 0, t)}{\partial y}=0, & \frac{\partial u(x, L, t)}{\partial y}=0 . \tag{2.8}
\end{array}
$$

We use the semi-implicit scheme to find approximate solutions of the FHN system (2.1b) such that

$$
u_{j, k}^{m}=u\left(x_{j}, y_{k}, t_{m}\right), \quad v_{j, k}^{m}=v\left(x_{j}, y_{k}, t_{m}\right), \quad j, k=0,1, \ldots, n, \quad m=0,1, \ldots, n_{1}, \quad n, n_{1} \in \mathbb{N},
$$

for space and time steps $\Delta x, \Delta y, \Delta t$ in $x, y$ and $t$ directions. Numerically, space step $\Delta x$ on the $x$ axis, space step $\Delta y$ on the $y$ axis and time step $\Delta t$ are defined as follows

$$
x_{j}=j \Delta x, \quad y_{k}=k \Delta y, \quad t_{m}=m \Delta t, \quad \Delta x=\frac{L}{n}, \quad \Delta y=\frac{L}{n}, \quad \Delta t=\frac{\tau}{n_{1}},
$$

where

$$
t \in[0, \tau], \quad \tau \in \mathbb{R}^{+}
$$

In 1969, Robert introduced use of the semi-implicit time stepping method [48]. Thus, the system (2.1) is numerically solved by Forward and Backward Euler methods (FEM and BEM) and Central Finite Difference Method (FDM) (this numerical method is explained in Appendix $B$ ) given as follows [8]:

$$
\frac{\partial u\left(x_{j}, y_{k}, t_{m}\right)}{\partial t}=\frac{u_{j, k}^{m+1}-u_{j, k}^{m}}{\Delta t}+\mathscr{O}(\Delta t),
$$

and

$$
\begin{aligned}
& \frac{\partial^{2} u\left(x_{j}, y_{k}, t_{m+1}\right)}{\partial x^{2}}=\frac{u_{j+1, k}^{m+1}-2 u_{j, k}^{m+1}+u_{j-1, k}^{m+1}}{(\Delta x)^{2}}+\mathscr{O}\left((\Delta x)^{2}\right), \\
& \frac{\partial^{2} u\left(x_{j}, y_{k}, t_{m+1}\right)}{\partial y^{2}}=\frac{u_{j, k+1}^{m+1}-2 u_{j, k}^{m+1}+u_{j, k-1}^{m+1}}{(\Delta y)^{2}}+\mathscr{O}\left((\Delta y)^{2}\right),
\end{aligned}
$$

such that $\mathscr{O}(\Delta t), \mathscr{O}\left((\Delta x)^{2}\right)$ and $\mathscr{O}\left((\Delta y)^{2}\right)$ are truncation errors. Using the semi-implicit (Crank-Nicholson) scheme involves the fully implicit method related to the diffusion term of equation (2.1a), whereas the fully explicit method is used with the reaction function of equation (2.1), that is

$$
\begin{equation*}
u_{j, k}^{m+1} \approx \frac{\Delta t}{\epsilon}\left(u_{j, k}^{m}-\frac{\left(u_{j, k}^{m}\right)^{3}}{3}-v_{j, k}^{m}\right)+\Delta t \frac{u_{j+1, k}^{m+1}-2 u_{j, k}^{m+1}+u_{j-1, k}^{m+1}}{(\Delta x)^{2}}+\Delta t \frac{u_{j, k+1}^{m+1}-2 u_{j, k}^{m+1}+u_{j, k-1}^{m+1}}{(\Delta y)^{2}}+u_{j, k}^{m} . \tag{2.9}
\end{equation*}
$$

For (2.1b), there is no diffusion and so we use a fully explicit scheme, that is

$$
\begin{equation*}
v_{j, k}^{m+1} \approx \Delta t \epsilon\left(u_{j, k}^{m}-\alpha v_{j, k}^{m}+\beta\right)+v_{j, k}^{m} . \tag{2.10}
\end{equation*}
$$

The algorithm of the numerical solvers for the FHN system is explained in appendix $B$.
Note that we can also estimate the approximate solution of FHN system using the fully explicit method instead of the semi implicit method. The problem with the fully explicit method is that the numerical solution is obtained more slowly using Matlab compared with the semi implicit method, which can be found relatively quickly. However, we observe that the numerical solver $u_{j, k}^{m}$ corresponding with $u$ component needs to be evaluated for each grid points $j$ and $k$. Regarding the $x$ axis, we observe that the numerical solver $u_{j, k}^{m}$ is not defined for $j-1$ and $j+1$ if we have 0 and $n$. So, using Neumann boundary condition (2.8), in terms of the $x$ axis, we find

$$
j=0 \Longrightarrow u_{1, k}^{m}=u_{-1, k}^{m}, \quad j=n \Longrightarrow u_{n+1, k}^{m}=u_{n-1, k}^{m} .
$$

According to the $y$ axis, we observe that

$$
k=0 \Longrightarrow u_{j, 1}^{m}=u_{j,-1}^{m}, \quad k=n \Longrightarrow u_{j, n+1}^{m}=u_{j, n-1}^{m} .
$$

We use the initial condition (2.7) as follows

$$
u_{j, k}^{0}=u_{0}(j \Delta x, k \Delta y), \quad v_{j, k}^{0}=v_{0}(j \Delta x, k \Delta y) .
$$

Following the above, we now need to carefully determine the time step $\Delta t$ and the space step $\Delta x$, such that $\Delta t$ and $\Delta x$ are small enough numbers so that the approximate solutions are accurate. Note that we have to be careful when choosing the optimal time step $\Delta t$ and space step $\Delta x$ in order for the numerical solutions of system (2.1) to be stable. Since the numerical method is semi implicit, the stability condition of the FHN system in 2D can not be derived using Von Neumann stability analysis [18] unlike with the fully explicit method. By numerical observation, we assume that the time step $\Delta t$ and space steps $\Delta x=\Delta y$ are equal to 0.1 and 0.3 respectively for the numerical solver because the numerical solution of the FHN system is stable.

### 2.3 Simulation of Spiral Waves

The numerical schemes are important to investigate the initiation problem if there are no analytical solutions. Therefore, we now need to discuss how to generate the initial condition of spiral waves for system (2.1) using Barkley's method [4]. As in Figure 2.1, we have a steady state point ( $u_{*}, v_{*}$ ) for homogeneous equations (2.5). We consider the initial conditions $u_{0}(x, y)$ and $v_{0}(x, y)$ of system (2.1) posed as follows

$$
\begin{align*}
& u_{0}(x, y)= \begin{cases}u_{*} & \text { if } y \geq \frac{L}{2} \\
-u_{*} & \text { if } y<\frac{L}{2}\end{cases} \\
& v_{0}(x, y)= \begin{cases}v_{*} & \text { if } x \geq \frac{L}{2} \\
-v_{*} & \text { if } x<\frac{L}{2}\end{cases} \tag{2.11}
\end{align*}
$$

on the region $(x, y) \in[0, L]^{2}$. Note that $u_{0}(x, y)$ is at the homogeneous steady state only in the subregion $(x, y) \in\left[0, \frac{L}{2}\right] \times[0, L]$. As observed by Barkley [4], with such an initial condition solutions rapidly evolves into a spiral wave as shown in Figure 2.2. Barkley's method can be used to generate the initial condition of spiral waves that are approximate solutions for the FHN model such that the spiral wave solutions rotate counterclockwise. In the FHN system, only initial value problems (forwards time) can be solved because of the diffusion terms. Using the initial condition at the final moment of time, as shown in Figure 2.2, a numerical solution of the FHN system is shown in Figure 2.3 such that Winfree chooses $\alpha=0.5$ [92]. The most basic type of spiral wave motion is called a rigid rotation, as shown in Figure 2.3. The shape remains constant while it rotates rigidly around the centre point of rotation, as its name suggests. One of the characteristics of the spiral wave with a rigid rotation is that it has a constant core radius. This means that the spiral wave rotates around the spiral core with constant radius and angular velocity if we increase time. According to Figure 2.3, we need to remove the initial transient in order for the spiral wave to have a periodic orbit, otherwise the tip trajectory of the spiral wave will not be in a circular orbit [75]. As discussed in [75], the spiral tip for the rigid


Figure 2.2: Evolution of the initial condition (2.11) showing generation of spiral waves using Barkley's initial condition [4]. The three diagrams in the first row indicate the component $u$ while the three diagrams in the second row indicate the component $v$ at times $t=0, t=2$ and $t=26$. The time step $\Delta t$ and space steps $\Delta x=\Delta y$ are 0.1 and 0.3 respectively. The parameters $\epsilon, \beta$ and $\alpha$ of the FHN model are $0.3,0.75$ and 0.5 respectively.
rotation is attracted to a circular orbit and has a reference point (centre point). If we decrease the parameter $\epsilon$ and also increase the parameter $\beta$ as follows:

$$
\epsilon=0.2, \quad \beta=0.85,
$$

then the numerical solution of the FHN system shows a spiral tip meander, as in Figure 2.4. The meander is a more complicated type of motion insofar as the tip path of the spiral wave consists of many small loops, so the pattern of the spiral wave location looks like a flower-orbit with loops as shown in Figure 2.4. In other words, there are two types of spiral waves for the meander, one of them is called outward meander and the other type is called the inward meander. These types are named depending on the shape of their tip path motion [74]. In our case Figure 2.4, the spiral tip meander is an outward
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Figure 2.3: Numerical solution of the FHN system for $u$ component with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$ showing a rigid rotation such that the numerical simulation is found by the semi implicit method. Moreover, the initial condition is the spiral wave from Figure 2.2. The time step $\Delta t$ is 0.1 . Moreover, the space steps $\Delta x$ and $\Delta y$ are 0.3 .


Figure 2.4: Numerical solution of the FHN for $u$ component with parameters $\alpha=0.5$ , $\beta=0.85$ and $\epsilon=0.2$ using the semi implicit method from Appendix $B$. Moreover, the initial condition is the spiral wave from Figure 2.2, while the spiral tip meander is a loop. The pattern is not a rigid rotation limit but shows a meandering spiral tip. The time step $\Delta t$ is 0.1 while space steps $\Delta x$ and $\Delta y$ are 0.3 for the space scale 40.
meander. As shown in Figure 2.4, we need to eliminate the initial transient in order to obtain a meander, otherwise the shape of meander will not be a flower-orbit with loops. Therefore, we can observe that the behaviour of the spiral wave tip for the meander is a quasi-periodic movement instead of a periodic orbit as in the rigid rotation [74, 75]. In a meander regime, if we change the parameters $\epsilon$ and $\beta$ of FHN to be:

$$
\beta=0.77, \epsilon=0.15,
$$

then the tip trajectory of the spiral wave will become triangle-shaped, as shown in Figure 2.5. For parameters $\epsilon$ and $\beta$ given by:


Figure 2.5: A snapshot of the tip path of the spiral wave behaviour for component $u$ with parameters $\epsilon=0.15$ and $\beta=0.77$ and time step $\Delta t=0.1$ and space steps $\Delta y=\Delta x=0.30$ for the space scale 40 . The numerical simulation is found by the semi implicit method. This shows an example of a triangle-shaped meander.

$$
\beta=1.2, \epsilon=0.02
$$

then we find that the motion of the spiral wave is a hypermeander, as shown in Figure 2.6. As shown in Figure 2.6, the tip of the spiral wave has a hypermeander motion [92] if


Figure 2.6: The numerical solution $u$ of the non-linear system for the FHN model with parameters $\alpha=0.5, \beta=1.2$ and $\epsilon=0.02$ such that the numerical solution is found using the semi implicit method. Moreover, the initial condition is a spiral wave. The time step $\Delta t$ is equal to 0.005 and space steps $\Delta x$ on the $x$ axis $[0,420]$ and $\Delta y$ on the $y$ axis [0,420] are $\frac{1}{5.5}=0.1818$. This shows an example of hypermeander.
it has at least three irregular frequencies compared with the meander of the spiral wave that moves regularly.


Figure 2.7: A snapshot of a spiral wave for FHN (equation (2.1)) indicates component $u$ where $\epsilon=0.3$ and $\beta=0.75$. Details of the numerical method are given in Sections $2.2-2.4$. The front and back of the spiral wave are shown, along with the thickness and the wavelength of the front. The path of the spiral tip (where the front and back meet) is shown in white. The spiral wave tip is called a core while the red point is the centre of the core.

### 2.4 Trajectory of the Spiral Wave Tip

The trajectory of the spiral wave tip can be used to understand many properties of the behaviour of spiral waves for the FHN model. Using the initial condition shown in Figure 2.2, spiral waves, which depend on parameters $\epsilon$ and $\beta$, are shown in Figure 2.7. Spiral waves in a FHN model consist of a wavefront and a waveback that meet at a spiral tip, so we consider the isolines of the numerical spiral wave solutions of FHN system for two components $u$ and $v$, as shown in Figure 2.8. The intersection of two isolines can be used to characterise a spiral tip ( $x_{\text {tip }}, y_{\text {tip }}$ ) [97]. More precisely, given values

$$
u_{i s o}, v_{i s o} \in \mathbb{R},
$$

we define the isolines for the $u$ and $v$ components

$$
\begin{aligned}
U & =\left\{(x, y) \mid u(x, y, t)=u_{\text {iso }}, x, y \in \mathbb{R}, t \geq 0\right\}, \\
V & =\left\{(x, y) \mid v(x, y, t)=v_{\text {iso }}, x, y \in \mathbb{R}, t \geq 0\right\},
\end{aligned}
$$

and the intersection point $\left(x_{t i p}, y_{t i p}\right)$, that is,

$$
\begin{equation*}
\left(x_{t i p}, y_{t i p}\right)=U \cap V . \tag{2.12}
\end{equation*}
$$



Figure 2.8: Typical isolines for $u$ (solid) and $v$ (dash) for the spiral wave pattern shown in Figure 2.2 at time moment $t=26$. The location will vary depending on the value of $u$ and $v$ for the isoline, which shows the isolines for $u=0$ and $v=0$. The spiral tip ( $x_{t i p}, y_{t i p}$ ) is at the intersection of these isolines.

As shown in [24], a good level of isoline for components $u$ and $v$ is zero [24], that is,

$$
\begin{equation*}
u_{i s o}=v_{i s o}=0 . \tag{2.13}
\end{equation*}
$$

An example of isolines of $u_{\text {iso }}=v_{\text {iso }}=0$ for spiral wave solutions is shown in Figure 2.8. Numerically, we find the intersection ( $x_{t i p}, y_{t i p}$ ) between these isolines and note that the location depends on chosen values of $u_{\text {iso }}$ and $v_{\text {iso }}$ [25]. By looking at sets $U$ and $V$, if the numerical approximations for $u$ and $v$ is defined as follows

$$
\begin{aligned}
& \widehat{u}(x, y) \approx u\left(x, y, t_{1}\right), \\
& \widehat{v}(x, y) \approx v\left(x, y, t_{1}\right), \quad(x, y) \in[0, L]^{2}
\end{aligned}
$$

where time $t_{1}$ is fixed so that

$$
\begin{align*}
& \widehat{u}\left(x_{j}, y_{k}\right)=\widehat{u}(j \Delta x, k \Delta y), \\
& \widehat{v}\left(x_{j}, y_{k}\right)=\widehat{v}(j \Delta x, k \Delta y), \tag{2.14}
\end{align*}
$$

then, we find the approximation of the $u$ - isoline such that $\left(\widehat{x}_{l}, \widehat{y}_{l}\right) \in U$ and $l \in \mathbb{N}$. For each point ( $\widehat{x}_{l}, \widehat{y}_{l}$ ) the chosen values $(j, k)$ are as follows:

$$
\left(\widehat{x}_{l}, \widehat{y}_{l}\right) \in\left[x_{j}, x_{j+1}\right] \times\left[y_{k}, y_{k+1}\right] .
$$

Then, we use a bilinear interpolation (3.66) [54] of value $\widehat{v}_{l}\left(\widehat{x}_{l}, \widehat{y}_{l}\right)$, that is,

$$
\begin{equation*}
\widehat{\hat{v}}_{l}\left(\widehat{x}_{l}, \hat{y}_{l}\right)=r_{1}+e_{1} \widehat{x}_{l}+f_{1} \widehat{y}_{l}+g_{1} \widehat{x}_{l} \hat{y}_{l}=\widehat{v}_{l}\left(\widehat{x}_{l}, \widehat{y}_{l}\right), \quad r_{1}, e_{1}, f_{1}, g_{1} \in \mathbb{R}, \tag{2.15}
\end{equation*}
$$

such that $\widehat{\hat{v}}_{l}>0$ and $\widehat{\hat{v}}_{l+1}<0$ or $\widehat{\hat{v}}_{l}>0$ and $\widehat{\hat{v}}_{l+1}<0$. By using the linear equation (2.16)

$$
\begin{equation*}
v=m x+c, \quad m, c \in \mathbb{R}, \tag{2.16}
\end{equation*}
$$

we can find $x_{t i p}$ through some procedures, that is,

$$
c=v_{l}-\left(\frac{v_{l}-v_{l+1}}{\widehat{x}_{l}-\widehat{x}_{l+1}}\right) \widehat{x}_{l}, \quad v_{l}>v_{l+1}, v_{l}>0, v_{l+1}<0,
$$

such that slope $m$ is as follows

$$
m=\frac{v_{l}-v_{l+1}}{\widehat{x}_{l}-\widehat{x}_{l+1}} .
$$

Since the isoline for the $v$ component is zero, we find that

$$
0=\left(\frac{v_{l}-v_{l+1}}{\widehat{x}_{l}-\widehat{x}_{l+1}}\right) \widehat{x}_{t i p}+v_{l}-\left(\frac{v_{l}-v_{l+1}}{\widehat{x}_{l}-\widehat{x}_{l+1}}\right) \widehat{x}_{l} \Longrightarrow x_{t i p}=-v_{l}\left(\frac{\widehat{x}_{l}-\widehat{x}_{l+1}}{v_{l}-v_{l+1}}\right)+\widehat{x}_{l},
$$

where

$$
x_{t i p} \in\left[\widehat{x}_{l}, \widehat{x}_{l+1}\right] .
$$

Similarly, let us calculate $y_{t i p}$. We find

$$
c=v_{l}-\left(\frac{v_{l}-v_{l+1}}{\widehat{y}_{l}-\widehat{y}_{l+1}}\right) \widehat{y}_{l}, \quad v_{l}>v_{l+1}, v_{l}>0, v_{l+1}<0,
$$

such that

$$
m=\frac{v_{l}-v_{l+1}}{\hat{y}_{l}-\widehat{y}_{l+1}} .
$$



Figure 2.9: The tip location is calculated numerically for parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$ in different space steps such that the time step $\Delta t$ is equal to 0.1 . The size of the bounded domain of the spiral wave in the ( $x, y$ )-plane is $[0,40]^{2}$.

Since the isoline for the $v$ component is zero, we find that

$$
0=\left(\frac{v_{l}-v_{l+1}}{\widehat{y}_{l}-\widehat{y}_{l+1}}\right) y_{t i p}+v_{l}-\left(\frac{v_{l}-v_{l+1}}{\widehat{y}_{l+1}-\widehat{y}_{l}}\right) \widehat{y}_{l} \Longrightarrow y_{t i p}=-v_{l}\left(\frac{\widehat{y}_{l}-\widehat{y}_{l+1}}{v_{l}-v_{l+1}}\right)+\widehat{y}_{l},
$$

where

$$
y_{t i p} \in\left[y_{l}, y_{l+1}\right] .
$$

We investigate the error in measuring the tip location ( $x_{t i p}, y_{t i p}$ ) using the two norm. We observe that a reasonable value of the space step $\Delta x$ for the semi implicit method is 0.1667 because by numerical observation we have a stable spiral wave solution and also because the simulation using Matlab can be obtained quickly. Therefore, let us assume that we have the optimal numerical tip trajectory for $\Delta x=0.1667$. If we have two other values of the space step $\Delta x$, then the diagram of the tip location is shown in Figure (2.9). This means that if we decrease the space step as much as possible, then the tip trajectory of the spiral wave is more accurate.

Winfree discussed the motion of spiral waves depending on the parameters $\beta$ and $\epsilon$ as shown in Figure 2.10 [92]. The left picture is plotted through studying the signed curvature of the spiral wave tip (plot Winfree's diagram is explained in appendix $A$ ). This is because the Matlab code can distinguish between the three main types of motion


Figure 2.10: The picture (a) shows the filled blue points indicate the rigid region. The filled red points indicate the meander region such that the spatial domain is $[0,150]^{2}$. The open black points indicate the spiral wave solution has collided with the boundary domain and disappeared. The filled black points indicate the unstable spiral wave solution which undergoes an alternans instability and breaks up into multiple spiral segments. The picture (b), taken from [92], shows how $\epsilon, \beta$ and $\alpha=0.5$ change the spiral wave behaviour. $\partial P$ is the boundary of permitted propagatation (propagation boundary). $\partial R$ is the rotor boundary (see Figure 2.7). $\partial M$ is the boundary of the meander. $\partial C$ is the hypermeander boundary. The small diagrams show examples of trajectories of the wavetip of spiral waves that exist above the rotor boundary $\partial R$. The circular loop of the wavetip of the spiral wave gets larger upon approaching the boundary $\partial R$ [96], [36].
of spiral waves to generate the plot, Winfree's diagram. However, we now need to study the spiral wave tip with different domain sizes using the Figure 2.10. Firstly, if the total length of $x$ and $y$ is equal to 100 , then the spiral wave behaviour is as illustrated by Figure 2.11. Finally, if the total length of $x$ and $y$ axises is equal to 50 , then the wavetip can be described by Figure 2.11. If we consider a small region of Winfree's diagram for specific parameters $\epsilon$ and $\beta$ as follows:

$$
\epsilon \in\{0.17,0.173, \ldots, 0.227,0.23\}, \quad \beta \in\{0.8,0.815, \ldots, 1.085,1.1\},
$$

then the behaviour of the spiral wave for Winfree's diagram is demonstrated by Figure 2.12.

## Bifurcation diagram of $\epsilon$ and $\beta$
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(a)

Bifurcation diagram of $\epsilon$ and $\beta$

(b)

Figure 2.11: The diagram (a) shows how $\epsilon, \beta$ and $\alpha=0.5$ change the spiral wave behaviour such that the total length of $x$ and $y$ axes is equal to 100 , while the diagram (b) explains the spiral wave tip for domain $[0,50]^{2}$. All diagrams explain that the filled blue points indicate the rigid region whereas the filled red points indicate a meander region. The open and filled black points indicate no spiral waves such that the open black points indicate the spiral wave solution has collided with the boundary domain and disappeared. Furthermore, the filled black points indicate the unstable spiral wave solution.

(a)
Bifurcation diagram of $\epsilon$ and $\beta$
(b)

Figure 2.12: The diagram (a) shows how $\epsilon, \beta$ and $\alpha=0.5$ change the spiral wave behaviour such that the total length of $x$ and $y$ axes is equal to 150 compared with the diagram (b) which explains the spiral wave tip in the small region. All diagrams explain that the filled blue points indicate the rigid region whereas the filled red points indicate a meander region. The open and filled black points indicate no spiral wave such that the open black points indicate the spiral wave solution has collided with the boundary domain and disappeared. Furthermore, the filled black points indicate the unstable spiral wave solution.

## Stability of the Spiral Wave, Symmetries and

## Response Functions

In order to investigate and understand the stability of spiral wave solutions for the FHN system, we need to linearize the model about the solution. Based on the linearization, we discuss the response functions (eigenvectors of the adjoint linear system) as these tell us how the system responds to perturbation. In this chapter, we discuss how to numerically solve the linear and adjoint linear systems in Cartesian coordinates. We also analyse how to formulate the FHN model in a corotating frame of reference and polar coordinates.

### 3.1 Numerical Solutions of the Linearised FitzHugh-Nagumo System and Response

## Functions

As we know, the purpose of linearising the FHN system is that we seek to study the stability and instability of the spiral wave numerical solution through finding the eigen-
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 FUNCTIONSvalues of the linear system [15, 68, 73]. Moreover, we can compute the dual basis of the left eigenfunctions, as it is discussed in Section 1.5. Nonetheless, we now need to linearise the FHN system following a number of processes. First, the FHN system can be formulated as follows:

$$
\begin{equation*}
\mathbf{u}_{t}=\mathbf{D}\left(\mathbf{u}_{x x}+\mathbf{u}_{y y}\right)+\mathbf{f}(\mathbf{u}), \tag{3.1}
\end{equation*}
$$

where

$$
\mathbf{u}_{t}=\left[\begin{array}{c}
u_{t} \\
v_{t}
\end{array}\right], \mathbf{D}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \mathbf{u}_{x x}=\left[\begin{array}{c}
u_{x x} \\
v_{x x}
\end{array}\right], \mathbf{u}_{y y}=\left[\begin{array}{l}
u_{y y} \\
v_{y y}
\end{array}\right], \mathbf{f}(\mathbf{u})=\left[\begin{array}{l}
g \\
h
\end{array}\right] .
$$

Now, the equation (3.1) can be linearised through using the equation (3.2)

$$
\begin{equation*}
\mathbf{u}=\mathbf{q}+\mathbf{v}, \tag{3.2}
\end{equation*}
$$

where

$$
\mathbf{q}=\mathbf{q}(x, y, t), \mathbf{v}=\mathbf{v}(x, y, t), 0<x<L, 0<y<L, L \in \mathbb{R}^{+},
$$

and

$$
\mathbf{q}(x, y, t)=\left[\begin{array}{l}
a(x, y, t) \\
b(x, y, t)
\end{array}\right], \mathbf{v}(x, y, t)=\left[\begin{array}{l}
c(x, y, t) \\
d(x, y, t)
\end{array}\right] .
$$

We can also assume that $\mathbf{q}$ is a solution of the nonlinear system (3.1), whereas $\mathbf{v}$ is the linear part of the equation (3.2). Therefore, if we differentiate the equation (3.2) with respect to the variable $t$, then we find that

$$
\mathbf{u}_{t}=\mathbf{q}_{t}+\mathbf{v}_{t} .
$$

If we also differentiate the equation (3.2) with respect to variables $x$ and $y$ twice, then we find that

$$
\begin{aligned}
& \mathbf{u}_{x x}=\mathbf{q}_{x x}+\mathbf{v}_{x x} \\
& \mathbf{u}_{y y}=\mathbf{q}_{y y}+\mathbf{v}_{y y} .
\end{aligned}
$$

According to $\mathbf{f}(\mathbf{u})$, by using Taylor series expansion, we find that the function $\mathbf{f}(\mathbf{u})$ of the equation (3.1) is expressed as follows

$$
\begin{aligned}
\mathbf{f}(\mathbf{q}+\mathbf{v}) & =\mathbf{f}(\mathbf{q})+\frac{\partial \mathbf{f}(\mathbf{q})}{\partial \mathbf{q}} \mathbf{v}+\mathscr{O}\left(|\mathbf{v}|^{2}\right) \\
& =\mathbf{f}(\mathbf{q})+\left.\frac{\partial \mathbf{f}(\mathbf{u})}{\partial \mathbf{u}}\right|_{\mathbf{u}=\mathbf{q}} \mathbf{v}+\mathscr{O}\left(|\mathbf{v}|^{2}\right) \\
& \approx \mathbf{f}(\mathbf{q})+\left.\frac{\partial \mathbf{f}(\mathbf{u})}{\partial \mathbf{u}}\right|_{\mathbf{u}=\mathbf{q}} \mathbf{v} \\
& =\mathbf{f}(\mathbf{q})+\mathbf{F}(\mathbf{q}) \mathbf{v}
\end{aligned}
$$

where

$$
\mathbf{F}(\mathbf{q})=\left.\frac{\partial \mathbf{f}(\mathbf{u})}{\partial \mathbf{u}}\right|_{\mathbf{u}=\mathbf{q}}
$$

Therefore, we can write the equation (3.1) as follows

$$
\begin{equation*}
\mathbf{q}_{t}+\mathbf{v}_{t} \approx \mathbf{D}\left(\mathbf{q}_{x x}+\mathbf{v}_{x x}+\mathbf{q}_{y y}+\mathbf{v}_{y y}\right)+\mathbf{f}(\mathbf{q})+\mathbf{F}(\mathbf{q}) \mathbf{v} \tag{3.3}
\end{equation*}
$$

We can now split the equation (3.3) into two equations one of which relates to a nonlinear system and the other to a linear model, that is

$$
\begin{align*}
& \mathbf{q}_{t}=\mathbf{D}\left(\mathbf{q}_{x x}+\mathbf{q}_{y y}\right)+\mathbf{f}(\mathbf{q})  \tag{3.4}\\
& \mathbf{v}_{t}=\mathbf{D}\left(\mathbf{v}_{x x}+\mathbf{v}_{y y}\right)+\mathbf{F}(\mathbf{q}) \mathbf{v} \tag{3.5}
\end{align*}
$$

We can observe that the partial differential equation (3.4) is a non-linear system because this equation is the same as the original system (3.1). With regard to the equation (3.5), we can see that it is a linear homogeneous equation of the non-linear system (3.1), with an independent time [8]. However, we note that the equation (3.4) can be posed as follows:

$$
\begin{aligned}
& a_{t}=a_{x x}+a_{y y}+g(a, b) \\
& b_{t}=h(a, b)
\end{aligned}
$$

We also note that the equation (3.5) can be formed as follows:

$$
\begin{align*}
& c_{t}=c_{x x}+c_{y y}+\left.\frac{\partial g(u, v)}{\partial u}\right|_{u=a} c+\left.\frac{\partial g(u, v)}{\partial v}\right|_{v=b} d \\
& d_{t}=\left.\frac{\partial h(u, v)}{\partial u}\right|_{u=a} c+\left.\frac{\partial h(u, v)}{\partial v}\right|_{v=b} d \tag{3.6}
\end{align*}
$$
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where

$$
\begin{aligned}
& \left.\frac{\partial g(u, v)}{\partial u}\right|_{u=c}=\left.\frac{\partial}{\partial u}\left(\frac{1}{\epsilon}\left(u-\frac{u^{3}}{3}-v\right)\right)\right|_{u=a}=\left.\frac{1}{\epsilon}\left(1-u^{2}\right)\right|_{u=a}=\frac{1}{\epsilon}\left(1-a^{2}\right)=\frac{1}{\epsilon}\left(1-u^{2}\right), \\
& \left.\frac{\partial g(u, v)}{\partial v}\right|_{v=b}=\left.\frac{\partial}{\partial v}\left(\frac{1}{\epsilon}\left(u-\frac{u^{3}}{3}-v\right)\right)\right|_{v=b}=\left.\frac{1}{\epsilon}(-1)\right|_{v=b}=-\frac{1}{\epsilon}, \\
& \left.\frac{\partial h(u, v)}{\partial u}\right|_{u=c}=\left.\frac{\partial}{\partial u}(\epsilon(u-\alpha v+\beta))\right|_{u=a}=\left.\epsilon(1)\right|_{u=a}=\epsilon, \\
& \left.\frac{\partial h(u, v)}{\partial v}\right|_{v=b}=\left.\frac{\partial}{\partial v}(\epsilon(u-\alpha v+\beta))\right|_{v=b}=\left.\epsilon(-\alpha)\right|_{v=b}=-\epsilon \alpha .
\end{aligned}
$$

The reason for switching between two variables $\mathbf{u}=\left[\begin{array}{l}u \\ v\end{array}\right]$ and $\mathbf{q}=\left[\begin{array}{l}a \\ b\end{array}\right]$ is that the equation (3.1) is same as the equation (3.4). Therefore, the linear system (3.6) can be written explicitly as follows:

$$
\begin{align*}
& c_{t}=c_{x x}+c_{y y}+\frac{1}{\epsilon}\left(1-u^{2}\right) c-\frac{1}{\epsilon} d, \\
& d_{t}=\epsilon c-\epsilon \alpha d, \tag{3.7}
\end{align*}
$$

where the variable $u$ is known that is calculated numerically in the FHN system.
By looking at the equation (3.5), we can simplify the following linear system in this way

$$
\begin{equation*}
\mathbf{v}_{t}=\mathscr{L} \mathbf{v} \tag{3.8}
\end{equation*}
$$

where

$$
\mathscr{L}=\mathbf{D} \nabla^{2}+\mathbf{F}(\mathbf{q}(x, y, t)),
$$

such that $\mathbf{q}(x, y, t)$ is the solution of the nonlinear system (3.4). We then observe that the linear operator $\mathscr{L}$ depends on time $t$, so by using numerical methods of finding eigenvalues, as discussed in Chapter 1, the linear system (3.8) is stable if the Floquet multipliers are in unit circle corresponding with [61]. Moreover, if the Floquet multipliers are outside of the unit circle, then the linear system (3.8) will be unstable.

Following the above linear approximation, we now need to show the numerical simulation of the equation (3.7) in different types of spiral wave motions including the rigid rotation and the meander. Each type of motion is related to the approximate solution of the FHN system in the
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same time periods. Let us begin with the rigid rotation. For system (3.7), we apply the Neumann boundary conditions and the initial condition of the partial differential equations (3.7) is the white noises that can be generated by choosing random numbers for each value of the numerical solutions of the linear system [8]. By using semi implicit method, we can formulate the equations (3.7) as follows:

$$
\begin{aligned}
& c_{j, k}^{m+1}=\Delta t \frac{c_{j+1, k}^{m+1}-2 c_{j, k}^{m+1}+c_{j-1, k}^{m+1}}{\Delta x^{2}}+\Delta t \frac{c_{j, k+1}^{m+1}-2 c_{j, k}^{m+1}+c_{j, k-1}^{m+1}}{\Delta y^{2}}+\frac{\Delta t}{\epsilon}\left(1-\left(u_{j, k}^{m}\right)^{2}\right) c_{j, k}^{m}-\frac{\Delta t}{\epsilon} d_{j, k}^{m}+c_{j, k}^{m}, \\
& d_{j, k}^{m+1}=\Delta t\left(\epsilon c_{j, k}^{m}-\epsilon \alpha d_{j, k}^{m}\right)+d_{j, k}^{m}, \quad j, k=0,1, \ldots, n, \quad m=0,1, \ldots, n_{1}, \quad n, n_{1} \in \mathbb{N},
\end{aligned}
$$

such that the fully implicit method is used for the diffusion part of the linear system, whereas the fully explicit method is applied for the reaction functions. The numerical solution of the linear system (3.7) can be obtained, as shown in Figure 3.1. If we use the parameters $\epsilon$ and $\beta$ related to


Figure 3.1: The numerical solution $c$ of the linear system for FHN model with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$ such that the numerical solution is found by semi implicit method. We choose a random initial condition at $\mathrm{t}=0$ such that $\Delta t=0.1$ and $\Delta x=\Delta y=$ 0.3 .
the Figure 2.4, then the numerical solution of the right linear problem (3.7) can be demonstrated, as shown in Figure (3.2)

We now compute the response functions (RFs) of the spiral wave solutions that are also called left eigenfunctions of the adjoint linear system. The aim of doing this is that if the FHN system is perturbed, then this perturbation part will impact the spatial position of the spiral waves for the rotation core centre and the frequency (drift) subject to the parameters $\varepsilon$ and $\beta$. Therefore, the eigenfunctions of the adjoint linear system is useful to describe the spiral waves's sensitivity
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Figure 3.2: Numerical solution $c$ of the linear system for the FHN model with parameters $\alpha=0.5, \beta=0.85$ and $\epsilon=0.2$ such that the approximate solution is found by semi implicit method. We choose a random initial condition at $\mathrm{t}=0$ such that $\Delta t=0.1$ and $\Delta x=\Delta y=0.3$.
with a small perturbation. Note that, if the RFs are converging to zero, then this means that the spiral waves solution will be insensitive [14]. Furthermore, we now need to find the adjoint linear system. To do this, let us suppose that we have a solution of adjoint linear system given as follows:

$$
\mathbf{w}=\mathbf{w}(x, y, t)=\left[\begin{array}{l}
k(x, y, t) \\
s(x, y, t)
\end{array}\right] .
$$

From Biktashev's study [8], using the linearised system (3.8) and using the definition of the adjoint linear operator, we can conclude that the (left) adjoint linear system of the equation (3.5) in 2D can be formulated as follows:

$$
\begin{equation*}
\partial_{t} \mathbf{w}=\mathscr{L}^{+} \mathbf{w} \tag{3.9}
\end{equation*}
$$

where

$$
\mathscr{L}^{+}:=\mathbf{D}^{\top} \nabla^{2}+\mathbf{F}^{\top}(\mathbf{q}),
$$

and the initial condition of the adjoint linear system (3.9) will be $\mathbf{w}(x, y, \tau)$, so the adjoint linear system (3.9) is posed as follows [8]:

$$
\begin{align*}
k_{t} & =k_{x x}+k_{y y}+\frac{1}{\epsilon}\left(1-\widetilde{u}^{2}\right) k+\epsilon s, \\
s_{t} & =-\frac{1}{\epsilon} k-\epsilon \alpha s, \tag{3.10}
\end{align*}
$$
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where

$$
k=k(x, y, t), s=s(x, y, t), 0<x<L, 0<y<L,
$$

and

$$
\begin{equation*}
\widetilde{u}=u(x, y, \tau-t), \quad t \in[0, \tau], \quad \tau \in \mathbb{R}^{+} . \tag{3.11}
\end{equation*}
$$

By looking at the formula (3.11), the time of the component $u$ in the system (3.10) should move backward, otherwise the dynamical numerical spiral wave solutions are unstable. The boundary condition of the system (3.10) is also Neumann and the initial condition of the partial differential equations (3.10) is random. By using the semi implicit method, the equations (3.10) can be solved numerically such that the fully implicit method is used for the diffusion part of the adjoint linear system, whereas the fully explicit method is applied for the reaction functions. Therefore, the numerical solution of the adjoint linear system (3.10) using in a Cartesian coordinate system that is related to the parameters $\epsilon$ and $\beta$ as written in Figure 2.3 is obtained, as shown in Figure 3.3. We observe that the resulting response function is close to zero except in some neighbourhood of


Figure 3.3: The numerical solution $k$ of the adjoint linear system for FHN model with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$. The numerical solution is found by the semi implicit method integrating back from the final condition. We choose a random initial condition at $\mathrm{t}=35$ such that $\Delta t=0.1$ and $\Delta x=\Delta y=0.3$.
the spiral tip. According to parameters $\varepsilon$ and $\beta$ in Figure 2.4, the numerical solution of the left linear system is obtained, as shown in Figure 3.4.

In the next section, we discuss a rigid rotating spiral wave can be transformed from a periodic orbit into a steady solution by looking in a comoving reference frame. Hence, the FHN system will be formulated in the reference frame moving with an angular velocity of the spiral wave.
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Figure 3.4: The numerical solution $k$ of the adjoint linear system for FHN model with parameters $\alpha=0.5, \beta=0.85$ and $\epsilon=0.2$ such that the numerical stimulation is found by semi implicit method integrating back from the final condition. We choose a random initial condition at $\mathrm{t}=85$ such that $\Delta t=0.1$ and $\Delta x=\Delta y=0.3$.

### 3.2 Symmetries and Drift of the Spiral Waves

We transform the FHN system into a rotating frame of reference with constant angular velocity such that the spiral wave solution rotates around a point in the plane. In this comoving frame of reference, the rigid rotating spiral wave solution of the FHN system becomes stationary. The problem is that we need to compute the speed of the spiral wave numerically. Let us assume that the spiral rotates around the origin and rewrite the FHN system in an infinite plane using $(r, \theta)$ polar coordinates with origin at the centre of the spiral core by writing (3.12) [16]

$$
\begin{equation*}
\mathbf{u}(x, y, t)=\breve{\mathbf{u}}(r, \theta, t), \tag{3.12}
\end{equation*}
$$

where

$$
\begin{align*}
& x=x(r, \theta)=r \cos (\theta),  \tag{3.13a}\\
& y=y(r, \theta)=r \sin (\theta), \tag{3.13b}
\end{align*}
$$

Using the standard method, the system (1.1) in polar coordinates becomes:

$$
\begin{align*}
\breve{\mathbf{u}}_{t} & =\mathbf{D}\left(\breve{\mathbf{u}}_{r r}+\frac{1}{r^{2}} \breve{\mathbf{u}}_{\theta \theta}+\frac{1}{r} \breve{\mathbf{u}}_{r}\right)+\mathbf{f}\left(\breve{\mathbf{u}}^{\prime}\right) \\
& =\mathbf{D} \nabla^{2} \breve{\mathbf{u}}+\mathbf{f}(\breve{\mathbf{u}}), \tag{3.14}
\end{align*}
$$

where

$$
\breve{\mathbf{u}}=\left[\begin{array}{c}
\breve{u}(r, \theta, t) \\
\breve{v}(r, \theta, t)
\end{array}\right], \quad \mathbf{f}(\breve{\mathbf{u}})=\left[\begin{array}{c}
g(\breve{u}, \breve{v}) \\
h(\breve{u}, \breve{v})
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{\epsilon}\left(\breve{u}-\frac{\breve{u}^{3}}{3}-\breve{v}\right) \\
\epsilon(\breve{u}-\alpha \breve{v}+\beta)
\end{array}\right],
$$

and

$$
\begin{equation*}
\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}=\frac{\partial^{2}}{\partial r^{2}}+\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}+\frac{1}{r} \frac{\partial}{\partial r} . \tag{3.15}
\end{equation*}
$$

Now, let us reformulate the partial differential equation (3.14) in a frame of reference moving with speed $c$ in order to have a rigid rotation of the spiral wave around the origin, so that $\breve{\mathbf{u}}(r, \theta, t)=\breve{\mathbf{z}}(r, \Theta, t)$ is defined in the movement of the frame [16] such that

$$
\begin{equation*}
\Theta=\theta-c t, \tag{3.16}
\end{equation*}
$$

where $\Theta$ is a polar angle in the rigid rotating frame of reference with an angular velocity $c$ of the spiral wave, while variables $r$ and $\theta$ are polar coordinates in the original non rotating frame of reference [15]. By using the chain rule and the partial derivative for $\breve{\mathbf{u}}(r, \theta, t)=\breve{\mathbf{z}}(r, \Theta, t)$, the system (3.14) becomes:

$$
\begin{align*}
\breve{\mathbf{z}}_{t} & =\mathbf{D}\left(\breve{\mathbf{z}}_{r r}+\frac{1}{r^{2}} \breve{\mathbf{z}}_{\ominus \Theta}+\frac{1}{r} \breve{\mathbf{z}}_{r}\right)+\mathbf{f}(\breve{\mathbf{z}})+c \breve{\mathbf{z}}_{\theta}, \\
& =\mathbf{D} \nabla^{2} \breve{\mathbf{z}}+\mathbf{f}(\breve{\mathbf{z}})+c \breve{\mathbf{z}}_{\theta}, \tag{3.17}
\end{align*}
$$

where

$$
\check{\mathbf{z}}=\left[\begin{array}{c}
\breve{\chi}(r, \Theta, t) \\
\breve{\zeta}(r, \Theta, t)
\end{array}\right], \quad \mathbf{f}(\breve{\mathbf{z}})=\left[\begin{array}{c}
g(\breve{\chi}, \breve{\zeta}) \\
h(\breve{\chi}, \breve{\zeta})
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{\epsilon}\left(\breve{\chi}-\frac{\breve{\chi}^{3}}{3}-\breve{\zeta}\right) \\
\epsilon(\breve{\chi}-\alpha \breve{\zeta}+\beta)
\end{array}\right] .
$$

The solution of the dynamical system (3.17) is not stationary because the $t$ is not invariant. If we are looking for a stationary solution for the system (3.14), that is, with the time $t$ fixed, we need to formulate the variable $\breve{\mathbf{u}}$ as follows:

$$
\begin{equation*}
\breve{\mathbf{u}}(r, \theta, t)=\mathbf{z}(r, \Theta) . \tag{3.18}
\end{equation*}
$$
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$$
\begin{equation*}
0=\mathbf{D} \nabla^{2} \mathbf{z}+\mathbf{f}(\mathbf{z})+c \mathbf{z}_{\Theta}, \tag{3.19}
\end{equation*}
$$

where

$$
\mathbf{z}=\left[\begin{array}{l}
\chi(r, \Theta) \\
\zeta(r, \Theta)
\end{array}\right], \quad \mathbf{f}(\mathbf{z})=\left[\begin{array}{l}
g(\chi, \zeta) \\
h(\chi, \zeta)
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{\epsilon}\left(\chi-\frac{\chi^{3}}{3}-\zeta\right) \\
\epsilon(\chi-\alpha \zeta+\beta)
\end{array}\right] .
$$

This equation (3.19) transforms the rotating spiral wave solutions of the original equation (1.1) into the stationary solutions (equilibrium solutions).

Now, let us linearise the reaction-diffusion system (3.14) in the comoving frame of reference around the critical solution $\mathbf{z}(r, \theta)$ where the time is independent through the equation (3.20)

$$
\begin{equation*}
\breve{\mathbf{u}}(r, \theta, t)=\mathbf{z}(r, \theta)+\breve{\mathbf{v}}(r, \theta, t), \tag{3.20}
\end{equation*}
$$

where $\breve{\mathbf{v}}$ is the linear solution (perturbation solution) [16]. Therefore, by also taking differentiating equation (3.20) with respect $t$, we find that

$$
\frac{\partial \breve{\mathbf{u}}}{\partial t}=\frac{\partial \mathbf{z}}{\partial t}+\frac{\partial \breve{\mathbf{v}}}{\partial \theta} \frac{\partial \theta}{\partial t}+\frac{\partial \breve{\mathbf{v}}}{\partial t} .
$$

Furthermore, we find that

$$
\begin{aligned}
& \breve{\mathbf{u}}_{r r}=\mathbf{z}_{r r}+\breve{\mathbf{v}}_{r r}, \\
& \check{\mathbf{u}}_{\theta \theta}=\mathbf{z}_{\theta \theta}+\breve{\mathbf{v}}_{\theta \theta} .
\end{aligned}
$$

Corresponding with the function $\mathbf{f}$ in equation (3.14), by using Taylor series expansion, we find that

$$
\begin{aligned}
\mathbf{f}(\mathbf{z}+\breve{\mathbf{v}}) & =\mathbf{f}(\mathbf{z})+\frac{\partial \mathbf{f}(\mathbf{z})}{\partial \mathbf{z}} \breve{\mathbf{v}}+\mathscr{O}\left(|\breve{\mathbf{v}}|^{2}\right), \\
& =\mathbf{f}(\mathbf{z})+\left.\frac{\partial \mathbf{f}(\breve{\mathbf{u}})}{\partial \breve{\mathbf{u}}}\right|_{\check{\mathbf{u}}=\mathbf{z}} \breve{\mathbf{z}}+\mathscr{O}\left(|\breve{\mathbf{v}}|^{2}\right), \\
& \approx \mathbf{f}(\mathbf{z})+\mathbf{F}(\mathbf{z}) \breve{\mathbf{v}},
\end{aligned}
$$

where

$$
\mathbf{F}(\mathbf{z})=\left.\frac{\partial \mathbf{f}(\breve{\mathbf{u}})}{\partial \breve{\mathbf{u}}}\right|_{\breve{\mathbf{u}}=\mathbf{z}},
$$

is the Jacobian matrix of the reaction function. Therefore, the equation (3.14) can be approximated as follows

$$
\mathbf{D}\left(\mathbf{z}_{\theta \theta}+\frac{1}{r^{2}} \mathbf{z}_{\theta \theta}+\frac{1}{r} \mathbf{z}_{\theta}\right)+c \mathbf{z}_{\theta}+\mathbf{f}(\mathbf{z}) \approx 0
$$

and

$$
\begin{equation*}
\breve{\mathbf{v}}_{t}=\mathbf{D} \breve{\mathbf{v}}_{r r}+\mathbf{D} \frac{1}{r^{2}} \breve{\mathbf{v}}_{\theta \theta}+\mathbf{D} \frac{1}{r} \breve{\mathbf{v}}_{r}+c \breve{\mathbf{v}}_{\theta}+\mathbf{F}(\mathbf{z}) \breve{\mathbf{v}} \tag{3.21}
\end{equation*}
$$

such that the linearised operator can be defined as follows

$$
\breve{\mathscr{L}}:=\mathbf{D} \frac{\partial^{2}}{\partial r^{2}}+\mathbf{D} \frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}+\mathbf{D} \frac{1}{r} \frac{\partial}{\partial r}+c \frac{\partial}{\partial \theta}+\mathbf{F}(\mathbf{z})=\mathbf{D} \nabla^{2}+c \partial_{\theta}+\mathbf{F}(\mathbf{z}(r, \theta))
$$

Moreover, by looking at the equation (3.21), we can simplify the linear system (3.21) as follows

$$
\begin{equation*}
\breve{\mathbf{v}}_{t}=\breve{\mathscr{L}} \breve{\mathbf{v}} \tag{3.22}
\end{equation*}
$$

We observe that the linear operator $\breve{\mathscr{L}}$ does not depend on time $t$, so by using numerical methods we can find the eigenvalues of the linear system. According to paper [14], the linear stability spectrum for the equation (3.22) can be formulated as follows:

$$
\begin{equation*}
\breve{\mathscr{L}} \hat{\mathbf{v}}=\hat{\lambda} \hat{\mathbf{v}} \tag{3.23}
\end{equation*}
$$

where

$$
\hat{\mathbf{v}}=\hat{\mathbf{v}}(r, \theta)
$$

Based on the linear system (3.23) and paper [9], the adjoint linear system in the polar coordinate can be formulated as follows:

$$
\begin{equation*}
\check{\mathscr{L}}^{+} \hat{\mathbf{w}}=\hat{\mu} \hat{\mathbf{w}}, \tag{3.24}
\end{equation*}
$$

where

$$
\breve{\mathscr{L}}^{+}=\mathbf{D}^{\top} \nabla^{2}-c \partial_{\theta}+\mathbf{F}^{\top}(\mathbf{z}(r, \theta)), \hat{\mathbf{w}}=\hat{\mathbf{w}}(r, \theta)
$$
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In addition, we now need to find the left eigenfunction $\breve{\mathbf{w}}$ in the comoving frame of reference, which can be done through equation (3.21). Therefore, we have

$$
\begin{equation*}
\breve{\mathbf{w}}_{t}=\breve{\mathscr{L}}^{+} \breve{\mathbf{w}}, \tag{3.25}
\end{equation*}
$$

where

$$
\breve{\mathbf{w}}=\breve{\mathbf{w}}(r, \theta, t),
$$

and

$$
\check{\mathscr{L}}^{+}:=\mathbf{D}^{\top} \frac{\partial^{2}}{\partial r^{2}}+\mathbf{D}^{\top} \frac{1}{r^{2}} \frac{\partial^{2}}{\partial \theta^{2}}+\mathbf{D}^{\top} \frac{1}{r} \frac{\partial}{\partial r}-c \frac{\partial}{\partial \theta}+\mathbf{F}^{\top}(\mathbf{z}) .
$$

We observe that the vector $\breve{\mathbf{w}}$ is named the response function of the spiral wave [15].
With regards to the Euclidean group of symmetries, there is a useful theorem that is needed to be discussed about spiral wave solution a finite domain and an infinite domain. Biktashev and Holden imply but do not explicity state or prove a result in their paper that the solutions of the system (1.1) on the infinite domain are also the solution of the equation (1.1) when acted by symmetries of transition into a finite space [9]. Therefore, we explicity state this theorem as follows.

Theorem 3. [9] If we have the homogeneous reaction diffusion equation formulated in the following form

$$
\begin{equation*}
\partial_{t} \mathbf{u}=\mathbf{f}(\mathbf{u})+\mathbf{D} \nabla^{2} \mathbf{u}, \tag{3.26}
\end{equation*}
$$

such that the vector $\mathbf{u}=\mathbf{u}(\mathbf{r}, t)$ is the solution of the equation (3.26) and

$$
\mathbf{r}=(x, y) \in \mathbb{R}^{2},
$$

then the shifted solution $\mathbf{U}(\mathbf{r}, t)=\mathbf{u}(\mathbf{r}-\delta \mathbf{r}, t-\delta t)$ is also the solution of the nonlinear system (3.26) for the arbitrary $\delta \mathbf{r}$ and $\delta t$ constants when the time $t$ is infinite such that the boundary conditions are periodic, that is

$$
\mathbf{U}(x+\mathrm{L}, y, t)=\mathbf{U}(x, y, t), \mathbf{U}(x, y+\mathrm{L}, t)=\mathbf{U}(x, y, t), \quad \mathrm{L} \in \mathbb{R}^{+},
$$

and the initial condition is spiral waves.

Proof. Since $\mathbf{u}$ is the solution of the system (3.26) in 2 D , we need to show that the solution $\mathbf{U}(\mathbf{r}, t)$ is also the solution of the equation (3.26). If we differentiate the function $\mathbf{U}(\mathbf{r}, t)=\mathbf{u}(\mathbf{r}-\delta \mathbf{r}, t-\delta t)$ with respect to $t, x$ and $y$, then we find that

$$
\begin{align*}
& \mathbf{U}_{t}(\mathbf{r}, t)=\mathbf{u}_{t}(\mathbf{r}-\delta \mathbf{r}, t-\delta t) \\
& \mathbf{U}_{x}(\mathbf{r}, t)=\mathbf{u}_{x}(\mathbf{r}-\delta \mathbf{r}, t-\delta t)  \tag{3.27}\\
& \mathbf{U}_{y}(\mathbf{r}, t)=\mathbf{u}_{y}(\mathbf{r}-\delta \mathbf{r}, t-\delta t) \tag{3.28}
\end{align*}
$$

In addition, if we take the derivative of the equations (3.27) and (3.28) with respect to $x$ and $y$ again, then we find that

$$
\begin{aligned}
& \mathbf{U}_{x x}(\mathbf{r}, t)=\mathbf{u}_{x x}(\mathbf{r}-\delta \mathbf{r}, t-\delta t) \\
& \mathbf{U}_{y y}(\mathbf{r}, t)=\mathbf{u}_{y y}(\mathbf{r}-\delta \mathbf{r}, t-\delta t)
\end{aligned}
$$

Therefore, if we substitute the variable $\mathbf{U}$ instead of the variable $\mathbf{u}$ into the equation (1.1), then we find that

$$
\begin{equation*}
\mathbf{U}_{t}=\mathbf{D}\left(\mathbf{U}_{x x}+\mathbf{U}_{y y}\right)+\mathbf{f}(\mathbf{U}) \tag{3.29}
\end{equation*}
$$

so $\mathbf{U}$ is also the solution of the system (3.26).

The reason for studying the shifted solution of the reaction-diffusion is that this describes the influences of drifting spiral wave in terms of spiral wave core location. We will discuss the property of spiral wave solution of the linear system for the reaction-diffusion equation that is shown in Chapter 2, so there is an important theorem for a linear system of partial differential equations, which is called the principle of superposition.

Theorem 4. [23, p.121] If $u_{1}, \ldots, u_{n}$ such that $n \in \mathbb{N}$ are solutions of the homogeneous linear partial differential equations, then their linear combination is also the solution of the same homogeneous system of the linear partial differential equations.

However, we need to discuss how to minimise two norms in order to find the global minimum. This method was also called the generalised minimum residuals (GMRES) in 1986 [71]. Therefore,
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we can use this method to demonstrate the characteristics of linear system of reaction diffusion equation that is not applicable in a finite domain, whereas it can be applied in an infinite domain with the Euclidean group of symmetries. The linearised system for the unshifted nonlinear system (3.26) is as follows

$$
\begin{equation*}
\mathbf{v}_{t}=\mathrm{D} \nabla^{2} \mathbf{v}+\mathbf{F}(\mathbf{u}) \mathbf{v}, \tag{3.30}
\end{equation*}
$$

where $\mathbf{F}(\mathbf{u})=\frac{\partial \mathbf{f}(\mathbf{u})}{\partial \mathbf{u}}$ is the matrix of the first order of the partial derivatives for the reaction function $\mathbf{f}(\mathbf{u})$ with respect to $\mathbf{u}$. Note that three vectors $\mathbf{v}_{1}=\frac{\partial \mathbf{u}}{\partial x}, \mathbf{v}_{2}=\frac{\partial \mathbf{u}}{\partial y}$ and $\mathbf{v}_{3}=\frac{\partial \mathbf{u}}{\partial t}$ are the solutions of the unshifted linearised system (3.30) such that $\mathbf{v}_{1}, \mathbf{v}_{2}$ and $\mathbf{v}_{3}$ are periodic solutions. If we assume that, other than these neutral modes, $\mathbf{U}$ is a stable rigidly rotating spiral, then there is non decaying solution of the linear system (3.30) that can be written as a linear combination of the three functions $\mathbf{v}_{1}(t), \mathbf{v}_{2}(t)$ and $\mathbf{v}_{3}(t)$ when the time goes infinity, that is, there is choice of functions $\alpha_{1}(t), \alpha_{2}(t)$ and $\alpha_{3}(t)$ such that

$$
\begin{equation*}
\left\|\mathbf{v}-\alpha_{1} \mathbf{v}_{1}-\alpha_{2} \mathbf{v}_{2}-\alpha_{3} \mathbf{v}_{3}\right\|^{2} \rightarrow 0 \text { as } t \rightarrow \infty, \quad \alpha_{1}, \alpha_{2}, \alpha_{3} \in \mathbb{R} . \tag{3.31}
\end{equation*}
$$

By looking at the equation (3.26), if we take the derivative related to time $t$, then we find that

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{u}_{t}=\mathrm{D} \frac{\partial}{\partial t}\left(\mathbf{u}_{x x}+\mathbf{u}_{y y}\right)+\frac{\partial}{\partial t} \mathbf{f}(\mathbf{u}) . \tag{3.32}
\end{equation*}
$$

Regarding the term $\frac{\partial}{\partial t} \mathbf{f}(\mathbf{u})$ of the equation (3.32), by using the chain rule, we find that

$$
\frac{\partial}{\partial t} \mathbf{f}(\mathbf{u})=\frac{\partial \mathbf{f}(\mathbf{u})}{\partial \mathbf{u}} \mathbf{u}_{t}=\mathbf{f}^{\prime}(\mathbf{u}) \mathbf{u}_{t} .
$$

Therefore, the equation (3.32) becomes as follows

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{u}_{t}=\mathrm{D}\left(\frac{\partial^{2}}{\partial x^{2}} \mathbf{u}_{t}+\frac{\partial^{2}}{\partial y^{2}} \mathbf{u}_{t}\right)+\mathbf{f}^{\prime}(\mathbf{u}) \mathbf{u}_{t} \tag{3.33}
\end{equation*}
$$

If we take the derivative of the equation (3.26) in relation to $x$, then we have

$$
\begin{equation*}
\frac{\partial}{\partial x} \mathbf{u}_{t}=\mathrm{D} \frac{\partial}{\partial x}\left(\mathbf{u}_{x x}+\mathbf{u}_{y y}\right)+\frac{\partial}{\partial x} \mathbf{f}(\mathbf{u}) . \tag{3.34}
\end{equation*}
$$

According to the part $\frac{\partial}{\partial x} \mathbf{f}(\mathbf{u})$ of the equation (3.34), by using the chain rule again, we find that

$$
\frac{\partial}{\partial x} \mathbf{f}(\mathbf{u})=\frac{\partial \mathbf{f}(\mathbf{u})}{\partial \mathbf{u}} \mathbf{u}_{x}=\mathbf{f}^{\prime}(\mathbf{u}) \mathbf{u}_{x} .
$$

Therefore, we have

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{u}_{x}=\mathrm{D}\left(\frac{\partial^{2}}{\partial x^{2}} \mathbf{u}_{x}+\frac{\partial^{2}}{\partial y^{2}} \mathbf{u}_{x}\right)+\mathbf{f}^{\prime}(\mathbf{u}) \mathbf{u}_{x} \tag{3.35}
\end{equation*}
$$

If we take the derivative of the equation (3.26) with respect to $y$, then we find that

$$
\begin{equation*}
\frac{\partial}{\partial y} \mathbf{u}_{t}=\mathbf{D} \frac{\partial}{\partial y}\left(\mathbf{u}_{x x}+\mathbf{u}_{y y}\right)+\frac{\partial}{\partial y} \mathbf{f}(\mathbf{u}) . \tag{3.36}
\end{equation*}
$$

With regards the part $\frac{\partial}{\partial y} \mathbf{f}(\mathbf{u})$ of the equation (3.36), by using the chain rule, we find that

$$
\begin{equation*}
\frac{\partial}{\partial y} \mathbf{f}(\mathbf{u})=\frac{\partial \mathbf{f}(\mathbf{u})}{\partial \mathbf{u}} \mathbf{u}_{y}=\mathbf{f}^{\prime}(\mathbf{u}) \mathbf{u}_{y} \tag{3.37}
\end{equation*}
$$

Therefore, the equation (3.36) leads to the equation (3.38), that is

$$
\begin{equation*}
\frac{\partial}{\partial t} \mathbf{u}_{y}=\mathrm{D}\left(\frac{\partial^{2}}{\partial x^{2}} \mathbf{u}_{y}+\frac{\partial^{2}}{\partial y^{2}} \mathbf{u}_{y}\right)+\mathbf{f}^{\prime}(\mathbf{u}) \mathbf{u}_{y} . \tag{3.38}
\end{equation*}
$$

Since, the equation (3.30) is the linearised system of the nonlinear system (3.26), so comparing the equations (3.33), (3.35), (3.38) with equation (3.30), we find that $\mathbf{u}_{t}, \mathbf{u}_{x}$ and $\mathbf{u}_{y}$ are the solutions of the linear system (3.30). By using the principle of superposition, the linear combination of solutions $\mathbf{u}_{t}, \mathbf{u}_{x}$ and $\mathbf{u}_{y}$ is also the solution of the linear system (3.30), that is,

$$
\begin{equation*}
\mathbf{v}=\alpha_{1} \mathbf{u}_{x}+\alpha_{2} \mathbf{u}_{y}+\alpha_{3} \mathbf{u}_{t}, \quad \alpha_{1}, \alpha_{2}, \alpha_{3} \in \mathbb{R} \tag{3.39}
\end{equation*}
$$

Furthermore, note that the previous discussions for the reaction diffusion system (3.26) is defined on the whole plane. So let us now consider what happens, instead, on a bounded domain, that is, when the reaction diffusion equation (3.26) is posed on

$$
0<x<L, 0<y<L, L \in \mathbb{R}^{+} .
$$

In this case, we transfer the solution of nonlinear and linear problem from infinite domain to finite domain, so let us rewrite theorem 3 in finite domain.

Theorem 5. Suppose that the function $\mathbf{u}=\mathbf{u}(\mathbf{r}, t)$ is the solution of the nonlinear equation (3.26) with Neumann boundary conditions (2.8) on the domain $[0, L]^{2}$, then, the function $\mathbf{U}(\mathbf{r}, t)=$ $\mathbf{u}(\mathbf{r}-\delta \mathbf{r}, t-\delta t)$ is also the solution of the system (3.26) on $[-\delta x, L-\delta x] \times[-\delta y, L-\delta y]$ with Neumann boundary conditions.
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Proof. Since the solution $\mathbf{u}(x, y, t)$ is defined in the domain $[0, L]^{2}$ such that the Neumann boundary condition is satisfied for $\mathbf{u}(x, y, t)$, we know that the function $\mathbf{U}(x, y, t)$ can be posed as follows

$$
\mathbf{U}(x, y, t)=\mathbf{u}(\mathbf{r}-\delta \mathbf{r}, t-\delta t)=\mathbf{u}(x-\delta x, y-\delta y, t-\delta t) .
$$

So we need to show that the Neumann boundary condition is satisfied for the function $\mathbf{U}(\mathbf{r}, t)$ on the domain $[-\delta x, L-\delta x] \times[-\delta y, L-\delta y]$. Since the function $\mathbf{U}(x, y, t)$ is defined as follows:

$$
\begin{equation*}
\mathbf{U}(x, y, t)=\mathbf{u}(x-\delta x, y-\delta y, t-\delta t), \tag{3.40}
\end{equation*}
$$

it is also the solution of the nonlinear system (3.26) because the function $\mathbf{U}=\mathbf{U}(x, y, t)$ satisfies the solution of the following nonlinear system (3.41)

$$
\begin{equation*}
\partial_{t} \mathbf{U}=\mathbf{f}(\mathbf{U})+\mathrm{D} \nabla^{2} \mathbf{U} . \tag{3.41}
\end{equation*}
$$

In addition, the function $\mathbf{u}(x, y, t)$ is the solution of the nonlinear system (3.41) because the function $\mathbf{u}=\mathbf{u}(x, y, t)$ satisfies the solution of the non linear system (3.42)

$$
\begin{equation*}
\partial_{t} \mathbf{u}=\mathbf{f}(\mathbf{u})+\mathrm{D} \nabla^{2} \mathbf{u} \tag{3.42}
\end{equation*}
$$

We can observe that the nonlinear system (3.42) represents the drift of the spiral wave for the equation (3.41) with respect to the shift in space and time. In particular, this theorem notes that the translated solution is only a solution on the translated domain. But in the linear system (3.30), the solution $\mathbf{v}$ does not need to be formulated as a linear combination of three independent solutions $\mathbf{v}_{1}, \mathbf{v}_{2}$ and $\mathbf{v}_{3}$ with the Neumann condition on the domain $[0, L]^{2}$

$$
\begin{aligned}
& \left.\frac{\partial}{\partial x} \mathbf{v}(x, y, t)\right|_{x=0}=\left.\frac{\partial}{\partial x} \mathbf{v}(x, y, t)\right|_{x=L}=0 \\
& \left.\frac{\partial}{\partial y} \mathbf{v}(x, y, t)\right|_{y=0}=\left.\frac{\partial}{\partial y} \mathbf{v}(x, y, t)\right|_{y=L}=0
\end{aligned}
$$

We are now going to show that the solution $\mathbf{v}$ of the linear system (3.30) cannot be written as the linear combination of $\frac{\partial \mathbf{U}}{\partial t}, \frac{\partial \mathbf{U}}{\partial x}$ and $\frac{\partial \mathbf{U}}{\partial y}$ through applying the numerical method and also using
the two norm (also called the Euclidean norm) and the infinity norm. Let us define the two norm using the solution $\mathbf{v}$ and the linear combination of $\mathbf{v}_{1}, \mathbf{v}_{2}$ and $\mathbf{v}_{3}$ through the following equation (3.43) [80]:

$$
\begin{equation*}
\left\|\mathbf{v}^{m}-\sum_{i=1}^{3} \alpha_{i} \mathbf{v}_{i}^{m}\right\|_{2}=\sqrt{\Delta y \Delta x} \times \sqrt{\sum_{j=1}^{n} \sum_{i=1}^{n}\left(\left[\tilde{c}\left(x_{i}, y_{j}\right)-\tilde{\zeta}\left(x_{i}, y_{j}\right)\right]^{2}+\left[\tilde{d}\left(x_{i}, y_{j}\right)-\tilde{\xi}\left(x_{i}, y_{j}\right)\right]^{2}\right)}, \quad m, n \in \mathbb{N} \tag{3.43}
\end{equation*}
$$

where

$$
\mathbf{v}=\left[\begin{array}{c}
\tilde{c}(x, y)  \tag{3.44}\\
\tilde{d}(x, y)
\end{array}\right]=\left[\begin{array}{c}
c\left(x, y, t_{m}\right) \\
d\left(x, y, t_{m}\right)
\end{array}\right], \quad \sum_{i=1}^{3} \alpha_{i} \mathbf{v}_{i}^{m}=\left[\begin{array}{c}
\tilde{\zeta}(x, y) \\
\tilde{\xi}(x, y)
\end{array}\right]
$$

and

$$
\mathbf{v}_{1}^{m}=\left[\begin{array}{c}
\frac{\partial u(x, y, t)}{\partial x}  \tag{3.45}\\
\frac{\partial v(x, y, t)}{\partial x}
\end{array}\right], \mathbf{v}_{2}^{m}=\left[\begin{array}{c}
\frac{\partial u(x, y, t)}{\partial y} \\
\frac{\partial v(x, y, t)}{\partial y}
\end{array}\right], \mathbf{v}_{3}^{m}=\left[\begin{array}{c}
\frac{\partial u(x, y, t)}{\partial t} \\
\frac{\partial v(x, y, t)}{\partial t}
\end{array}\right]
$$

The variable $m$ refers to index of time. Moreover, the infinity norm for the forward linear solution $\mathbf{v}^{m}$ and the linear combination $\sum_{i=1}^{3} \alpha_{i} \mathbf{v}_{i}^{m}$ can be posed as follows [80]:

$$
\left\|\mathbf{v}^{m}-\sum_{i=1}^{3} \alpha_{i} \mathbf{v}_{i}^{m}\right\|_{\infty}=\left\|\left[\begin{array}{c}
\tilde{c}(x, y)-\tilde{\zeta}(x, y) \\
\tilde{d}(x, y)-\tilde{\xi}(x, y)
\end{array}\right]\right\|_{\infty}=\left\|V_{s, d}\right\|_{\infty}, \quad s=1, \cdots, 2 n, \quad d=1, \cdots, n
$$

where

$$
\begin{equation*}
\left\|\mathbf{v}^{m}-\sum_{i=1}^{3} \alpha_{i} \mathbf{v}_{i}^{m}\right\|_{\infty}=\max _{1 \leq s \leq 2 n} \max _{1 \leq d \leq n}\left|\nu_{s, d}\right| \tag{3.46}
\end{equation*}
$$

The reason for using the two norm and the infinity norm is that we can calculate the error between the solution $\mathbf{v}$ of the linear system and the linear combination of three solutions $\mathbf{v}_{1}, \mathbf{v}_{2}$ and $\mathbf{v}_{3}$. Therefore, we now need to normalise the Euclidean and infinity norms of the approximation errors (3.43) and (3.46) through using the equation (3.47)

$$
\begin{equation*}
e_{k_{1}}=\frac{\left\|\mathbf{v}^{m}-\sum_{i=1}^{3} \alpha_{i} \mathbf{v}_{i}^{m}\right\|_{k_{1}}}{\left\|\mathbf{v}^{m}\right\|_{k_{1}}} \tag{3.47}
\end{equation*}
$$

where

$$
\left|e_{k_{1}}\right| \leq 1, k_{1}=2, \infty
$$
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This is because the error $e_{k_{1}}$ can be observed more clearly. Before showing that the second part of the Theorem 3 is not true on the boundary domain $[0, L]^{2}$, we need to compute the coefficients $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ following a certain process. Since $\mathbf{v}$ is the linear combination of vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$ and $\mathbf{v}_{3}$, this means that the vectors $\mathbf{v}_{1}, \mathbf{v}_{2}$ and $\mathbf{v}_{3}$ are linearly independent. As a result, using the Euclidean norm, we can minimise the equation (3.31) by squaring, that is, we choose $\alpha_{i}$ such that

$$
\begin{equation*}
\left\|\mathbf{v}-\alpha_{1} \mathbf{v}_{1}-\alpha_{2} \mathbf{v}_{2}-\alpha_{3} \mathbf{v}_{3}\right\|_{2}^{2} \tag{3.48}
\end{equation*}
$$

is minimized. In other words, the Euclidean norm is minimal. Let define that

$$
\begin{equation*}
\tilde{f}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\left\|\mathbf{v}-\alpha_{1} \mathbf{v}_{1}-\alpha_{2} \mathbf{v}_{2}-\alpha_{3} \mathbf{v}_{3}\right\|_{2}^{2} \tag{3.49}
\end{equation*}
$$

After calculating and simplifying the equation (3.49), we can derive that the function $\tilde{f}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ consists of a quadratic form (quadratic equation) and a constant (more detail can be found in appendix $C$ ). In order to compute the values $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$, we use the following result.

Theorem 6. [43, Theorem 7.17] If the function $f\left(x_{1}, \cdots, x_{k}\right)$ has the equation of quadratic form $q\left(x_{1}, \cdots, x_{k}\right)$ plus a constant $c_{\star}$ such that the function $f\left(x_{1}, \cdots, x_{k}\right)$ is positive for all values of $x_{1}, x_{k-1}$ and $x_{k}$, that is

$$
\forall \mathbf{x}, \quad f(\mathbf{x})=\mathbf{x}^{\top} A \mathbf{x}+c_{\star} \geq 0
$$

where

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{k-1} \\
x_{k}
\end{array}\right] \in \mathbb{R}^{k}, q(\mathbf{x})=\mathbf{x}^{\top} A \mathbf{x}, A \in \mathbb{R}^{k \times k}, A^{\top}=A, c_{\star} \geq 0, \quad i \in\{1, \cdots, k\}, k \in \mathbb{N},
$$

then the quadratic form $q\left(x_{1}, \cdots, x_{k}\right)$ is positive and semi-definite, that is

$$
\forall x_{i}, \quad q\left(x_{1}, \cdots, x_{k}\right) \geq 0 \Longleftrightarrow \forall \mathbf{x}, \quad q(\mathbf{x}) \geq 0
$$

Let us to introduce the proposition that can be also used for the second part of the Theorem 3. In other words, we will attempt to show that the second part of this theorem does not work in a bounded domain but works in infinite domains.

Proposition 1. [79] If B is a symmetric, positive definite matrix, then the quadratic function $f(\mathbf{x})$ has a unique minimiser, also called global minimum, such that the minimum value of the function $f(\mathbf{x})$ is equal to the following expression:

$$
f(\mathbf{x})=\frac{1}{2} \mathbf{x}^{\top} B \mathbf{x}+\mathbf{x}^{\top} \mathbf{c}+\tilde{c},
$$

where

$$
\mathbf{c}=\left[\begin{array}{c}
c_{1} \\
c_{2} \\
\vdots \\
c_{k-1} \\
c_{k}
\end{array}\right], \mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
x_{k-1} \\
x_{k}
\end{array}\right] \in \mathbb{R}^{k}, B \in \mathbb{R}^{k \times k}, \tilde{c} \in \mathbb{R}, k \in \mathbb{N} .
$$

In addition, if we focus on equation (3.49) and also use a complete square in order to find the minimal , we can derive the minimal value of the function $\tilde{f}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ through using Cramer's rule such that ( $\alpha_{1}, \alpha_{2}, \alpha_{3}$ ) is the critical point, also knowns as the stationary point. A detailed of how to compute the minimal value $\epsilon$ of function $\tilde{f}$ that has been demonstrated generally in the appendix $C$. Therefore, it is important to show the minimal values $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ such that the parameters and scalars are given as follows:

$$
\Delta t=0.1, \quad \Delta x=\Delta y=0.3, \quad \alpha=0.5, \quad \beta=0.75, \quad \epsilon=0.3, \quad t \in[0,82]
$$

so, the the minimal values $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are demonstrated in the Figure 3.5. By looking at the figure 3.5 , the neither two nor infinity norms go to zero. Therefore, the solution $\mathbf{v}^{m}$ in a finite domain cannot be written as the linear combination of three independent solutions $\mathbf{v}_{1}^{m}, \mathbf{v}_{2}^{m}$ and $\mathbf{v}_{3}^{m}$ that are not decaying on time such that vectors $\mathbf{v}^{m}, \alpha_{1} \mathbf{v}_{1}^{m}, \alpha_{2} \mathbf{v}_{2}^{m}$ and $\alpha_{3} \mathbf{v}_{3}^{m}$. Therefore, the diagram of $c(x, y, t), \alpha_{1} \frac{\partial u(x, y, t)}{\partial x}, \alpha_{2} \frac{\partial u(x, y, t)}{\partial y}$ and $\alpha_{3} \frac{\partial u(x, y, t)}{\partial t}$ are shown in a specific moment in time, as shown in Figures 3.6 and 3.7. Moreover, we also find that other diagrams are shown in Figures 3.8, and 3.9. If the error in the Figure 3.5 goes close to zero, then the solution of the linear system in the finite domain can be written as a linear combination of three independent solutions. We have to be aware that the spiral wave solution of the nonlinear system rotates rigidly for very long time, then it may move along domain. Furthermore, if the spiral wave rotates close enough to
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 FUNCTIONSthe boundary, then it may interact with the boundary. In current years, the boundary domain has been used as the perturbation equation in order for the spiral wave dynamics to be understood [58].

In the next section, we focus on how to compute the eigenvalues of the linear system numerically and also investigate the stable or unstable solutions of the FHN system.


Figure 3.5: The numerical solution of linear system for FHN model with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$ is found by central difference and forward Euler method. The time step $\Delta t$ is equal to 0.1 for the period of time $[0,82]$ as well as space steps $\Delta x$ and $\Delta y$ are 0.3 for space scale $40 \times 40$. Scalars $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are found by minimizing the expression (3.49). The normalised two norm $e_{2}$ of approximation error are found through using the equation (3.47) and infinity norm $e_{\infty}$ of approximation error are also found through using the equation (3.47).


Figure 3.6: The numerical solution of linear system for FHN model with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$ is found by using central difference and forward Euler method such that this diagram indicates the component $c(x, y, t)$ of formula (3.44). The time step $\Delta t$ is equal to 0.1 for the period of time $[0,82]$ as well as space steps $\Delta x$ and $\Delta y$ are 0.3 for space scale $40 \times 40$.

$\mathrm{t}=27$

$\mathrm{t}=55$

$\mathrm{t}=82$

Figure 3.7: The numerical solution of linear system for FHN model with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$ is found by using central difference and forward Euler method. This diagram indicates $\alpha_{1} \frac{\partial u}{\partial x}$ such that $\frac{\partial u}{\partial x}$ of formula (3.45) is found through differentiating forward nonlinear solution $u$ of FHN in 2D with respect to variable $t$. The time step $\Delta t$ is equal to 0.1 for the period of time $[0,82]$ as well as space steps $\Delta x$ and $\Delta y$ are 0.3 for space scale $40 \times 40$.


Figure 3.8: The numerical solution of linear system for FHN model with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$ is found by using central difference and forward Euler method. This diagram indicates $\alpha_{2} \frac{\partial u}{\partial y}$ such that $\frac{\partial u}{\partial y}$ of formula (3.45) is found through differentiating forward nonlinear solution $u$ of FHN in 2D with respect to variable $x$. The time step $\Delta t$ is equal to 0.1 for the period of time $[0,82]$ as well as space steps $\Delta x$ and $\Delta y$ are 0.3 for space scale $40 \times 40$.

### 3.3 Linear stability of the Spiral Wave

By looking at paper [61], we numerically study Floquet multipliers $\lambda$ of FHN system in order to understand that spiral wave solutions of nonlinear system (2.1) is stable or unstable. As we know that computers does not have enough memory in order to compute all eigenvalues $\lambda$ from Jacobian matrix J especially FHN system in 2D. To avoid this issue, we will use alternative method to calculate Floquet multipliers $\lambda$. Using linear system (3.7) of FHN, forward Euler


Figure 3.9: The numerical solution of the linear system for the FHN model with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$ is found by using central difference and forward Euler method. This diagram indicates $\alpha_{3} \frac{\partial u}{\partial t}$ such that $\frac{\partial u}{\partial t}$ of formula (3.45) is found through differentiating forward nonlinear solution $u$ of FHN system in 2 D with respect to variable $y$. The time step $\Delta t$ is equal to 0.1 for the period of time $[0,82]$ as well as space steps $\Delta x$ and $\Delta y$ are 0.3 for space scale $40 \times 40$.
method, backward Euler method and also central difference method, that is,

$$
\begin{align*}
\frac{c_{j, k}^{m+\frac{1}{2}}-c_{j, k}^{m}}{\Delta t} & =\frac{c_{j+1, k}^{m+\frac{1}{2}}-2 c_{j, k}^{m+\frac{1}{2}}+c_{j-1, k}^{m+\frac{1}{2}}}{\Delta x^{2}}+\frac{c_{j, k+1}^{m+\frac{1}{2}}-2 c_{j, k}^{m+\frac{1}{2}}+c_{j, k-1}^{m+\frac{1}{2}}}{\Delta x^{2}}  \tag{3.50}\\
\frac{c_{j, k}^{m+1}-c_{j, k}^{m+\frac{1}{2}}}{\Delta t} & =\frac{1}{\epsilon}\left(1-\left(u_{j, k}^{m+\frac{1}{2}}\right)^{2}\right) c_{j, k}^{m+\frac{1}{2}}-\frac{1}{\epsilon} d_{j, k}^{m}  \tag{3.51}\\
\frac{d_{j, k}^{m+1}-d_{j, k}^{m}}{\Delta t} & =\epsilon c_{j, k}^{m}-\epsilon \alpha d_{j, k}^{m} \tag{3.52}
\end{align*}
$$

where

$$
j, k=1, \cdots, n, \quad m=1, \cdots, n_{1}, \quad n, n_{1} \in \mathbb{N}
$$

and $\Delta x=\Delta y$ is space step, while $\Delta t$ is time step. Let us consider about the equations (3.50), so the numerical solver (3.50) can be posed as follows:

$$
c_{j, k}^{m}=\delta_{1} c_{j, k}^{m+\frac{1}{2}}-\delta_{2} c_{j+1, k}^{m+\frac{1}{2}}-\delta_{2} c_{j-1, k}^{m+\frac{1}{2}}-\delta_{2} c_{j, k+1}^{m+\frac{1}{2}}-\delta_{2} c_{j, k-1}^{m+\frac{1}{2}},
$$

where

$$
\delta_{1}=1+\frac{4 \Delta t}{\Delta x^{2}}, \delta_{2}=\frac{\Delta t}{\Delta x^{2}}
$$

By using Neumann boundary condition and reshaping the matrix as vector, we have:

$$
\mathbf{c}_{j, k}^{m+\frac{1}{2}}=\mathrm{S}_{1}^{-1} \mathbf{c}_{j, k}^{m}
$$

where

|  | $\delta_{1}$ | $-2 \delta_{2}$ | 0 | 0 | $\ldots$ | 0 | $-2 \delta_{2}$ | 0 | 0 | $\ldots$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | 0 | ... | 0 | 0 | $-2 \delta_{2}$ | 0 | ... | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 0 | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | $\ldots$ | 0 | 0 | 0 | $-2 \delta_{2}$ | $\ldots$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 0 | 0 | $-\delta_{2}$ | $\delta_{1}$ | $\ldots$ | 0 | 0 | 0 | 0 | ... | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\ddots$ | . | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | . |  |  | : | : | : | $\vdots$ |  |
|  | 0 | 0 | $\ldots$ | 0 | $-2 \delta_{2}$ | $\delta_{1}$ | 0 | 0 | 0 | ... | 0 | $-2 \delta_{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | $-\delta_{2}$ | 0 | 0 | 0 | $\ldots$ | 0 | $\delta_{1}$ | $-2 \delta_{2}$ | 0 | ... | 0 | 0 | $-\delta_{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | 0 | $-\delta_{2}$ | 0 | 0 | $\ldots$ | 0 | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | ... | 0 | 0 | 0 | $-\delta_{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | ! | $\vdots$ | $\ddots$ | $\vdots$ | $\ldots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | ! | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | : | $\vdots$ | $\vdots$ | : | : | $\vdots$ | $\vdots$ |  |
|  | 0 | 0 | 0 | $-\delta_{2}$ | $\ldots$ | 0 | 0 | $-2 \delta_{2}$ | $\delta_{1}$ | ... | 0 | 0 | 0 | 0 | 0 | $-\delta_{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |
|  | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | : | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | : | $\ddots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | : | $\vdots$ |  |
| $\mathrm{S}=$ | 0 | 0 | 0 | 0 | ... | $-\delta_{2}$ | 0 | 0 | 0 | ... | 0 | $\delta_{1}$ | $-\delta_{2}$ | 0 | 0 | 0 | 0 | $-\delta_{2}$ | 0 | 0 | 0 | 0 | 0 |  |
|  | 0 | 0 | 0 | 0 | $\ldots$ | 0 | $-\delta_{2}$ | 0 | 0 | $\ldots$ | 0 | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | 0 | 0 | 0 | 0 | $-\delta_{2}$ | 0 | 0 | 0 | 0 |  |
|  | : | $\vdots$ | $\vdots$ | $\vdots$ | ... | $\vdots$ | , | $\ddots$ | $\vdots$ | $\ldots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\ddots$. | : | $\vdots$ | : | : | : | $\ddots$ | : | $\vdots$ | $\vdots$ |  |
|  | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | 0 | $-\delta_{2}$ | $\cdots$ | 0 | 0 | 0 | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | 0 | 0 | 0 | 0 | $-\delta_{2}$ | 0 | 0 |  |
|  | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | $\ddots$ | 0 | 0 | 0 | 0 | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | 0 | 0 | 0 | 0 | $-\delta_{2}$ | 0 |  |
|  | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | ... | $-\delta_{2}$ | 0 | 0 | 0 | 0 | $-2 \delta_{2}$ | $\delta_{1}$ | 0 | 0 | 0 | 0 | 0 | $-\delta_{2}$ |  |
|  | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | $\ldots$ | 0 | $-2 \delta_{2}$ | 0 | 0 | 0 | 0 | 0 | $\delta_{1}$ | $-2 \delta_{2}$ | 0 | 0 | 0 | 0 |  |
|  | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | ... | 0 | 0 | $-2 \delta_{2}$ | 0 | 0 | 0 | 0 | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | 0 | 0 | 0 |  |
|  | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | ... | 0 | 0 | 0 | $-2 \delta_{2}$ | 0 | 0 | 0 | 0 | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | 0 | 0 |  |
|  | 0 | 0 | 0 | 0 | $\cdots$ | 0 | 0 | 0 | 0 | ... | 0 | 0 | 0 | 0 | $-2 \delta_{2}$ | 0 | 0 | 0 | 0 | $-\delta_{2}$ | $\delta_{1}$ | $-\delta_{2}$ | 0 |  |
|  | $\vdots$ | $\vdots$ | : | : | $\ldots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | ... | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | ! | $\ddots$ |  | : | $\vdots$ | $\vdots$ | $\vdots$ |  |  |  |
|  | 0 | 0 | 0 | 0 | ... | 0 | 0 | 0 | 0 | ... | 0 | 0 | 0 | 0 | 0 | 0 | $-2 \delta_{2}$ | 0 | 0 | 0 | 0 | $-2 \delta_{2}$ | $\delta_{1}$ | $n^{2} \times n^{2}$ |

and

$$
\begin{aligned}
& \left(\mathbf{c}_{j, k}^{m}\right)^{\top}=\left[\begin{array}{llllllllll}
c_{11}^{m} & \cdots & c_{1 n}^{m} & c_{21}^{m} & \cdots & c_{2 n}^{m} & \cdots & c_{n 1}^{m} & \cdots & c_{n n}^{m}
\end{array}\right]_{1 \times n^{2}}, \\
& \left(\begin{array}{llllllllll}
\mathbf{c}_{j, k}^{m+\frac{1}{2}}
\end{array}\right)^{\top}=\left[\begin{array}{lllllll}
c_{11}^{m+\frac{1}{2}} & \cdots & c_{1 n}^{m+\frac{1}{2}} & c_{21}^{m+\frac{1}{2}} & \cdots & c_{2 n}^{m+\frac{1}{2}} & \cdots \\
c_{n 1}^{m+\frac{1}{2}} & \cdots & c_{n n}^{m+\frac{1}{2}}
\end{array}\right]_{1 \times n^{2}} .
\end{aligned}
$$

Since, $S_{1}$ is a sparse matrix, we will use a sparse matrix solver in Matlab to find the variable $\mathbf{c}_{j, k}^{m+\frac{1}{2}}$. By looking at the equation (3.51), we will have

$$
c_{j, k}^{m+1}=\left(\frac{\Delta t}{\epsilon}\left(1-\left(u_{j, k}^{m+\frac{1}{2}}\right)^{2}\right)+1\right) c_{j, k}^{m+\frac{1}{2}}-\frac{\Delta t}{\epsilon} d_{j, k}^{m}
$$

The second equation of system (3.7), we will use fully explicit method, that is

$$
\frac{d_{j, k}^{m+1}-d_{j, k}^{m}}{\Delta t}=\epsilon c_{j, k}^{m+\frac{1}{2}}-\epsilon \alpha d_{j, k}^{m} \Longrightarrow d_{j, k}^{m+1}=\Delta t \epsilon c_{j, k}^{m+\frac{1}{2}}+(1-\Delta t \epsilon \alpha) d_{j, k}^{m}
$$

In order to use the power iteration method, we need to formulate the linear system (3.7) as follows:

$$
\left[\begin{array}{c}
\mathbf{c}_{j, k}^{m+1} \\
\hline \mathbf{d}_{j, k}^{m+1}
\end{array}\right]=\left[\begin{array}{c|c}
B_{1} & B_{2} \\
\hline B_{3} & B_{4}
\end{array}\right]\left[\begin{array}{c}
\mathbf{c}_{j, k}^{m+\frac{1}{2}} \\
\hline \mathbf{d}_{j, k}^{m}
\end{array}\right]
$$

where the submatrices $B_{1}$ is a diagonal matrix with entries

$$
p_{j k}^{m}=\frac{\Delta t}{\epsilon}\left(1-\left(u_{j, k}^{m+\frac{1}{2}}\right)^{2}\right)+1
$$
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Moreover, we find that submatrices $B_{2}, B_{3}$, and $B_{4}$ is diagonal with entries

$$
c_{1}=-\frac{\Delta t}{\epsilon}, \quad a_{2}=\Delta t \epsilon, \quad c_{2}=1-\Delta t \epsilon \alpha
$$

Moreover, we observe that the size of matrix $B$ is $2 n^{2} \times 2 n^{2}$, so for large $n$ it may be impossible to calculate all the eigenvalues. In the partial differential equations, we can numerically calculate some eigenvalues and eigenvectors through using the common method of estimating eigenvalue called the power iteration method (this method also named Von Mises iteration) [22, 86]. In 1965, this method was explained by Wilkinson how to find principal vectors [88]. The property of power iteration is calculated the best approximated principal eigenvalue (largest eigenvalue) for giving diagonalisable matrix $\mathrm{A} \in \mathbb{C}^{n \times n}$ such that $n \in \mathbb{N}$ and we can also program the algorithm of the power iteration easily compared with other methods such as Arnoldi iteration method. The matrix A is called diagonalisable if it satisfies the condition (3.53) [62]:

$$
\begin{equation*}
\mathrm{V}^{-1} \mathrm{AV}=\Lambda, \tag{3.53}
\end{equation*}
$$

where the columns of V form a basis of right eigenvectors and $\Lambda$ is diagonal matrix with diagonal entries of the eigenvalues $\lambda_{1}, \cdots, \lambda_{n}$. Moreover, estimated largest eigenvalue is defined as follows:

$$
\left|\lambda_{1}\right|>\left|\lambda_{i}\right|, \quad i=2, \ldots, n, \quad n \in \mathbb{N} .
$$

so the power iteration can be formulated as follows:

$$
\mathbf{v}^{m+1}=\mathrm{A} \mathbf{v}^{m}=\mathrm{A}^{m+1} \mathbf{v}^{0}, \quad m \in \mathbb{N},
$$

such that the principal eigenvector $\mathbf{v}^{m+1}$ is converge if it satisfies the formula (3.54)

$$
\begin{equation*}
\left|\frac{\lambda_{i}}{\lambda_{1}}\right|<1 . \tag{3.54}
\end{equation*}
$$

By using Rayleigh quotient iteration, the principal eigenvalue $\lambda_{m+1}$ is formed as follows [57]:

$$
\lambda_{m+1}=\frac{\left\langle\mathbf{A}^{m+1} \mid \mathbf{v}^{m+1}\right\rangle}{\left\langle\mathbf{v}^{m+1} \mid \mathbf{v}^{m+1}\right\rangle}
$$

According to stability of analysis eigenvalues, we can recognise stable or instable spiral wave solutions through study the principal eigenvalue $\lambda_{m+1}$. The method has good advantage because
we do not need to investigate all rest of Floquet multipliers if we study the large eigenvalue $\lambda_{m+1}$. The most main advantage of using this method is a fast convergence, whereas main disadvantage of this method is only computed one estimated principal eigenvector with single largest eigenvalue. By looking at the linear system (3.7), we will find principle eigenvector $\mathbf{v}$ through using power iteration method, that is

$$
\begin{gather*}
\mathbf{v}_{j, k}^{1}=\mathrm{B} \mathbf{v}_{j, k}^{0} \\
\mathbf{v}_{j, k}^{2}=\mathrm{B} \mathbf{v}_{j, k}^{1} \\
\vdots \\
\mathbf{v}_{j, k}^{m}=\mathrm{B} \mathbf{v}_{j, k}^{m-1}  \tag{3.55a}\\
\mathbf{v}_{j, k}^{m+1}=\mathrm{B} \mathbf{v}_{j, k}^{m}
\end{gather*}
$$

By using Rayleigh quotient iteration, the principle eigenvalue $\lambda_{m+1}$ is found as follows:

$$
\begin{equation*}
\lambda_{m+1}=\frac{\left\langle\mathbf{B} \mathbf{v}_{j, k}^{m+1} \mid \mathbf{v}_{j, k}^{m+1}\right\rangle}{\left\langle\mathbf{v}_{j, k}^{m+1} \mid \mathbf{v}_{j, k}^{m+1}\right\rangle} \tag{3.56}
\end{equation*}
$$

By looking at the equation (3.56), we need to compute the term $\mathrm{B} \mathbf{v}_{j, k}^{m+1}$ through increasing one more step of iteration, that is

$$
\mathbf{v}_{j, k}^{m+2}=\mathrm{B} \mathbf{v}_{j, k}^{m+1}
$$

so principle eigenvalue $\lambda_{m+1}$ is as follows

$$
\lambda_{m+1}=\frac{\mathbf{v}_{j, k}^{m+2} \cdot \mathbf{v}_{j, k}^{m+1}}{\mathbf{v}_{j, k}^{m+1} \cdot \mathbf{v}_{j, k}^{m+1}}
$$

By looking at equation (3.23), we observe that the solution $\hat{\mathbf{v}}$ is stationary solution, so we find that

$$
\begin{align*}
\breve{\mathscr{L}} \hat{\mathbf{v}}=0 & \Longrightarrow \hat{\lambda} \hat{\mathbf{v}}=0  \tag{3.57a}\\
& \Longrightarrow \hat{\lambda}=0 . \tag{3.57b}
\end{align*}
$$

By using power iteration method and matlab software, the greatest eigenvalue $\lambda_{m+1}$ is as follows:

$$
\lambda_{m+1}=0.9699
$$
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such that the time $t$ belonges to time interval [ 0,35$]$. According to the condition (1.16), the dynamical solution of the linear system (3.22) in cartesian coordinate is stable.

In the next section, we need to discuss how to compute the angular velocity of the spiral wave's drift numerically and this result of the calculation will also be used to find the wavelength of spiral wave (see Figure 2.7).

### 3.4 Angular Velocity and Wavelength of the Spiral

## Wave

The equation (3.19) is useful to calculate the angular velocity of the spiral wave. The angular velocity of the spiral wave $c$ is computed numerically through using Newton-Raphson method. Using this method in addition to beginning with an initial guess helps us find a good approximation of the value $c$. The idea behind using this method is that we need to have the numbers of iterations to obtain an approximate value $c$. We can know that this value is a good approximation if the approximated value $c$ is iterated. We demonstrate Newton-Raphson method through calculating the angular velocity $c$. By looking at the equation (3.19), we observe that the spiral wave solution is in stationary rotation. We need to find a stationary rotating spiral wave in order for the angular velocity $c$ to be computed numerically. By looking at a paper by Biktasheva et al. [14], the formula (3.19) can be formulated as follows:

$$
\begin{equation*}
\mathbf{F}(\mathbf{z})=0, \tag{3.58}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{F}(\mathbf{z})=\mathbf{D}\left(\mathbf{z}_{r r}+\frac{1}{r^{2}} \mathbf{z}_{\ominus \Theta}+\frac{1}{r} \mathbf{z}_{r}\right)+c \mathbf{z}_{\Theta}+\mathbf{f}(\mathbf{z}) . \tag{3.59}
\end{equation*}
$$

This lead us to write the equation (3.59) as follows:

$$
\left[\begin{array}{l}
F_{1}(\chi, \zeta)  \tag{3.60}\\
F_{2}(\chi, \zeta)
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]\left(\left[\begin{array}{c}
\chi_{r r} \\
\zeta_{r r}
\end{array}\right]+\frac{1}{r^{2}}\left[\begin{array}{c}
\chi_{\Theta \Theta} \\
\zeta_{\Theta \Theta}
\end{array}\right]+\frac{1}{r}\left[\begin{array}{c}
\chi_{r} \\
\zeta_{r}
\end{array}\right]\right)+c\left[\begin{array}{l}
\chi_{\Theta} \\
\zeta_{\Theta}
\end{array}\right]+\left[\begin{array}{l}
g(\chi, \zeta) \\
h(\chi, \zeta)
\end{array}\right]
$$

where

$$
\mathbf{F}(\mathbf{z})=\left[\begin{array}{c}
F_{1}(\chi, \zeta) \\
F_{2}(\chi, \zeta)
\end{array}\right], \mathbf{z}=\left[\begin{array}{c}
\chi(r, \Theta) \\
\zeta(r, \Theta)
\end{array}\right], \mathbf{f}(\mathbf{z})=\left[\begin{array}{c}
g(\chi, \zeta) \\
h(\chi, \zeta)
\end{array}\right]=\left[\begin{array}{c}
\frac{1}{\epsilon}\left(\chi-\frac{\chi^{3}}{3}-\zeta\right) \\
\epsilon(\chi-\alpha \zeta+\beta)
\end{array}\right] .
$$

The components $\chi$ and $\zeta$ are explained in the beginning. Numerically, we can compute the angular velocity $c$ through using Newton's method as follows:

$$
\begin{equation*}
\mathbf{x}^{m+1}=\mathbf{x}^{m}-\left(\mathbf{F}^{\prime}\left(\mathbf{x}^{m}\right)\right)^{-1} \mathbf{F}\left(\mathbf{x}^{m}\right) \tag{3.61}
\end{equation*}
$$

where

$$
\mathbf{x}=\left[\begin{array}{l}
\mathbf{z} \\
c
\end{array}\right], \quad \mathbf{F}(\mathbf{x})=\left[\begin{array}{c}
F_{1}(\chi, \zeta, c) \\
F_{2}(\chi, \zeta, c) \\
F_{3}(\chi, \zeta, c)
\end{array}\right], \quad m \in \mathbb{N}
$$

such that $c$ refers to angular velocity of spiral wave. We now observe that the equation (3.59) can be posed as follows

$$
\left[\begin{array}{c}
F_{1}(\chi, \zeta, c)  \tag{3.62}\\
F_{2}(\chi, \zeta, c) \\
F_{3}(\chi, \zeta, c)
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]\left(\left[\begin{array}{c}
\chi_{r r} \\
\zeta_{r r} \\
0
\end{array}\right]+\frac{1}{r^{2}}\left[\begin{array}{c}
\chi_{\Theta \Theta} \\
\zeta_{\Theta \Theta} \\
0
\end{array}\right]+\frac{1}{r}\left[\begin{array}{c}
\chi_{r} \\
\zeta_{r} \\
0
\end{array}\right]+c\left[\begin{array}{c}
\chi_{\Theta} \\
\zeta_{\Theta} \\
0
\end{array}\right]+\left[\begin{array}{c}
g(\chi, \zeta) \\
h(\chi, \zeta) \\
z(\chi, \zeta)
\end{array}\right]\right.
$$

Based on the formula (3.62), we can derive that

$$
\begin{align*}
& F_{1}(\chi, \zeta, c)=\chi_{r r}+\frac{1}{r^{2}} \chi_{\Theta \Theta}+\frac{1}{r} \chi_{r}+c \chi_{\Theta}+g(\chi, \zeta)  \tag{3.63a}\\
& F_{2}(\chi, \zeta, c)=c \zeta_{\Theta}+h(\chi, \zeta)  \tag{3.63b}\\
& F_{3}(\chi, \zeta, c)=z(\chi, \zeta) \tag{3.63c}
\end{align*}
$$

By using the Euler forward and central difference methods, the equations (3.63a), (3.63b) and (3.63c) will be written as follows:

$$
\begin{align*}
& F_{1}\left(\chi_{j, k}, \zeta_{j, k}, c\right) \approx \frac{c}{2 \Delta \Theta}\left(\chi_{j, k+1}-\chi_{j, k-1}\right)+\frac{1}{\epsilon}\left(\chi_{j, k}-\frac{\left(\chi_{j, k}\right)^{3}}{3}-\zeta_{j, k}\right) \\
& +\frac{1}{(\Delta r)^{2}}\left(\chi_{j+1, k}-2 \chi_{j, k}+\chi_{j-1, k}\right)+\frac{1}{r_{j}^{2}} \frac{1}{(\Delta \Theta)^{2}}\left(\chi_{j, k+1}-2 \chi_{j, k}+\chi_{j, k-1}\right)+\frac{1}{r_{j} 2 \Delta r}\left(\chi_{j+1, k}-\chi_{j-1, k}\right)  \tag{3.64a}\\
& F_{2}\left(\chi_{j, k}, \zeta_{j, k}, c\right) \approx \frac{c}{2 \Delta \Theta}\left(\zeta_{j, k+1}-\zeta_{j, k-1}\right)+\epsilon\left(\chi_{j, k}-\alpha \zeta_{j, k}+\beta\right)  \tag{3.64b}\\
& F_{3}\left(\chi_{j_{\star}, k_{\star}}, \zeta_{j_{\star}, k_{\star}}, c\right)=z\left(\chi_{j_{\star}, k_{\star}}, \zeta_{j_{\star}, k_{\star}}\right) \tag{3.64c}
\end{align*}
$$
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 FUNCTIONSwhere

$$
r_{j}=0.01+(j-1) \Delta r, \Theta_{k}=(k-1) \Delta \Theta, \quad \Delta r=\frac{20-0.01}{N_{r}-1}, \quad \Delta \Theta=\frac{2 \pi}{N_{\theta}-1}, \quad j=1, \cdots, N_{r}, k=1, \cdots, N_{\Theta}, \quad N_{r}, N_{\Theta} \in \mathbb{N},
$$

and

$$
j_{\star}, k_{\star} \in \mathbb{N} .
$$

According to the number of indexes $j$ and $k$, the vector $\mathbf{x}$ can be derived as follows:

$$
\mathbf{x}_{j, k}=\left[\begin{array}{c}
{\left[\chi\left(r_{j}, \Theta_{k}\right)\right]_{N_{r} N_{\Theta} \times 1}} \\
{\left[\zeta\left(r_{j}, \Theta_{k}\right)\right]_{N_{r} N_{\Theta} \times 1}} \\
{[c]_{1 \times 1}}
\end{array}\right]_{\left(2 N_{r} N_{\Theta}+1\right) \times 1}=\left[\begin{array}{c}
{\left[\chi_{j, k}\right]_{N_{r} N_{\Theta} \times 1}} \\
{\left[\zeta_{j, k}\right]_{N_{r} N_{\Theta} \times 1}} \\
{[c]_{1 \times 1}}
\end{array}\right]_{\left(2 N_{r} N_{\Theta}+1\right) \times 1} .
$$

This means that the function $\mathbf{F}(\mathbf{z})$ can be also formulated as follows:

$$
\mathbf{F}\left(\mathbf{x}_{j, k}\right)=\left[\begin{array}{l}
{\left[F_{1}\left(\chi_{j, k}, \zeta_{j, k}, c\right)\right]_{N_{r} N_{\Theta} \times 1}} \\
{\left[F_{2}\left(\chi_{j, k}, \zeta_{j, k}, c\right)\right]_{N_{r} N_{\Theta} \times 1}} \\
{\left[F_{3}\left(\chi_{\left.j_{\star}, k_{\star}, \zeta_{j \star, k \star}, c\right)}\right]_{1 \times 1}\right]_{\left(2 N_{r} N_{\Theta}+1\right) \times 1} .}
\end{array}\right.
$$

By using the Neumann boundary condition and through finding the values of the functions $F_{1}, F_{2}$ and $F_{3}$ corresponding with indexes $j$ and $k$, the differentiation of function $\mathbf{F}(\mathbf{x})$ with respect to $\mathbf{x}$ can be given as follows:

$$
\mathbf{F}^{\prime}\left(\mathbf{x}_{j, k}\right)=\left[\begin{array}{c|c|c}
\mathrm{A}_{1} & \mathrm{~A}_{2} & \\
\hline \mathrm{~A}_{3} & \mathrm{~A}_{4} & \\
\hline \mathbf{c}_{1} & e_{1}
\end{array}\right]_{\left(2 N_{r} N_{\Theta}+1\right) \times\left(2 N_{r} N_{\Theta}+1\right)}
$$

because the size of the function $\mathbf{F}\left(\mathbf{x}_{j, k}\right)$ is $\left(2 N_{r} N_{\Theta}+1\right) \times 1$ in order for the formula (3.61) to be calculated. We also observe that the block matrix $\mathrm{A}_{1}$ can be found through multiple calculations
which can be simplified and formalised as follows:

where the variables in the block matrix $\mathrm{A}_{1}$ can be defined as follows:

$$
\begin{aligned}
a_{j k} & =\frac{1}{\epsilon}-\frac{2}{\Delta r^{2}}-\frac{2}{r_{j}^{2} \Delta \Theta}-\frac{\chi_{j k}^{2}}{\epsilon}, \quad a_{j}=\frac{2}{r_{j}^{2} \Delta \Theta^{2}}, \quad b_{j}=\frac{1}{r_{j}^{2} \Delta \Theta^{2}}-\frac{c}{2 \Delta \Theta} \\
c_{j} & =\frac{1}{r_{j}^{2} \Delta \Theta^{2}}+\frac{c}{2 \Delta \Theta}, \quad d_{j}=\frac{1}{\Delta r^{2}}-\frac{1}{2 r_{j}^{2} \Delta r}, \quad e_{j}=\frac{1}{\Delta r^{2}}+\frac{1}{2 r_{j}^{2} \Delta r} .
\end{aligned}
$$

Moreover, other block matrices $\mathrm{A}_{2}$ and $\mathrm{A}_{3}$ are a diagonal with entries $-\frac{1}{\epsilon}$ and $\epsilon$ respectively. The block matrix $\mathrm{A}_{4}$ are formed as follows:

$$
\mathrm{A}_{4}=\left[\begin{array}{ccccccc}
-\epsilon \alpha & 0 & 0 & \cdots & 0 & 0 & 0 \\
-\frac{c}{2 \Delta \Theta} & -\epsilon \alpha & \frac{c}{2 \Delta \Theta} & \cdots & 0 & 0 & 0 \\
0 & -\frac{c}{2 \Delta \Theta} & -\epsilon \alpha & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & -\epsilon \alpha & \frac{c}{2 \Delta \Theta} & 0 \\
0 & 0 & 0 & \cdots & -\frac{c}{2 \Delta \Theta} & -\epsilon \alpha & \frac{c}{2 \Delta \Theta} \\
0 & 0 & 0 & \cdots & 0 & 0 & -\epsilon \alpha
\end{array}\right]_{N_{r} N_{\Theta} \times N_{r} N_{\Theta}}
$$
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With regard to the matrix $\mathbf{F}^{\prime}\left(\mathbf{x}_{j, k}\right)$, the vectors $\mathbf{c}_{1}, \mathbf{r}_{1}$ and the one element $e_{1}$ are posed as follows:


$$
\mathbf{r}_{1}=\left[\left.\begin{array}{lllllllllllll}
\frac{\partial F_{3}}{\partial x_{11}} & \frac{\partial F_{3}}{\partial \chi_{12}} & \frac{\partial F_{3}}{\partial x_{13}} & \cdots & \frac{\partial F_{3}}{\partial x_{1 N_{\theta}}} & \frac{\partial F_{3}}{\partial x_{21}} & \cdots & \frac{\partial F_{3}}{\left.\partial x_{2 N_{\theta}}-1\right)} & \frac{\partial F_{3}}{\partial x_{2 N_{\theta}}} & \frac{\partial F_{3}}{\partial \chi_{31}} & \cdots & \frac{\partial F_{3}}{\partial \zeta_{11}} & \cdots \tag{3.65a}
\end{array} \frac{\frac{\partial F_{3}}{\partial \zeta_{j k}}}{\cdots} \frac{\partial F_{3}}{\partial \zeta_{N_{r}} 1} \cdots \cdots \frac{\partial F_{3}}{\partial \zeta_{N} N_{\theta}}\right|_{1 \times 2 N_{r} N_{\theta}}\right.
$$

$e_{1}=\left[\frac{\partial F_{3}}{\partial c}\right]_{1 \times 1}=[0]_{1 \times 1}$.
In order for the vector $\mathbf{x}_{j, k}$ to be computed through the Newton's method, the matrix $\mathbf{F}^{\prime}\left(\mathbf{x}_{j, k}\right)$ should not be singular, that is, $\left(\left|\mathbf{F}^{\prime}\left(\mathbf{x}_{j, k}\right)\right| \neq 0\right)$. Therefore, by looking at the row vector $\mathbf{r}_{1}$ in the equation (3.65b), each element in the vector $\mathbf{r}_{1}$ becomes equal to zero. In linear Algebra, by using the properties of the determinants of matrices and if we have a square matrix with a row vector where every element is zero, or a column vector where each entry is zero, then the determinant of square matrix is equal to zero [5]. To avoid this problem, we can review how this was successfully done in a paper by Biktasheva et al. [14] using a pinning condition. Therefore, we need to define the function $z$ as follows:

$$
z\left(\chi_{j_{\star}, k_{\star}}, \zeta_{j_{\star}, k_{\star}}\right)=\zeta_{j_{\star}, k_{\star}},
$$

where

$$
\zeta\left(r_{j}, \Theta_{k}\right)=\zeta(0.01+(j-1) \Delta r,(k-1) \Delta \Theta) .
$$

So we derive that

$$
\begin{equation*}
\zeta_{j_{\star}, k_{\star}} \equiv \zeta\left(0.01+\left(j_{\star}-1\right) \Delta r,\left(k_{\star}-1\right) \Delta \Theta\right), \tag{3.66}
\end{equation*}
$$

which means that we need to select any arbitrary value from the second component $\zeta$. Therefore, let us suppose that

$$
j_{\star}=N_{r}, k_{\star}=N_{\Theta},
$$

so we find that

$$
\mathbf{r}_{1}=\left[\begin{array}{lllllllllllllll}
0 & 0 & \cdots & 0 & 0 & \cdots & 0 & 0 & 0 & \cdots & 0 & \cdots & 0 & \cdots & 1
\end{array}\right] .
$$

We know that

$$
\begin{align*}
& \frac{\partial \chi\left(r_{j}, \Theta_{k}\right)}{\partial \Theta}=\frac{\chi_{j, k+1}-\chi_{j, k-1}}{2 \Delta \Theta}+\mathscr{O}\left((\Delta \Theta)^{2}\right)  \tag{3.67a}\\
& \frac{\partial \zeta\left(r_{j}, \Theta_{k}\right)}{\partial \Theta}=\frac{\zeta_{j, k+1}-\zeta_{j, k-1}}{2 \Delta \Theta}+\mathscr{O}\left((\Delta \Theta)^{2}\right) \tag{3.67b}
\end{align*}
$$

where

$$
r \in[0.01,20], \quad \Theta \in[0,2 \pi] .
$$

In order for the approximate solution $\mathbf{x}^{m+1}$ of the equation (3.61) to be found for each iteration, we need to define the equation (3.59) in the disk instead of the square boundary domain using the formulas (3.13) as shown in the panel ( b ) of Figure 3.10. The reason for doing this is that we can compute the angular velocity $c$ of the spiral wave solution in the polar coordinate system. By using the initial condition of FHN system shown in Figure 2.2, we need to transfer the initial spiral wave for component $u$ to the disk through using an approximate function such as the bilinear or the bicubic interpolation functions. By using the bilinear interpolation function, the diagram of the initial spiral wave as shown in Figure 2.2 has been transferred in the disk as highlighted in Figure 3.10. Therefore, simulations of the equation (3.59) in polar coordinate ( $r, \Theta$ ) can be performed on a domain $\left[0, L_{r}\right] \times[0,2 \pi]$ consisting of $N_{r} \times N_{\Theta}$ grid points such that the radius $L_{r} \in \mathbb{R}^{+}$[42]. By using the numerical solver (3.61), the angular velocity $c$ will be found for each iteration $m$, as shown in the Table 3.1. With regards to the stationary partial differential equation (3.19), we can numerically find the critical solution, which is stationary in the moving frame using the Central Finite Difference method. Hence, equation (3.19) can be formulated as follows:

$$
\begin{align*}
& 0=\chi_{r r}+\frac{1}{r^{2}} \chi_{\Theta \Theta}+\frac{1}{r} \chi_{r}+c \chi_{\Theta}+\frac{1}{\epsilon}\left(\chi-\frac{\chi^{3}}{3}-\zeta\right)  \tag{3.68a}\\
& 0=c \zeta_{\Theta}+\epsilon(\chi-\alpha \zeta+\beta) \tag{3.68b}
\end{align*}
$$



Figure 3.10: The panels (a) and (b) indicate the initial approximation of the spiral wave pattern for component $\chi$ for the stationary partial differential equation (3.19). The diagram (a) indicates the initial approximation of the spiral wave in the polar coordinate system ( $r, \Theta$ ) using the bilinear interpolation function such that $N_{r}=550$ and $N_{\Theta}=550$, while diagram (b) indicates the initial approximation of the spiral wave in the disk using the functions $x(r, \Theta)$ and $y(r, \Theta)$. The parameters $\epsilon, \beta$ and $\alpha$ of equation (3.19) are $0.3,0.75$ and 0.5 respectively. The panels (c) and (d) point out the numerical stationary critical solution for components $\chi$ such that diagram (c) shows the stationary solution of the spiral wave in the polar coordinate system $(r, \Theta)$. While diagram ( d ) indicates the stationary solution in the disk. The total length of the circle radius $L_{r}$ is 20 such that the space step $\Delta r$ for the radius is 0.0362 . The total measure of the circle angle $\theta$ is $2 \pi$ such that the space step $\Delta \Theta$ for the circle angle is equal to 0.0114 .

By using the Central Finite Difference method, the numerical solver for the stationary partial differential equations (3.68a) and (3.68b) can be written as follows:

$$
\begin{aligned}
\chi_{j, k} & \approx H^{-1}\left(\frac{\chi_{j+1, k}+\chi_{j-1, k}}{\Delta r^{2}}+\frac{1}{r_{j}^{2}} \frac{\chi_{j, k+1}+\chi_{j, k-1}}{\Delta \Theta^{2}}+\frac{1}{r_{j}} \frac{\chi_{j+1, k}+\chi_{j-1, k}}{2 \Delta r}+c \frac{\chi_{j, k+1}+\chi_{j, k-1}}{2 \Delta \Theta}-\frac{1}{\epsilon} \frac{\left(\chi_{j, k}\right)^{3}}{3}-\frac{1}{\epsilon} \zeta_{j, k}\right), \\
\zeta_{j, k} & \approx \frac{c}{\epsilon \alpha} \frac{\zeta_{j, k+1}+\zeta_{j, k-1}}{2 \Delta \Theta}+\frac{1}{\alpha} \chi_{j, k}+\frac{\beta}{\alpha}, \quad j, k=0,1, \ldots, n, \quad n \in \mathbb{N},
\end{aligned}
$$

where $H$ is a diagonal matrix with entries $h_{j}=\frac{2}{\Delta r^{2}}+\frac{1}{r_{j}^{2}} \frac{2}{\Delta \Theta^{2}}-\frac{1}{\epsilon}$. By applying Neumann boundary conditions, the numerical stationary critical solution is shown in panels (c) and (d) of Figure 3.10.

| Iteration numbers $m$ | Angular velocity estimate $c^{m}$ |
| :---: | :--- |
| 1 | $c^{1}=0.0111$ |
| 2 | $c^{2}=0.62015$ |
| 3 | $c^{3}=0.62015$ |

Table 3.1: This table shows the approximate angular velocity $c^{m}$ for the FitzHughNagumo model through using the Newton's iteration method. The parameters for FHN are $\epsilon=0.3, \alpha=0.5$ and $\beta=0.75$ such that the initial guess for the angular velocity $c$ is 0.0111.

Let us now consider the wavelength of the spiral that was explained in Section 2.4 by using the angular velocity $c$ of the spiral wave if a periodic time is known. In a paper [53], we found that the wavelength $l$ can be formed as follows:

$$
\begin{equation*}
l=c \times \tau, \tag{3.69}
\end{equation*}
$$

such that the variable $\tau$ is the periodic rotation of the spiral wave and $c$ is the angular velocity. Now, we will numerically find the periodic time $\tau$ if the variables $x$ and $y$ are fixed for the function $u(x, y, t)$ that is the solution of the nonlinear system (1.1). Therefore, we find that

$$
\begin{equation*}
\mathbf{f}(t)=\mathbf{u}\left(x_{*}, y_{*}, t\right) . \tag{3.70}
\end{equation*}
$$

We can now calculate numerically the periodic time $\tau$. So let us assume that the variables $x_{*}$ and $y_{*}$ are equal to zero; according to the $u$ component, we find that

$$
\begin{equation*}
\mathbf{f}(t)=\mathbf{u}(0,0, t) \tag{3.71}
\end{equation*}
$$

The diagram of the function (3.71) is shown in Figure 3.11. Consequently, the periodic time $\tau$ is equal to 22.05 . By using the equation (3.69), the approximated wavelength $l$ of the spiral wave of the rigid rotation shown in Figure 2.7 is 13.674.
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Figure 3.11: The parameters are $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$. The solution of the nonlinear system is found by the central difference and the forward Euler methods. This diagram is plotted using the function $\mathbf{f}(t)$ of the equation (3.71). The time step $\Delta t$ is equal to 0.1 and space steps $\Delta x$ and $\Delta y$ are equal to 0.3 .

## Control of Spiral Waves Using Proportional

## Feedback Control

As briefly discussed in Chapter 1, the study of spiral waves has implications for sciences in general and medicine in particular. Indeed, the spiral wave pattern can be observed in cardiac muscle tissues [42] and are associated with cardiac arrhythmias. The typical example of this is ventricular fibrillation, where the electrical activity in cardiac arrhythmias indicates the presence of spiral waves. We start with Schlesner et al.'s method [75] where the drift of the spiral wave tip is subjected to proportional feedback control (PFC). This method involves homogeneous perturbations. The problem of using is that most of the cardiac cells will be damaged as elaborated in more detail in Section 4.1. Instead of perturbating the whole domain of the heart, we will consider a localised perturbations in order for the majorty of the cardiac muscle cells not to die. Therefore, one motivation for conducting this study is that we hope to overcome this problem using local control action.
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### 4.1 Proportional Feedback Control for the

## FitzHugh-Nagumo Model

One significant challenge is related to how to control the spiral wave tip for the FHN model, especially if the spiral wave solution of the FHN system (2.1) undergoes a meander or hypermeander. Several methods exist to control the spiral wave tip such as an external periodic force, which is able to remove the spiral wave by a periodic parameter modulation. Moreover, the spiral wave tip can be forced with a frequency larger than its intrinsic frequency [72, 85, 95]. Another method of controlling the spiral tip is Schlesner et al.'s method, namely proportional feedback control. This scheme is based on the tip location of the spiral wave and can be successfully applied to stabilise the motion of the spiral wave around a certain centre point in the domain [75]. The difference between the external periodic force and proportional feedback control is control objectives. In other words, we use a specific method based on our target. Therefore, we will focus on Schlesner et al.'s method because we want to make localised perturbations and control is first step to removal. Moreover, the proportional feedback control method will be investigated using a response function. This method will be discussed in more detail in this chapter. Hence, we study the ideas and tools of the control of the motion of the spiral wave for the FHN model using the control method of Schlesner et al. in this section. The FHN system (2.1) can be investigated in excitable media given by the following equations:

$$
\begin{align*}
& u_{t}=\frac{1}{\epsilon}\left(u-\frac{u^{3}}{3}-v-\tilde{f}(t) \varphi_{\star}(x, y)\right)+\nabla^{2} u  \tag{4.1a}\\
& v_{t}=\epsilon(u-\alpha v+\beta) \tag{4.1b}
\end{align*}
$$

where the function $\tilde{f}(t)$ is a proportional feedback control with a control action $\varphi_{\star}(x, y)$. As [75], we choose

$$
\begin{equation*}
\tilde{f}(t)=a_{1}\left(r_{0}(t)-r(t)\right) \tag{4.2}
\end{equation*}
$$

where the constant $a_{1}$ is called the feedback strength and as in [75] we assume this is small, that is,

$$
a_{1} \ll 1 .
$$

Moreover, Schlesner et al. [75] use $r$ as the distance of the spiral wave tip from the desired centre, that is

$$
\begin{equation*}
r(t)=\left\|\left(x_{c}, y_{c}\right)-\left(x_{t i p}(t), y_{t i p}(t)\right)\right\|_{2}, \tag{4.3}
\end{equation*}
$$

while the variable $r_{0}$ represents a radius of the circular orbit. The point ( $x_{c}, y_{c}$ ) is the desired centre of the circle of the tip trajectory. The centre can be determined in any place within in the bounded domain. Note that Schlesner et al. only consider the case of the homogeneous control action, that is

$$
\varphi_{\star}(x, y)=1, \quad \forall x, y
$$

while we consider cases where $\varphi_{\star}$ is localised near the desired centre of the spiral wave (see Subsections 4.7.1, 4.7.2 and also in Chapter 5). We aim to find the size of the spatial localisation, which the spiral wave tip can be successfully stabilised in a small perturbation. Proportional feedback control means that the radius $r_{0}$ is determined through the following equation (4.4)

$$
\begin{equation*}
\frac{\mathrm{d} r_{0}(t)}{\mathrm{d} t}=\frac{1}{a_{2}}\left(r(t)-r_{0}(t)\right), \tag{4.4}
\end{equation*}
$$

where [75]

$$
a_{2} \gg \tau,
$$

such that $\tau$ is the periodic rotation of the spiral wave. In contrast to [75], we also find good control when $a_{2}$ is much smaller (for more details, see in Section 4.3). Numerically, the controller dynamics (4.4) can be solved using the Euler forward method in order for the radius $r_{0}$ to be a good approximation. The reason for using the Euler forward method is that it more efficient as well as the FHN system (2.1) is numerically solved by semi-implicit scheme. Therefore, we observe that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} r(t)=r_{0}, \tag{4.5}
\end{equation*}
$$
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which means that the reference point $r(t)$ of the spiral wave tip will be attracted to a core radius $r_{0}$. In other words, when the spiral wave tip is controlled and also stabilised around the centre point $\left(x_{c}, y_{c}\right)$, then the function $r(t)$ will be equal to the core radius $r_{0}$ (see Figure 4.3). This leads us to have the stabilised regime. The homogeneous control of Schlesner et al. can be formulated as follows:

$$
\begin{equation*}
\mathbf{u}_{t}=\mathbf{f}(\mathbf{u})+\mathbf{D} \nabla^{2} \mathbf{u}+\mathbf{h}(t), \tag{4.6}
\end{equation*}
$$

where

$$
\mathbf{h}(t)=\left[\begin{array}{c}
-\frac{1}{\epsilon} \tilde{f}(t) \\
0
\end{array}\right]
$$

The term $\mathbf{h}(t)$ is called the perturbation. In the next section, we will discuss how Schlesner et al. controlled the spiral tip for the FHN equation by adding a perturbation part $\mathbf{h}(t)$.

### 4.2 Examples of Spiral Wave Behaviour under

## Proportional Feedback Control

Schlesinger et al. successfully controlled the behaviour of the spiral wave for the periodic, meander and hypermeander regimes [75]. They assumed that $a_{2}$ is equal to 200 in order to control the spiral wave tip and also stabilise the spiral wave movement of the tip trajectory around the centre point ( $x_{c}, y_{c}$ ). With regards to control parameters $x_{c}$ and $y_{c}$, we can assume these values $x_{c}$ and $y_{c}$ such that the spiral wave tip moves around the core centre ( $x_{c}, y_{c}$ ). Moreover, the drift of the spiral wave also moves along a circle as shown in Figure 2.3. This leads us to say that we have successful control. According to the spiral core as shown in Figure 2.3, we can find the centre point ( $x_{c}, y_{c}$ ) numerically. In order for the core center ( $x_{c}, y_{c}$ ) of the spiral wave to be found numerically, we need to find the values of the functions $x_{\text {tip }}(t)$ and $y_{\text {tip }}(t)$. According to the spiral wave tip as shown in Figure 2.3, by removing the initial transient of the spiral wave, we find that the functions $x_{t i p}(t)$ and $y_{t i p}(t)$ are bounded between the biggest and smallest values as shown in Figure 4.1. Therefore, the centre $\left(x_{c}, y_{c}\right)$ of the spiral wave core can generally be found as follows:


Figure 4.1: Numerical tip trajectory for functions $x_{t i p}(t)$ and $y_{t i p}(t)$ with parameters $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$.

$$
\begin{aligned}
& x_{c}=\frac{\max _{0 \leq t \leq t_{1}}\left(x_{t i p}(t)\right)+\min _{0 \leq t \leq t_{1}}\left(x_{t i p}(t)\right)}{2}, \\
& y_{c}=\frac{\max _{0 \leq t \leq t_{1}}\left(y_{t i p}(t)\right)+\min _{0 \leq t \leq t_{1}}\left(y_{t i p}(t)\right)}{2}, \quad t_{1} \in \mathbb{R}^{+} .
\end{aligned}
$$

As illustrated by Figure 4.1, the centre point $\left(x_{c}, y_{c}\right)$ is found as follows:

$$
\begin{align*}
& x_{c}=\frac{\max _{0 \leq t \leq 55}\left(x_{t i p}(t)\right)+\min _{0 \leq t \leq 55}\left(x_{t i p}(t)\right)}{2}=\frac{22.6653+13.8710}{2}=18.2682,  \tag{4.7a}\\
& y_{c}=\frac{\max _{0 \leq t \leq 55}\left(y_{t i p}(t)\right)+\min _{0 \leq t \leq 55}\left(y_{t i p}(t)\right)}{2}=\frac{28.1384+19.3466}{2}=23.7425 . \tag{4.7b}
\end{align*}
$$

With respect to the desired radius $r_{0}$ of the spiral core, as shown in Figure 2.3, we can determine the core radius $r_{0}$ numerically using the 1 D controller dynamics of the equation (4.4) with a given initial guess. The easiest method to calculate the core radius $r_{0}$ is by using the formula (4.8):

$$
\begin{equation*}
r_{0}=\sqrt{\left(x_{t i p}-x_{c}\right)^{2}+\left(y_{t i p}-y_{c}\right)^{2}}, \tag{4.8}
\end{equation*}
$$

so the desired radius of the circular orbit is as follows:

$$
r_{0}=4.3950
$$

Now, we proceed to control the spiral wave solution of the FHN system (4.6) showing how we successfully controlled the behaviour of the spiral wave, as conducted by Schlesinger et al.. Therefore, by using fixed values of the control parameters $a_{1}=0.01$ and $a_{2}=200$ which are given by Schlesinger et al. [75], and by using the fixed centre point $\left(x_{c}, y_{c}\right)$ as explained by equations (4.7a) and (4.7b) and using the model parameters $\epsilon=0.25, \beta=0.85$ in the periodic regime, the
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 CONTROLdrift of the spiral wave becomes a rigid rotation around a chosen spiral core centre, as shown in the panel (a) of Figure 4.2. We observe that if the desired centre point ( $x_{c_{\star}}, y_{c_{\star}}$ ) such that


Figure 4.2: The panel (a) indicates successful control of the behaviour of a subjected spiral wave using the control method through the function $\tilde{f}(t)$, such that variables $a_{1}$ and $a_{2}$ are assumed as 0.01 and 200 respectively with the parameters $\beta=0.85$ and $\epsilon=0.25$ for the FHN. The initial guess for $r_{0}$ is 4.3950 with the centre core of the rotating spiral wave $\left(x_{c}, y_{c}\right)=(18.2682,23.7425)$. The isoconcentration lines (isolines) for $u$ and $v$ components are equal to zero. The snapshot of the spiral wave is 3500 moment of time while the time step $\Delta t$ is 0.1 . Moreover, the space steps $\Delta x$ and $\Delta y$ are 0.3 . The panel ( b ) indicates the behaviour of the spiral wave without proportional feedback control using the same model parameters.
$x_{c_{\star}}, y_{c_{\star}} \in \mathbb{R}^{+}$is near tip trajectory as shown by a red point in Figure 4.2, then the spiral tip easily becomes attracted to a circular orbit of radius $r_{0}$ centred at point (18.2682, 23.7425). This means that the proportional feedback control $\tilde{f}(t)$ can force the drift of the spiral wave tip to move towards the centre and also rotate stably. This example is called local control. As illustrated by Figure 4.2, the tip path of the spiral wave does not move in a non-stationary rotation. The drift of the spiral wave tip rotates regularly and the pattern of the tip trajectory becomes a rigid rotation. Therefore, the proportional feedback control $\tilde{f}(t)$ goes to zero at a specific moment in time and the values of functions $r_{0}(t)$ and $r(t)$ are equal to each other as shown in Figure 4.3. In other words, the control force $\tilde{f}(t)$ vanishes as shown in Figure 4.3. This is because the function $r(t)$ will be equal to the desired core radius $r_{0}$. Hence, this satisfies the formula (4.5) through observing between the panels (a) and (b) of Figure 4.3. The initial transient of the spiral wave, as shown in Figure 4.2, is not removed and the drift of the tip trajectory moves to the left of the $y$


Figure 4.3: Numerical values for functions $r_{0}(t), r(t)$ and $\tilde{f}(t)$ with parameters $\alpha=0.5$, $\beta=0.85$ and $\epsilon=0.25$. The initial guess for $r_{0}$ is 4.3950 with parameters $a_{1}=0.01, a_{2}=200$ and $\left(x_{c}, y_{c}\right)=(18.2682,23.7425)$. Moreover, the numerical method for the ordinary differential equation (4.4) is the forward Euler method such that the time step $\Delta t$ is 0.1.
axis because the Cartesian coordinates of the centre circle are (18.1817, 23.6923). If we change the position of the centre ( $x_{c_{\star}}, y_{c_{\star}}$ ) of the spiral wave location or start plotting the spiral wave tip from the end of the initial transient, then the initial transient of the tip path will not appear and the behaviour of the spiral wave will immediately become a rigid rotation. We have to be aware that the centre core ( $x_{c}, y_{c}$ ) of spiral wave converges to the target location ( $x_{c_{\star}}, y_{c_{\star}}$ ) if the spiral wave tip is controlled successfully rounded the centre core. If the drift of the spiral wave is not stabilised round centre point ( $x_{c}, y_{c}$ ) as periodic orbit, then the target and centre points will be totally different. Let us suppose that the centre core $\left(x_{c}, y_{c}\right)$ is $(30,15)$, so the drift of the tip of the spiral wave moves into the centre in a rigid rotation, as shown in Figure 4.4. We observe that the initial transient in Figure 4.2 is smaller than tip trajectory of initial transient as Figure 4.4 because the location of the centre ( $x_{c_{\star}}, y_{c_{\star}}$ ) is far from the pattern of the spiral wave. Since, the behaviour of the spiral wave is suppressed, consequently this example is termed global

$\mathrm{t}=0$

$\mathrm{t}=102$

$\mathrm{t}=3500$

Figure 4.4: Numerical solution of FHN model with parameters $\alpha=0.5, \beta=0.85$ and $\epsilon=0.25$ showing the successful transition of the rigid rotation to the centre $\left(x_{c}, y_{c}\right)=$ $(30,15)$ indicated by the red point. The initial guess for $r_{0}$ is 4.3950 with parameters $a_{1}=0.01, a_{2}=200$. The time step $\Delta t$ is 0.1 while the space steps $\Delta x$ and $\Delta y$ are 0.3 .
control. However, the above is an example of a successful control of the rigid rotation, so we now focus on the meander regime. If we have the following parameters:

$$
\epsilon=0.292, \beta=0.8
$$

then the behaviour of the spiral wave is a meander, as shown in Figure 4.5. Moreover, we observe


Figure 4.5: Numerical solution of the FHN system with parameters $\alpha=0.5, \beta=0.8$ and $\epsilon=0.292$ showing the meander of the spiral wave. The time step $\Delta t$ is equal to 0.1 while the space steps $\Delta x$ and $\Delta y$ are equal to 0.3 .
that the drift of the spiral wave solution rotates as a meander around the bounded square. If we extend the time of the rotating spiral wave, then the drift of the spiral wave tip also moves around the bounded domain. As illustrated by Figure 4.5, we can control the tip path of the spiral wave meander using the proportional feedback control $\tilde{f}(t)$. Therefore, the spiral wave
tip trajectory in a meander regime is stabilised to a rigid rotation, as demonstrated in Figure 4.6. The the proportional feedback control $\tilde{f}(t)$ is not always successful to stabilise rigid rotation


Figure 4.6: Numerical solution of the FHN system with parameters $\alpha=0.5, \beta=0.8$ and $\epsilon=0.292$ showing the transition from the meander to rigid rotation. The drift of the spiral wave tip moves towards the centre $\left(x_{c}, y_{c}\right)=(18.2682,23.7425)$ successfully. The initial guess for $r_{0}$ is 4.3950 with parameters $a_{1}=0.01, a_{2}=200$. The time step $\Delta t$ is equal to 0.1 while the space steps $\Delta x$ and $\Delta y$ are equal to 0.3 .
in the periodic or meandering regimes. Therefore, we will also discuss the list factors of main influences on controlling the spiral weave tip in Section 4.6. Concerning the control parameters $a_{1}$ and $a_{2}$, Schlesner et al. provide the condition for the values of these parameters. They claim that the parameter $a_{2}$ should be much larger than the periodic time $\tau$ as mentioned in Section 4.1. Thus, the next section investigates the bounded region of the values $a_{1}$ and $a_{2}$ through numerical simulation.

### 4.3 Control Parameter Regions for Successful

## Control

Following the above successful control of the spiral behaviour, we will now investigate the parameters $a_{1}$ and $a_{2}$ when the desired radius $r_{0}$ and the model parameters of the FHN system are fixed. By varying the control parameters $a_{1}$ and $a_{2}$, we can do successful control of spiral wave tip in some range. For instance, if we assume a small parameter such as $a_{2}$, that is

$$
a_{2}<\tau
$$
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such that $\tau$ is the periodic rotation of the spiral wave, then we can also manage to control the behaviour of the spiral wave, but we will use Schlesinger et al's assumption for $a_{2}$. We need to pay enough attention to the choice of the level of the isolines for component $u$-the field and component $v$-the field in order to extract the spiral tip using a method which is similar to the one explained in Section 2.4. Schlesinger et al. chose values of the isolines as $u_{i s o}=0.2$ and $v_{i s o}=-0.12$ [75]. Therefore, these isolines for the components $u$ and $v$ do not help to find the tip path of the spiral wave through numerical observations. This is because of selecting the parameters $a_{1}$ and $a_{2}$ of the proportional feedback control impact the values of isolines. The best level of the isolines for the components $u$ and $v$ is zero in a periodic regime, which will also work successfully in meander and hypermeander regimes. However, in the perturbed system (4.1) of the FHN model, we will numerically estimate the region of control parameters $a_{1}$ and $a_{2}$ using the function $\tilde{f}(t)$ in the regime of the rigid rotation, so that the spiral wave tip moves in a stable rotation. By numerical observation, different values $a_{1}$ and $a_{2}$ can be determined in a bounded domain and used for the proportional feedback control, so that the rigid rotation of the spiral wave solution is a stable movement. Therefore, the bounded region of these parameters for the fixed centre point $\left(x_{c}, y_{c}\right)=(30,15)$ and the core radius $r_{0}=4.3950$ with fixed model parameters are restricted between specified limits, as shown in Figure 4.7. Note that the region of the values $a_{1}$ and $a_{2}$ in the periodic regime is found through using stable spiral wave. By looking at Figure 4.7, choosing values of control parameters $a_{1}$ and $a_{2}$ have effects on the characteristics of existing spiral waves or controlling spiral wave tip. We consider in a small domain for specific control parameters $a_{1}$ and $a_{2}$ as shown following:

$$
\begin{aligned}
& a_{1} \in \mathrm{~A}_{1}=\left\{\beta_{1}: \beta_{1}=\mathrm{e}^{\omega_{1}}, \omega_{1}=-5+0.1 \times(n-1), 1 \leq n \leq 51, n \in \mathbb{N}\right\}, \\
& a_{2} \in \mathrm{~A}_{2}=\left\{\beta_{2}: \beta_{2}=2.1+2 \times(n-1), 1 \leq n \leq 100, n \in \mathbb{N}\right\},
\end{aligned}
$$

where

$$
\ln a_{1} \in \mathrm{~A}_{3}=\left\{\omega_{1}: \omega_{1}=\ln \beta_{1}, \beta_{1} \in \mathrm{~A}_{1}\right\}
$$

This shows that fixed model parameters $\beta$ and $\epsilon$ are example in the periodic regime, that is

$$
\beta=0.75, \quad \epsilon=0.3 .
$$



Figure 4.7: The red, green and blue points of the varying control parameters $a_{1}$ and $a_{2}$ are found by using the perturbed system (4.6) of the FHN model with fixed model parameters $\beta=0.75$ and $\epsilon=0.3$. The red points indicate unstable spiral wave, whereas the green points indicate existing spiral waves which can be controlled successfully such that a tolerance Tol is equal to 0.5 . The blue points indicate existing spiral waves which cannot be controlled successfully. The initial condition for the perturbed system (4.6) are the spiral waves for fixed bounded domain $[0,40]^{2}$ which are taken from Figure 2.2. The space steps $\Delta x$ and $\Delta y$ are equal to 0.3 while the time step $\Delta t$ is equal to 0.1 for time period $t \in[0,1500]$. Moreover, the initial guess for $r_{0}$ is 4.3950 with the fixed target core of the rotating spiral wave $\left(x_{c}, y_{c}\right)=(30,15)$.

It is worth noting here that if we change the centre of the spiral wave core or the parameters $\beta$ and $\epsilon$ of FHN system, the bounded region of green points of control parameters $a_{1}$ and $\alpha_{2}$ for specific parameters in the periodic regime will have a different shape. By choosing any values for $a_{1}$ and $a_{2}$ in the bounded region of green points, the proportional feedback control function $\tilde{f}(t)$ shows that the tip trajectory is stabilised, which means that we can control the motion of the spiral wave. By numerical observation we note that if we extend the $a_{2}$ axis, as shown in Figure 4.7, then the bounded region of green points shrinks. Also, if we choose any values for $a_{1}$ and $a_{2}$ outside this domain, the rigid rotation will not be stabilised or the spiral wave solutions of the FHN model will disappear with boundary domain. Therefore, the tip path cannot be found because the isolines for the two components $u$ and $v$ of FHN model are equal to zero. By numerical observation, we also note that if the parameters $a_{1}$ and $\alpha_{2}$ are very close to the frame of axes, we need more time in order for the rigid rotation of the spiral wave to be stabilised. Compared with points $\left(a_{1}, a_{2}\right)$ in the middle of the green bounded region, the tip path of the rotating spiral wave solutions is stabilised quickly. Note that we cannot sometimes control the
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behaviour of the tip path of the spiral wave easily for some parameters in a rigid rotation regime as we will give an example of unsuccessful control in Section 4.6.

Now, it is important to study the bounded region of the control parameters $a_{1}$ and $a_{2}$ for specific model parameters in the meander regime through fixing the parameters $\epsilon, \beta, \alpha, r_{0}$ and the centre core $\left(x_{c}, y_{c}\right)$. Therefore, if we choose the parameters $\epsilon$ and $\beta$ as follows:

$$
\epsilon=0.292, \beta=0.8,
$$

where these parameters are in the meander regime and the drift of the spiral wave tip rotates rigidly with these parameters through using the function $\tilde{f}(t)$ as shown in Figure 4.6. We also consider in a small domain for specific control parameters $a_{1}$ and $a_{2}$ as shown following:

$$
a_{1} \in \mathrm{~A}_{1}, \quad a_{2} \in \mathrm{~A}_{2},
$$

then diagram of parameters $a_{1}$ and $a_{2}$ is shown in Figure 4.8. The region of the values $a_{1}$ and


Figure 4.8: The red, green and blue points of the varying control parameters $a_{1}$ and $a_{2}$ are found by using the perturbed system (4.6) of the FHN model with fixed model parameters $\beta=0.8$ and $\epsilon=0.292$. The red points indicate unstable spiral wave, whereas the green points indicate existing spiral waves which can be controlled successfully such that a tolerance Tol is equal to 0.5 . The blue points point out existing spiral waves which cannot be controlled successfully. The initial condition for the perturbed system (4.6) are the spiral waves for fixed bounded domain [ 0,40$]^{2}$. The space steps $\Delta x$ and $\Delta y$ are equal to 0.3 while the time step $\Delta t$ is equal to 0.1 for time period $t \in[0,1500]$. Moreover, the initial guess for $r_{0}$ is 4.3950 with the fixed target core of the rotating spiral wave $\left(x_{c}, y_{c}\right)=(18,24)$.
$a_{2}$ in the meander regime is found through using stable spiral wave as shown in Figure 4.5. By
numerical observations, if the value $a_{1}$ is big enough, then the drift of the tip trajectory of the spiral wave will be controlled quickly into the centre. In other words, if the parameter $a_{1}$ is very small and if the parameter $a_{2}$ is very large, then the spiral wave tip will be controlled very slowly. Through numerical observation, we observe that if we extend the $a_{2}$ axis, as shown in Figure 4.8, then the top line of the green bounded region will go down. However, we have to be aware that if we change any parameters $\epsilon$ and $\beta$ of the FHN system and also the position of the target core ( $x_{c_{\star}}, y_{c_{\star}}$ ), or the core radius $r_{0}$, then the shape of the bounded domain of the parameters $a_{1}$ and $a_{2}$ for the the meander regime will be also different. By looking at the Figure 4.8, there is a line of extra red points, which show unstable spiral wave, in the region of green points because the total length of axes $x$ and $y$ is not big enough. Therefore, if we increase the size of the bounded domain and also time period or if we change the position of the target core, then the line of extra red points will become green points. This is because the spiral wave will be stable as shown in the panel (a) of Figure 4.9, so this leads us to control the spiral wave tip.


Figure 4.9: Diagram shows numerical simulations for same values of parameter and different domain sizes in panels (a) and (b). The case (a) shows that the numerical simulation converges to stable spiral wave solution such that the total length of $x$ and $y$ is equal to 120 . The case (b) shows the transient of spiral wave and no stable spiral wave solution starting from the initial condition such that the total length of $x$ and $y$ is equal to 40. The parameters of the FHN system with controller model are $\alpha=0.5$, $\beta=0.80$ and $\epsilon=0.292$. The control parameters are chosen as $a_{1}=0.0224, a_{2}=40.1$ such that $\ln \left(a_{1}\right)=-3.8$. Moreover, the centre core $\left(x_{c}, y_{c}\right)$ is equal to $(60,60)$. With regard to the case (b), the centre core $\left(x_{c}, y_{c}\right)$ is equal to $(18,24)$.

With respect to this section, we have found the range of the control parameters, which shows a successful control. In other words, we have discussed the properties of the perturbation function
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for the perturbed system of the FHN model, which is related to the machine of heart defibrillator. We need to determine the region of successful and unsuccessful control for model parameters $\epsilon$ and $\beta$ for the FHN system. These parameters are related to the properties of the heart. Therefore, we will discuss criteria of successful and unsuccessful control of the spiral wave tip in the next section.

### 4.4 Criteria for Successful Control

However, as highlighted in Figure 2.10, we will investigate the successful and unsuccessful control behaviour of the spiral wave for parameter space $(\epsilon, \beta)$ related to local and global control. This means that if the tip path of the spiral wave starts to become close to the desired location (the target location or the centre point of the circular orbit) and if we can successfully govern the behaviour of the spiral wave using proportional feedback control method, then this is called local control as discussed briefly in Section 4.2. Moreover, we state that the control is global if any initial condition is not close to the target location. The difference between local and global control is just the initial condition. In order to investigate the successful and unsuccessful control of the tip trajectory, we need to formulate systematic criteria to automate the parameter space study. Thus, we say that the spiral wave is successfully controlled if

$$
\left|r(t)-r_{0}(t)\right| \leq \mathrm{Tol},
$$

for the appropriate set of time $t$. Figure 4.4 is an example of successful control. Also, we can see that the formula $-0.1 \leq r_{0}(t)-r(t) \leq 0.1$ is realised for this time interval according to the panel ( d ) of Figure 4.3. In contrast, if we have the following formula:

$$
r_{0}(t)-r(t)>0.1,
$$

then we say unsuccessful control where over this range of time. Therefore, we can choose a tolerance Tol equal to 0.1 with the time test window $\mathrm{T}_{\text {test }}$ equal to 20 . In order to determine whether the control method of the tip path is successful, we need to consider a time $\mathrm{T}>0$ such
that $\mathrm{T}>\mathrm{T}_{\text {test }}$ and also a maximum time $\mathrm{T}_{\max }>0$. By looking at Figures 4.3 , we assume that

$$
\mathrm{T}_{\max }=2000
$$

We can say that the control of the spiral wave tip is successful if there is a $\mathrm{T}<\mathrm{T}_{\text {max }}$ such that inequality holds for all $t$ from $\mathrm{T}-\mathrm{T}_{\text {test }}$ to T and is also less than or equal to the tolerance Tol, that is

$$
\begin{equation*}
\left|r(t)-r_{0}(t)\right| \leq 0.1, \quad \forall t \in\left[\mathrm{~T}-\mathrm{T}_{\text {test }}, \mathrm{T}\right] . \tag{4.9}
\end{equation*}
$$

Moreover, the control of the tip trajectory is unsuccessful if the converse inequality holds for some $t$ from $\mathrm{T}-\mathrm{T}_{\text {test }}$ to T and is also greater than the tolerance Tol, that is

$$
\begin{equation*}
\left|r(t)-r_{0}(t)\right|>0.1, \quad \exists t \in\left[\mathrm{~T}-\mathrm{T}_{\text {test }}, \mathrm{T}\right] . \tag{4.10}
\end{equation*}
$$

Since we have two cases of controlled spiral wave tips, successful and unsuccessful control should be recognised for both situations more precisely. The first case is that if the target core ( $x_{c_{\star}}, y_{c_{\star}}$ ) is close enough to the pattern of the initial spiral wave (local control), then we can say that the control method is successful if the condition (4.9) is achieved for the test window. Since the initial condition for the successful and unsuccessful control is shown in Figure 2.2 for component $u$, we can suppose that the centre core $\left(x_{c}, y_{c}\right)$ is equal to $(19.5,18)$. However, if we assume that

$$
\mathrm{T}=1800,
$$

and that the condition (4.9) satisfies for all the time test window $\mathrm{T}_{\text {test }}$, then we can control the spiral wave tip successfully. If we have the condition (4.10) in the time test window $T_{\text {test }}$, then we can say that the control method is unsuccessful.

With regard to the second case, that is, if the the desired location ( $x_{c_{\star}}, y_{c_{\star}}$ ) is away from the pattern of the initial spiral wave (global control), we can say that the control method is successful if the condition (4.9) is achieved. The initial condition for the global control is also shown in the panel (c) of Figure 4.10 for component $u$. So, the centre core $\left(x_{c}, y_{c}\right)$ is supposed to be ( $19.5,18$ ) such that $T=1800$ and also the value of the test window $T_{\text {test }}$ in this situation is also equal to 20 units. In contrast, if we have the formula (4.10), then the proportional feedback control $\tilde{f}(t)$ will not control the motion of the spiral tip.
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It is worth bearing in mind the total length for both $x$ and $y$ in order to find the spiral wave because if the total length for both $x$ and $y$ is not large enough, then the spiral wave for parameters $\epsilon$ and $\beta$ will crash and also disappear with the bounded domain and the tip trajectory, as a result, will not be found. In the next section, we will discuss the region of model parameters $\epsilon$ and $\beta$ for the FHN system using criteria of the studying successful and unsuccessful control of the tip trajectory.

### 4.5 Region of Successful Control for Model

## Parameters

As we discussed criteria of successful and unsuccessful control of the spiral wave tip in Section 4.4, we can write an automatic Matlab code to find the $(\epsilon, \beta)$-parameter space in terms of successful and unsuccessful control. Let us begin with the global and local control for the bounded domain $[0,40]^{2}$. By numerical observation, we find the successful control for the whole parameters $\epsilon$ and $\beta$, as shown in Figure 4.10. We have found the bounded regions for the local and global control using the initial condition, as shown in the panels (c) and (g) of Figure (4.10). According to the global control, the spiral wave solution is not controlled easily even the bounded domain is bigger because the centre point $\left(x_{c}, y_{c}\right)$ is not close to spiral wave. By looking at local successful control method, we will have more points of local successful control as the reason was previously explained.

However, we note that we study the spiral wave tip by using the proportional feedback control $\tilde{f}(t)$. Thus, this function does not depend on the spatial localisation in $\mathrm{x}-\mathrm{y}$ plane, so we will define the function $\tilde{f}(t)$ as depending on two variables $x$ and $y$ through using target location $\left(x_{c_{\star}}, y_{c_{\star}}\right)$ or $\left(x_{t i p}, y_{t i p}\right)$ as discussed in more detail in Subsections 4.7.1, 4.7.2 and Chapter 5. This is because we want to know that how large enough of the spatial localisation for the function $\tilde{f}(t)$ that controls spiral wave tip. In the next section, we will discuss that the proportional feedback control $\tilde{f}(t)$ does not control the spiral wave dynamics for some parameters $\epsilon$ and $\beta$ because there are the main influences which affect stabilising the spiral tip. Therefore, more detail will
be shown in Section 4.6.


Figure 4.10: The panels (a) and (d) point out the successful control region using the proportional feedback control for space scale $40 \times 40$ such that the filled green points indicate the successful control whereas the open red points indicate the unsuccessful control. The panels (b) and (f) indicate regions of the periodic and meander regimes without using the proportional feedback control such that the filled blue points show the rigid rotation of the spiral wave whereas the filled red points show meander of the spiral wave. The open black points in the panels (b) and (f) point out no spiral wave. The centre point ( $x_{c}, y_{c}$ ) for both cases as shown in the panels (c) and (g) is $(19.5,18)$ with the values $a_{1}=0.01$ and $a_{2}=0.25$. The tolerance Tol is equal to 0.2 and the time test window $\mathrm{T}_{\text {test }}$ is equal to 20 .

### 4.6 Examples of Unsuccessful Control of the Spiral

## Wave Behaviour

It is possible to control the behaviour of the spiral wave through adding the perturbation term in FHN system. If we choose certain parameters for the function $\tilde{f}(t)$ and the position of the

## CHAPTER 4. CONTROL OF SPIRAL WAVES USING PROPORTIONAL FEEDBACK CONTROL

centre of the circular core, the proportional feedback control will overcome the motion of the spiral wave in meander or periodic regimes and become a stable rigid rotation. However, the control of the behaviour of the spiral wave solution is not always successful. There are different types of unsuccessful control. The first type is that the spiral wave tip sometimes moves towards the centre and does not rotate stably. This case can be controlled but in a weak way. The second type is that the spiral wave tip does move towards the centre. The third type is that if the spiral tip rotate very close the boundary, then it may cross the boundary domain which is the worst case. This is because there are many factors which influence the drift of the spiral tip. The first factor is certain parametric system (model parameters) of FHN model. For example, if we start with model parameters $\epsilon$ and $\beta$ for the meander regime as follows:

$$
\epsilon=0.2, \beta=0.85 \text {, }
$$

then the proportional feedback control $\tilde{f}(t)$ will not suppress the motion of tip and stabilise the periodic orbit, as shown in Figure 4.11. As explained by Figure 4.11, the average of location of


Figure 4.11: A snapshot of unsuccessful control of the tip path of the spiral wave behaviour for component $u$ such that parameters $\epsilon$ and $\beta$ are 0.2 and 0.85 respectively with time step $\Delta t$ equal to 0.1 and space steps $\Delta x$ and $\Delta y$ equal to 0.3 for the scale space 40 . The initial guess for $r_{0}$ is 4.3950 with parameters $a_{1}=0.01, a_{2}=200$ and $\left(x_{c}, y_{c}\right)=(18.2682,23.7425)$. The behaviour of the spiral wave in the meander regime is not a stable rigid rotation and the drift of the spiral tip moves to the centre, but the spiral wave tip does not rotate rigidly.
spiral wave tip is going around centre target and does not rotate stably. We also observe that the diagram of the functions $r_{0}(t)$ and $r(t)$ are shown in Figure 4.12.


Figure 4.12: Numerical values for functions $r_{0}(t), r(t)$ and $\tilde{f}(t)$ with parameters $\alpha=0.5$, $\beta=0.85$ and $\epsilon=0.2$. The initial guess for $r_{0}$ is 4.3950 with parameters $a_{1}=0.01, a_{2}=200$ and $\left(x_{c}, y_{c}\right)=(18.2682,23.7425)$. Moreover, the numerical method used for the ordinary differential equation (4.4) is the forward Euler method with the time step $\Delta t$ equal to 0.1.


Figure 4.13: A snapshot of the unsuccessful control of the tip path of the spiral wave behaviour for component $u$ such that parameters $\epsilon$ and $\beta$ are 0.25 and 0.8288 respectively with the time step $\Delta t$ equal to 0.1 and space steps $\Delta x$ and $\Delta y$ equal to 0.3 for the scale space 40 . The initial guess for $r_{0}$ is 4.3950 with parameters $a_{1}=0.01, a_{2}=0.5$ and $\left(x_{c}, y_{c}\right)=(5,5)$. The behaviour of the spiral wave in the periodic regime is not a stable rigid rotation around the centre core.

We note that we cannot move the spiral wave tip into the desired point $(18.2682,23.7425)$ or control the motion of the spiral wave as a stationary rotation. This is because the initial condition for the spiral wave solutions, especially for this pattern, does not help the proportional feedback
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control $\tilde{f}(t)$ to control the tip motion even though we chose the good value of feedback strength $a_{1}$ and the good value of parameters $a_{2}$. These cases will affect the control of the spiral motion using the proportional feedback control. Using the parameters highlighted in Figure 4.11, Figure 4.12 representing functions $r_{0}(t), r(t)$ and $\tilde{f}(t)$ suggests that the tip path, that undergoes the proportional feedback control, cannot be stabilised because the tip trajectory of the spiral wave moves around the neighbourhood of the reference radius function $r_{0}$, in contrast with Figure 4.3 where oscillations cannot be observed. If we do not pay enough attention to the choice of the centre of rotation of the spiral wave, then the the proportional feedback control does not perform a periodic motion. We provide an additional example of unsuccessful stabilisation for this case. If we choose the centre core as follows:

$$
\left(x_{c}, y_{c}\right)=(5,5)
$$

then the stationary rotation of the spiral wave is not stabilised around the target location, as shown in Figure 4.13. In other words, this function cannot be used to displace the spiral core region through moving the drift of the spiral wave tip around the red point as as indicated in Figure 4.13. This is because the desired location is quite far from the spiral tip. With regards to the difficulties of controlling the spiral tip, we find that the size of the bounded domain also affects successful control of spiral tip. The example of effects of the bounded domain is that if we expand the bounded domain, as in Figure 4.5, to [80, 80] instead of [40, 40], then the spiral wave solution of the original system (1.1) for FHN model rotates rigidly instead of a spiral wave meander, as shown Figure 4.14. According to Biktashev et al. [10], the behaviour of the spiral wave will be affected by boundaries. This means that the boundary affects the spiral wave behaviour in different ways; hence, Biktashev and Holden investigated the perturbation of the boundary through computing the response function when the spiral wave solutions are close to the finite domain because the response function is not affected by the boundary domain. Finally, the numerical scheme and step size will also impact the transition from the meandering or hypermeandering spiral wave tip to the rigid rotation using the function $\tilde{f}(t)$.

### 4.7. PROPORTIONAL FEEDBACK CONTROL WITH LOCALISED CONTROL ACTION
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Figure 4.14: Numerical solution of the FHN with parameters $\alpha=0.5, \beta=0.8$ and $\epsilon=0.292$ showing the transition from the meander to the rigid rotation without using the proportional feedback control. The time step $\Delta t$ is equal to 0.1 while the space steps $\Delta x$ and $\Delta y$ are equal to 0.3 .

Based on this, in the next section, we will also discuss the proportional feedback control $\tilde{f}(t)$ with localised control action $\varphi_{\star}(x, y)$. As explained previously that Schlesinger et al only consider the homogeneous control action in the FHN system, which means that the proportional feedback control function $\tilde{f}(t)$ is homogeneous on $x$ and $y$.

### 4.7 Proportional Feedback Control with Localised

## Control Action

In the previous sections, we discussed Schlesner et al.'s method using proportional feedback control $\tilde{f}(t)$ which does not depend on the spatial variables and only depends on time $t$. This means that proportional feedback control is able to stabilise the spiral wave tip around a centre point ( $x_{c}, y_{c}$ ) in the excitable medium. Therefore, we may obtain better performance for a small perturbation by assuming localised control action. Now, we consider control of spiral wave using these possible control actions. It makes sense to consider whether a localised control action can also suppress the motion of a spiral wave, that is only supported near the desired centre ( $x_{c}, y_{c}$ ). Therefore, there exist two possible cases to localise the spiral tip using control action. The first one of these cases is called fixed-localised action and the second case is tip-localised action. By employing these cases of control action for the FHN model, we will study the successful and
unsuccessful control behaviour of the spiral wave for model parameters.

### 4.7.1 Control Using a Fixed-Localised Control Action

We now investigate the control of the spiral wave through looking at the target location ( $x_{c}, y_{c}$ ) of the bounded domain for the control function $\tilde{f}(t)$ with a function $\varphi .(x, y)$ that is defined as follows:

$$
\varphi_{.}(x, y)= \begin{cases}1 & \text { if }\left|(x, y)-\left(x_{c}, y_{c}\right)\right|<r_{1} \\ 0 & \text { if otherwise }\end{cases}
$$

The function $\varphi_{.}(x, y)$ is termed as fixed-localised control action, so the perturbed system (4.6), which Schlesner et al considered the case where depends on time $t$, becomes as follows:

$$
\begin{equation*}
\mathbf{u}_{t}=\mathbf{f}(\mathbf{u})+\mathbf{D} \nabla^{2} \mathbf{u}+\mathbf{h}_{1}(t, x, y) \tag{4.11}
\end{equation*}
$$

where

$$
\mathbf{h}_{1}(t, x, y)=\left[\begin{array}{c}
-\frac{1}{\epsilon} \tilde{f}(t) \varphi .(x, y) \\
0
\end{array}\right],
$$

such that point $(x, y)$ is the spatial location in the plane that supports the control function and $r_{1}$ is the radius of the circle. Note that the system (4.11) is general feedback control which depends on the spatial spaces and the time. The value of the constant $r_{1}$ should be recognised to show us the control of the spiral wave tip. Thus, the radius $r_{1}$ can be assumed as 10 . In this case, the tolerance Tol to study the successful and unsuccessful control of the spiral wave tip is given as follows:

$$
\mathrm{Tol}=0.1 .
$$

Now, we consider what happens if we foucs on fixed-localised action, which depends on $x$ and $y$, instead of the homogenous function. Therefore, we study the successful control method of the tip trajectory of the spiral wave using the fixed support function $\mathbf{h}_{1}(t, x, y)$, as shown in the panel (a) of Figure 4.15.


Figure 4.15: The panel (a) points out the successful control region using the fixedlocalised control action such that the filled green points indicates the successful control region whereas the open red points indicates the unsuccessful control. The centre core $\left(x_{c}, y_{c}\right)$ for the fixed-localised control action is (19.5, 18). The panel (b) points out the successful control region using the tip-localised control action such that the filled green points indicate the successful control region whereas the open red points indicate the unsuccessful control. The centre point ( $x_{c}, y_{c}$ ) for the tip-localised control action is $(10,10)$. The radius $r_{1}$ for both cases is equal to 10 and the initial condition for the perturbation system (4.11) is shown in Figure 2.2. The tolerance Tol is equal to 0.2 and the time test window $\mathrm{T}_{\text {test }}$ is equal to 20 . The space scale is $40 \times 40$.

### 4.7.2 Control Using a Tip-Localised Control Action

An alternative localised control action is to follow the tip path, that is use a control action of the form $\varphi_{\circ}(x, y, t)$ where we follow the tip location $\left(x_{t i p}(t), y_{t i p}(t)\right)$ :

$$
\varphi_{\circ}(x, y, t)=\left\{\begin{array}{ll}
1 & \text { if }\left|(x, y)-\left(x_{t i p}(t), y_{t i p}(t)\right)\right|<r_{1} \\
0 & \text { if otherwise }
\end{array} .\right.
$$

We call the function $\varphi_{\circ}(x, y, t)$ is called the tip-localised control action and that depends on $(u, v)$.
For this, the perturbed system (4.6) becomes as follows:

$$
\mathbf{u}_{t}=\mathbf{f}(\mathbf{u})+\mathbf{D} \nabla^{2} \mathbf{u}+\mathbf{h}_{2}(x, y, u, v)
$$

where

$$
\mathbf{h}_{2}(x, y, u, v)=\left[\begin{array}{c}
-\frac{1}{\epsilon} \tilde{f}(t) \varphi_{\circ}(x, y, t) \\
0
\end{array}\right] .
$$

## CHAPTER 4. CONTROL OF SPIRAL WAVES USING PROPORTIONAL FEEDBACK CONTROL

In order for the spiral wave to be controlled for parameters $\epsilon$ and $\beta$ successfully, the radius $r_{1}$ should not be smaller than 10 . By using the function $\mathbf{h}_{2}$ instead of the parametric forcing function and the fixed support function, the successful and unsuccessful controls of the spiral wave tip are investigated for all parameters $\epsilon$ and $\beta$ such that $\left(x_{c}, y_{c}\right)=(10,10)$ as shown in the panel (b) of Figure 4.15. The tolerance Tol in this case is given as follows:

$$
\mathrm{Tol}=0.2
$$

We observe that using a control action localised at the tip path $\left(x_{\text {tip }}(t), y_{\text {tip }}(t)\right)$ for controlling the behaviour of the spiral wave can be much better than the target location $\left(x_{c}, y_{c}\right)$ through comparison between the panels ( a ) and (b) of Figure 4.15.

The proportional feedback control cannot always control the tip motion of the spiral wave. Therefore, it is useful to investigate the FitzHugh-Nagumo equation (4.1) with the 1D controller dynamics (4.4) appended. This allows us to study successful control of the spiral motion through computing the eigenvalues of this extended system. This will be discussed in the Chapter 5.

# Stability of Spiral Waves with Localised 

## Control Action

As we elaborated in Chapter 4, the spiral wave tip can be controlled using the homogeneous function $\tilde{f}(t)$ with different types of control action. This leads us to have the different regions of successful control for $(\epsilon, \beta)$-parameter space. With regards proportional feedback control, we will investigate how big perturbation of the function $\tilde{f}(t)$, which can suppress the drift of spiral wave tip using the response function of the adjoint linear system for the FHN system with the 1D controller dynamics and also stability of control method as a function of the radius $R$. Therefore, we can understand the size of the spatial localisation of the support control function.

### 5.1 Study the Dynamical Stability Spiral Wave <br> Solution for Different Values of Radius

Let us define the perturbation function $\mathbf{h}(t)$ of equation (4.6) using the local support perturbation function $\mathbf{h}_{R}(t, x, y)$, that is

$$
\mathbf{h}_{R}(t, x, y)=\left[\begin{array}{c}
-\frac{1}{\epsilon} \tilde{f}(t) \varphi_{R}(x, y) \\
0
\end{array}\right]
$$

where the control action $\varphi_{R}(x, y)$ is defined as follows:

$$
\varphi_{R}(x, y)= \begin{cases}1 & \text { if }\left(x-x_{c}\right)^{2}+\left(y-y_{c}\right)^{2}<R^{2} \\ 0 & \text { if otherwise }\end{cases}
$$

such that $R$ is radius and the point $\left(x_{c}, y_{c}\right)$ is centre core of spiral wave. Now, we will investigate the dynamical stability solution of the FHN model (4.1) with the controller equation if the values of radius $R$ are different through computing the largest eigenvalues. Let us begin with the unsuccessful control in meander regime from Figure 4.15 to be as follows:

$$
\epsilon=0.20, \quad \beta=0.93
$$

so the relation between the different values of of radius $R$ and the largest eigenvalues $\gamma$ is shown in Figure 5.1. Looking at Figure 5.1, we observe that the critical radius, $\mathrm{R}_{c}$, at which the controlled spiral wave tip is first stabilised is

$$
\mathrm{R}_{c} \approx 10 .
$$

The reason for choosing $\mathrm{R}_{c} \approx 10$ is that the red horizontal line, located at $\lambda=0$, shows stable and unstable movements of the spiral wave tip due to the stability condition of using power iteration method which has been illustrated in more detail in Section 3.3. This means that if the radius $R$ belongs to the interval $(0,10)$ approximately, then the local support perturbation function $\mathbf{h}_{R}(t, x, y)$ of the FHN model (4.1) cannot control the behaviour of the spiral wave tip because the principle eigenvalue $\gamma$ is greater than one. Therefore, the spiral wave tip of the FHN model


Figure 5.1: The parameters of the FHN system with controller model (4.1) is $\alpha=0.5$, $\beta=0.93$ and $\epsilon=0.20$ such that these parameters $\epsilon$ and $\beta$ are taken from unsuccessful control region as shown in the Figure 4.15. The blue line indicates lyapunov exponent for the largest eigenvalues using formula $\lambda=\frac{\ln \left|\gamma_{\Delta t}\right|}{\Delta t}$ such that the time step $\Delta t$ is equal to 0.1 , so the critical radius $\mathrm{R}_{c}$, at which the controlled spiral wave tip is first located at lyapunov exponent $\lambda=0$, is equal to 10 approximately. The centre core $\left(x_{c}, y_{c}\right)$ is equal to $(19.5,18)$. The parameters of the proportional feedback control $\mathbf{h}_{R}$ are $a_{1}=0.01, a_{2}=200$ such that the initial guess for $r_{0}$ is 4.3950 for time period [ 0,2000 ]. The total length of the radius $R$ is equal to 40 such that the space step $\Delta R$ is equal to 1 . The principle eigenvalues are found numerically using power iteration method.
(4.1) can be controlled using the local support perturbation function $\mathbf{h}_{R}(t, x, y)$ if it satisfies the following formula:

$$
R \in(10,40)
$$

This is because the principle eigenvalue $\gamma$ is less than one.
In the next section, we will discuss how to calculate the average of response functions numerically. Moreover, we will also investigate the size of the spatial localisation of the support of the control action numerically using the average of response functions. In other words, we will find the minimum radius to stabilise the spiral wave tip.

### 5.2 Computing Response Function in the Small

## Perturbation

As explained in Chapter 4, the perturbed function $\mathbf{h}(t)$ is defined in the whole bounded domain. Therefore, controlling or removing the spiral wave is an important issue with several implications
and applications, notable in the medical field. Hence, in mathematical terms, the perturbed function $\mathbf{h}(t)$ can be defined in the $x-y$ plane and also depending on time $t$ through calculating the average of the numerical solution of the adjoint linear system and using the Trapezoidal rule [26]. This is because the response function of the adjoint linear system gives information about the sensitivity of the spiral wave to a perturbation. Therefore, we suggest that a good strategy for controlling the spiral wave in a more optimal manner is to consider spatially localized perturbations. If we consider the adjoint linear system (3.10) for the FHN equation without the 1D controller dynamics, then the average in Cartesian coordinates is formed as follows:

$$
\begin{align*}
& \rho_{1}(x, y)=\frac{1}{\tau} \int_{0}^{\tau} k(x, y, t) \mathrm{d} t \approx \frac{1}{\tau}\left(\sum_{m=0}^{\left(n_{1}-1\right)} \frac{\Delta t}{2}\left(k\left(x_{i}, y_{j}, t_{m}\right)+k\left(x_{i}, y_{j}, t_{m+1}\right)\right)\right),  \tag{5.1a}\\
& \rho_{2}(x, y)=\frac{1}{\tau} \int_{0}^{\tau} s(x, y, t) \mathrm{d} t \approx \frac{1}{\tau}\left(\sum_{m=0}^{\left(n_{1}-1\right)} \frac{\Delta t}{2}\left(s\left(x_{i}, y_{j}, t_{m}\right)+s\left(x_{i}, y_{j}, t_{m+1}\right)\right)\right), \tag{5.1b}
\end{align*}
$$

where
$k\left(x_{i}, y_{j}, t_{m}\right)=k_{i, j}^{m}, \quad s\left(x_{i}, y_{j}, t_{m}\right)=s_{i, j}^{m}, \quad i, j=0,1, \ldots, n, \quad m=0,1, \ldots, n_{1}, n, n_{1} \in \mathbb{N}, t \in[0, \tau], \tau \in \mathbb{R}^{+}$, and variables $k(x, y, t)$ and $s(x, y, t)$ are components of the adjoint linear system (3.10). Since, the FHN system (2.1) consists of two components, it is useful to apply the length of the vector ( $\left.\rho_{1}(x, y), \rho_{2}(x, y)\right)$ of the average solutions of response functions, that is

$$
\mathrm{A}_{R}=\sqrt{\left(\rho_{1}(x, y)\right)^{2}+\left(\rho_{2}(x, y)\right)^{2}}
$$

where $\mathrm{A}_{R}$ is the length of the vector $\left(\rho_{1}(x, y), \rho_{2}(x, y)\right)$ and variables $\rho_{1}(x, y)$ and $\rho_{2}(x, y)$ are the average solutions of response functions. The reason for computing the length of the vector $\left(\rho_{1}(x, y), \rho_{2}(x, y)\right)$ is that the average solutions of response functions are more accurate. Therefore, the average solutions $\rho_{1}(x, y)$ and $\rho_{2}(x, y)$ of the adjoint linear system (3.10) for the time period $[0,93]$ are shown in Figure 5.2. By using bilinear interpolation, we can find an approximate function for $\varphi\left(x_{i}, y_{j}\right)$ using the average solution $\mathrm{A}_{R}$, as shown in Figure 5.2. We know that perturbed spiral tip can be controlled through using the control function $\tilde{f}(t)$. Instead of Schlesinger et al.'s method, we will explain how to suppress the spiral dynamics in a small perturbation using response functions. By looking at the perturbation function $\mathbf{h}(t)$ of the


Figure 5.2: The variable $\rho_{1}$ is the average of the numerical solution $k(x, y, t)$ of the adjoint linear system (3.10) and the variable $\rho_{2}$ is the average of the numerical solution $s(x, y, t)$ of the adjoint linear system (3.10) using the Trapezoidal rule for the periodic time [0,93]. The numerical solutions are for the two components $k(x, y, t)$ and $s(x, y, t)$ of the adjoint linear system for the FHN model with parameters $\beta=0.75$ and $\epsilon=0.3$. The response functions $k$ and $s$ is normalized.

FHN model (4.6), we observe that the perturbation function $\mathbf{h}(t)$ does not depend on the spatial variables $x$ and $y$. This means that the spiral wave tip is not localised. By using the average of the response function $k$ of the adjoint linear system, as shown in Figure 5.2, we can reformulate the perturbation function $\mathbf{h}(t)$ through the interpolation function $\varphi\left(x_{i}, y_{j}\right)$ for the average solution $\rho_{1}\left(x_{i}, y_{j}\right)$ as follows:

$$
\mathbf{h}_{3}(t, x, y)=\left[\begin{array}{c}
-\frac{1}{\epsilon} \tilde{f}(t) \varphi(x, y) \\
0
\end{array}\right] .
$$

Thus, the equation (4.6) becomes as follows:

$$
\mathbf{u}_{t}=\mathbf{f}(\mathbf{u})+\mathbf{D} \nabla^{2} \mathbf{u}+\mathbf{h}_{3}(t, x, y)
$$

Let us now define the interpolation function $\varphi$ as follows:

$$
\varphi=\varphi\left(x_{t i p}-\left(x_{a}+x_{c}\right), y_{t i p}-\left(y_{a}+y_{c}\right)\right)
$$

where the point $\left(x_{a}, y_{a}\right)$ is the centre of the circles, as shown in Figure 5.2, the point $\left(x_{t i p}, y_{t i p}\right)$ is the Cartesian coordinate system of the spiral wave tip and point $\left(x_{c}, y_{c}\right)$ is the centre core. As illustrated by Figure 4.4, we can localise the tip trajectory of the spiral wave using the perturbed function $\mathbf{h}_{3}(t, x, y)$ instead of the function $\mathbf{h}(t)$. Let us apply the function $\mathbf{h}_{3}$ for the parameters
of the FHN system and the temporal and spatial steps, as shown in Figure 4.4. Thus, we cannot control the behaviour of the spiral wave for the parameters $\epsilon=0.25$ and $\beta=0.85$ successfully because the total length of the radius $r$ is not big enough to suppress the spiral wave tip. In other word, if we look at the circles of the approximate averages $\rho_{1}, \rho_{1}$ and the average solution $\mathrm{A}_{R}$ in the Cartesian plane, then we note that the radius $r$ of the circles in the bounded domain $[0,40]^{2}$, as shown in Figure 5.2, does not help to control the spiral wave tip using the response functions. Therefore, we need to increase the radius $r$ of circle through computing the average of adjoint eigenfunctions $k(x, y, t)$ and $s(x, y, t)$ in polar coordinates by the following formulas:

$$
\begin{align*}
& \widehat{\rho}_{1}(x, y, t)=\frac{1}{2 k_{1} \pi} \int_{0}^{2 k_{1} \pi} k\left(\mathrm{R}_{\theta_{m_{1}}}(x, y), t\right) \mathrm{d} \theta \approx \frac{1}{2 k_{1} \pi}\left(\sum_{m_{1}=0}^{\left(n_{2}-1\right)} \frac{\Delta \theta}{2}\left(k\left(\mathrm{R}_{\theta_{m_{1}}}\left(x_{i}, y_{j}\right), t_{m}\right)+k\left(\mathrm{R}_{\theta_{m_{1}+1}}\left(x_{i}, y_{j}\right), t_{m}\right)\right)\right),  \tag{5.2a}\\
& \widehat{\rho}_{2}(x, y, t)=\frac{1}{2 k_{1} \pi} \int_{0}^{2 k_{1} \pi} s\left(\mathrm{R}_{\theta_{m_{1}}}(x, y), t\right) \mathrm{d} \theta \approx \frac{1}{2 k_{1} \pi}\left(\sum_{m_{1}=0}^{\left(n_{2}-1\right)} \frac{\Delta \theta}{2}\left(s\left(\mathrm{R}_{\theta_{m_{1}}}\left(x_{i}, y_{j}\right), t_{m}\right)+s\left(\mathrm{R}_{\theta_{m_{1}+1}}\left(x_{i}, y_{j}\right), t_{m}\right)\right)\right), \tag{5.2b}
\end{align*}
$$

where

$$
\begin{aligned}
\mathrm{R}_{\theta_{m_{1}}}\left[\begin{array}{c}
x_{i} \\
y_{j}
\end{array}\right] & =\left[\begin{array}{cc}
\cos \theta_{m_{1}} & \sin \theta_{m_{1}} \\
-\sin \theta_{m_{1}} & \cos \theta_{m_{1}}
\end{array}\right]\left[\begin{array}{c}
x_{i}-x_{a} \\
y_{j}-y_{a}
\end{array}\right]+\left[\begin{array}{c}
x_{a} \\
y_{a}
\end{array}\right], \\
& =\left[\begin{array}{c}
\cos \theta_{m_{1}}\left(x_{i}-x_{a}\right)+\sin \theta_{m}\left(y_{j}-y_{a}\right)+x_{a} \\
-\sin \theta_{m_{1}}\left(x_{i}-x_{a}\right)+\cos \theta_{m_{1}}\left(y_{j}-y_{a}\right)+y_{a}
\end{array}\right] .
\end{aligned}
$$

and

$$
\theta_{m_{1}}=m_{1} \Delta \theta, \Delta \theta=\frac{2 k_{1} \pi}{n_{2}}, m_{1}=0,1, \ldots, n_{2}, \quad k_{1}, n_{2} \in \mathbb{N}
$$

Moreover, we can also find the length of the vector $\left(\widehat{\rho}_{1}(x, y, t), \widehat{\rho}_{2}(x, y, t)\right)$, that is

$$
\begin{equation*}
\widehat{\mathrm{A}}_{R}=\sqrt{\left(\widehat{\rho}_{1}(x, y, t)\right)^{2}+\left(\widehat{\rho}_{2}(x, y, t)\right)^{2}} \tag{5.3}
\end{equation*}
$$

Corresponding to parameters $\epsilon=0.3$ and $\beta=0.75$, we find that the average solutions $\widehat{\rho}_{1}$ and $\widehat{\rho}_{2}$ of the adjoint linear system (3.10) is shown in Figure 5.3.


Figure 5.3: The variable $\widehat{\rho}_{1}$ is the average for the numerical solution $k(x, y, t)$ of the adjoint linear system and the variable $\widehat{\rho}_{2}$ is the average for the numerical solution $s(x, y, t)$ of the adjoint linear system using the Trapezoidal rule for $\theta \in[0,16 \pi]$. The numerical solutions for the two components $k(x, y, t)$ and $s(x, y, t)$ of the adjoint linear system are for the FHN model with parameters $\beta=0.75$ and $\epsilon=0.3$. The variable $k_{1}$ is equal to 8 such that the centre point $\left(x_{a}, y_{a}\right)$ is equal to (27,25). These solutions, $k$ and $s$, of the adjoint linear problem are not normalized.


Figure 5.4: The parameters of the FHN system is $\alpha=0.5, \beta=0.8288$ and $\epsilon=0.25$ such that the average of adjoint eigenfunctions $k$ and $s$ are computed by using the Trapezoidal rule of equations (5.2a) and (5.2b) for $\theta \in[0,16 \pi]$. The panel (a) shows the interpolation function $\varphi$ using the average of adjoint eigenfunctions $k$, while the panel (b) demonstrates successful control in small perturbation for component $u$ using response function. The centre core $\left(x_{c}, y_{c}\right)$ and centre point $\left(x_{a}, y_{a}\right)$ are equal to ( 30,15 ). The parameters of the proportional feedback control $\mathbf{h}_{3}$ are $a_{1}=0.01, a_{2}=200$ such that the initial guess for $r_{0}$ is 4.3950. The solutions $k$ and $s$ of the adjoint linear problem are not normalized for the time period is [ 0,1500 ].

Let us apply the the perturbed function $\mathbf{h}_{3}$ for the controlled tip motion as shown in Figure 4.4 again through deducing interpolation function $\varphi$ using the equations (5.2a) and (5.2b). Therefore, the behavior of the spiral wave can also be controlled using small perturbations of response
functions instead of using the larger perturbations as shown in Figure 5.4.
However, let us now investegate the size of the spatial localisation of the local support perturbation function $\mathbf{h}_{R}(t, x, y)$ using response functions for FHN model with the controller system. By looking at the adjoint linear system of FHN with controller model in cartesian coordinate system and also using the parameters $\epsilon=0.20$ and $\beta=0.93$ with the radius $R=40$, the left eigenfunction of the adjoint linear system of FHN with controller model can be demonstrated, as shown in Figure (5.5). We can now compute the average of the response function. With regards the Trapezoidal rule and by using the equations (5.2a), (5.2b) and (5.3), we can compute that the average solutions $\widehat{\rho}_{1}$ and $\widehat{\rho}_{2}$ of the adjoint linear system of FHN with controller model as shown in Figure 5.6. In order for the minimum radius of the average solutions $\widehat{\rho}_{1}$ and $\widehat{\rho}_{2}$ of the adjoint linear system of FHN with controller model as shown in Figure 5.6 to be computed numerically, we need to use the formula (5.3) such that the variable $x$ is fixed or the variable $y$ is fixed. This is because we can see the minimum radius for response functions using stable controlling spiral wave tip for different values of radius as shown in Figure 5.1. The diagram of amplitude of length $\widehat{\mathrm{A}}_{R}$ with fixed variable $x$ is shown in Figure 5.7.


Figure 5.5: The left eigenfunction of the adjoint linear system of FHN system with controller equation is in cartesian coordinate such that parameters $\alpha, \beta=$ and $\epsilon$ are equal to $0.5,0.93$ and 0.20 respectively. The left eigenfunction is found numerically using semi-implicit method such that we choose a random initial condition at $\mathrm{t}=200$. The centre core $\left(x_{c}, y_{c}\right)$ is equal to $(19.5,18)$ while the parameters of the proportional feedback control $\mathbf{h}_{R}$ are $a_{1}=0.01, a_{2}=200$ and $R=40$. The time step $\Delta t$ is equal to 0.1 and space steps $\Delta x$ on $x$ axis $[0,50]$ and $\Delta y$ on $y$ axis $[0,50]$ are equal to 0.3 .


Figure 5.6: The variables $\widehat{\rho}_{1}$ and $\widehat{\rho}_{2}$ are the average for the numerical solutions of the adjoint linear system of FHN system with controller equation using the Trapezoidal rule for $\theta \in[0,32 \pi]$ with parameters $\alpha=0.5, \beta=0.93$ and $\epsilon=0.20$. The variable $k_{1}$ is equal to 16 such that the centre point $\left(x_{a}, y_{a}\right)$ is equal to $(25,25)$. The solutions of the adjoint linear problem are not normalized. The centre core $\left(x_{c}, y_{c}\right)$ is equal to $(19.5,18)$ while the parameters of the local support perturbation function $\mathbf{h}_{R}$ are $a_{1}=0.01, a_{2}=200$ and $R=40$. The time step $\Delta t$ is equal to 0.1 and space steps $\Delta x$ on $x$ and $\Delta y$ are equal to 0.3 .


Figure 5.7: Diagram indicates comparison of the amplitude $\widehat{\mathrm{A}}_{R}$ of the average of the response function and the size of the smallest radius $\mathrm{R}_{c}$ such that the local support function $\mathbf{h}_{R}(t, x, y)$ stabilise the spiral wave. The amplitude of length $\widehat{\mathrm{A}}_{R}$ is calculated by using the average solutions $\widehat{\rho}_{1}$ and $\widehat{\rho}_{2}$ of the adjoint linear system of FHN with controller model. The parameters of the FHN system with controller model are $\alpha=0.5, \beta=0.93$ and $\epsilon=0.20$ and the parameters of local support perturbation function $\mathbf{h}_{R}$ are chosen as $a_{1}=0.01, a_{2}=200$. The centre core $\left(x_{c}, y_{c}\right)$ is equal to $(19.5,18)$. The critical radius $\mathrm{R}_{c}$ is standard for the minimum radius of the circle as shown in Figure 5.6, while the variable $c_{1}$ refers to the centre of the circle as shown in Figure 5.6. By comparing between amplitude $\widehat{\mathrm{A}}_{R}$ of response function and the size of the smallest radius $\mathrm{R}_{c}$ for the local support perturbation function $\mathbf{h}_{R}(t, x, y)$, the spiral wave can be numerically stabilised such that the radius $\mathrm{R}_{c}$ is approximately equal to 10 through looking at Figure 5.1. The radius $\mathrm{R}_{c}$ for the local support perturbation function $\mathbf{h}_{R}(t, x, y)$ and the proportional feedback control function $\tilde{f}(t)$ is comparable.

As illustrated by Figure 5.7, we observe that the centre of the circles as shown in Figure 5.6 is $(25,25)$. In addition, the minimum radius $R$ is equal to 10 approximately as shown in Figure 5.6. Thus, we deduce that we can successfully stabilise the rotation of the spiral wave using the small perturbation as long as the support of the control action covers the region where the response function is non-negligible. In particular, we show that the method of Schlesner et al. works even for localised control action. In practical terms, this may be a better way of controlling spiral waves in the heart tissue because only localised perturbation is required.

## Conclusion

In this last chapter, we shall summarise the results that have been obtained in this thesis and conclude with an outline of further work.

### 6.1 Summary of the Results

In this thesis, we examine several aspects of the dynamics of spiral waves using the semi-implicit method. In order to study spiral waves, we write Matlab codes to do numerical simulations of the FitzHugh-Nagumo system without using the 1D controller dynamics and also with the 1D controller equation. Moreover, we locate the spiral wave tip numerically and we are able to understand the different behaviours of the spiral wave tip, as discussed in Chapter 2. In Chapters 1 and 3, we review some material in Euclidean symmetry and consider the relationship between the spiral waves in bounded and infinite domains [9]. As a result, we show that the non-decaying numerical solutions of the linear system are approximated by a linear combination of three independent non-decaying solutions of the linear system. Moreover, we numerically compute Floquet multipliers and verify that the numerical solutions of the spiral wave are apparently asymptotically stable as discussed in Chapter 3. We calculate the numerical angular
velocity of the spiral wave in the rotating frame of reference related to FitzHugh-Nagumo system without using the 1D controller dynamics in Chapter 3. This allows us to find the approximate wavelength of the spiral wave. Numerically, we also calculate the angular velocity of the spiral wave for the FitzHugh-Nagumo system using the 1D controller equation in Chapter ??. We implement proportional feedback control [75] to stabilise the rigid rotation of the spiral wave and meandering spiral wave as elaborated in Chapter 4. We also examine some examples of unsuccessful control. Moreover, we quantify a region of the feedback parameters $a_{1}$ and $a_{2}$ of the proportional feedback control that gives successful control. Based on this study, we also investigate successful and unsuccessful control of the spiral wave around tip trajectory point or target point using tip-localised control action and fixed-localised control action. In Chapter 5 the response functions of the adjoint linear problem for the FitzHugh- Nagumo equation with 1D controller dynamics related to fixed-localised control action at the centre are computed. Therefore, we verify numerically that the spiral wave can be stabilised using a large enough radius of support control action and also found the size of the spatial localisation of the support control functions. This leads us to derive that the stabilising spiral wave tip using a large enough radius of the support control action and also, the size of the spatial localisation of the support control function, using the response function of the adjoint linear problem are identical.

### 6.2 Further Work and Open Questions

As explained in chapter 4, rigidly rotating spiral waves can be stabilised using proportional feedback control $\tilde{f}(t)$ applied in whole spatial domain. In order to optimise the control of spiral waves, for instance in the cardiac tissue, it is worth trying to find local perturbation of function $\mathbf{h}(t)$ in order for the spiral wave to be controlled in a small perturbation. We note that the adjoint linear system of the FHN model with the controller dynamics gives information about the sensitivity of the spiral wave to a perturbation. Therefore, it is a good strategy for controlling the spiral wave tip in a more optimal manner which considers spatially localized perturbation using the response function. However, there are several interested types of research that remain:

1. It would be interesting to work with a more realistic physically-based model such as the Hodgkin-Huxley equations, the Karma model or Bueno-Orovio-Cherry-Fenton model instead of the FHN system [17, 44, 49, 50]. A reason to study the complex model is that we can obtain results that are more relevant understanding to cardiac arrhythmias. The challenge would be to understand similar control spiral waves in the Hodgkin-Huxley equations, the Karma system or Bueno-Orovio-Cherry-Fenton model. These models are typically stiff differential equations, so they are more challenging to solve numerically. For investigating the numerical simulation of these models, we would need to use a more powerful numerical code, for example BeatBox [3] which is written in C language and runs much faster than Matlab. We can also use BeatBox to solve the realistic models numerically.
2. It would be interesting to work with a simple model such as the Barkley system which is less realistic than the FHN system. The main advantage of the Barkley system instead of the FitzHugh-Nagumo system is that we would be able more rapidly perform simulations, and so for example perform higher resolution scans or longer simulations. Using the response function, we could investigate stabilization via various control methods.
3. Related to Schlesner et al.'s [75] method in Chapter 4, we apply this method to control rigidly rotating spiral waves and meandering spirals for certain parameter values but not for all parameter values. Further research is needed to understand why this control method seems to fail for some control parameters through using stable rigid rotation. Moreover, in meander case, there are the bounded regions of control parameters which show successful and unsuccessful controls. Therefore, it would be interesting to find the bifurcation analysis through computing eigenvalues numerically. In other words, the successful and unsuccessful control regions should be determined for both rigid and meander regimes by caculating eigenvalues numerically.
4. Schlesner et al. studied the control of a spiral wave tip in a hypermeander regime [75], so it would be worth investigating the behaviour of the spiral wave using the support of the
control action in this regime as well.
5. It would be interesting to calculate the rest of the spectrum of Floquet multipliers of FitzHugh-Nagumo equation without the controller system and FitzHugh-Nagumo equation with the controller system numerically, for example using a numerical method such as Arnoldi iteration.


## Computing Winfree's Diagram

Here, we present the algorithm used to generate the plot illustrated in Figure 2.10 with different parameters $\epsilon$ and $\beta$ in order to understand the behaviour of the spiral wave tip. We use a systematic Matlab code for different parameter points $(\epsilon, \beta)$ with a fully developed spiral initial condition for specific parameters $\epsilon=0.30$ and $\beta=0.75$ using Barkley initial condition. Therefore, before computing the spiral wave tip, we need to remove the initial transient through a computation of the numerical solution of the FHN model for the time period $[0,300]$ and the spatial domain $[0,150]^{2}$. The appropriate value of the time step $\Delta t$ is equal to 0.1 and the appropriate value of the space step $\Delta x=\Delta y$ is equal to 0.30 such that the maximum time $T_{\text {max }}$ is equal to 350. Since the initial condition is found using specific parameters $\epsilon=0.30$ and $\beta=0.75$, which generate the rigid rotation, the time period $[0,300]$ is long enough to remove the initial transient for all locations on the regular grid through numerical observation. The different parameter points $(\epsilon, \beta)$ are as a uniform grid such that

$$
\epsilon \in\{0.03,0.04, \ldots, 0.29,0.3\}, \quad \beta \in\{0.1,0.2, \ldots, 1.2,1.3\} .
$$

Although the same initial condition is used for all parameters to save time, we should also be aware that the initial condition might be quite far from the attractor in some cases. Since the systematic Matlab code is written for different parameters $\epsilon$ and $\beta$ which generate a rigid
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rotation, meandering or hypermeandering spiral waves, the Matlab algorithm code should be defined for any any possible cases such as when the spiral wave tip approaches the boundary domain or when the spiral wave solution is unstable because the total length of the $x$ and $y$ axes is not good enough to generate the spiral wave solution. We look at these cases to prevent the Matlab code from stopping the computation of the tip path of the spiral wave. If the spiral wave $\operatorname{tip}\left(x_{t i p}^{m}, y_{t i p}^{m}\right)$ such that $m \in \mathbb{N}$ satisfies the following formula:

$$
\mathrm{d}_{1}=\sqrt{\left(x_{t i p}^{m}-x\right)^{2}+\left(y_{t i p}^{m}-y\right)^{2}}<2, \quad m \in \mathbb{N},
$$

where the point ( $x, y$ ) is a Cartesian coordinate of the bounded domain, then the Matlab code will stop calculating the spiral wave tip and also use different parameters. According to the unstable spiral wave solution, if the numerical simulation of the FHN model has the $v_{\text {min }}<0, v_{\max }<0$ or $v_{\min }>0, v_{\max }>0$ such that the variable $v_{\min }$ is the minimum value of $v$ component whereas the variable $v_{\text {max }}$ is the maximum value of the component $v$, then the Matlab code will stop calculating the spiral wave tip and also use different parameters $\epsilon$ and $\beta$. We also apply these procedures for the component $u$. Moreover, if we have

$$
u_{\max }>10^{5}, u_{\min }<-10^{5}, v_{\max }>10^{5}, v_{\min }<-10^{5},
$$

then the Matlab code will also stop calculating the spiral wave tip and use different parameters $\epsilon$ and $\beta$. This means that there is no spiral wave. Since the systematic Matlab code is running for $\mathrm{T}_{\text {max }}=350$, this code may produce the full spiral wave tip earlier than the time 350 , as shown in the example of the rigid rotation in the Figure 2.3 or the meander in the Figure 2.4. We need to have a strong condition to stop calculating the spiral weave tip for different parameters. As we know that the spiral wave rotates in a bounded domain, when the Matlab code removes the initial transient, then the code will compute the centre point $\left(x_{c}\left(t_{m}\right), y_{c}\left(t_{m}\right)\right)$ for each time, as demonstrated in Section 4.2, and also the tip point $\left(x_{\text {tip }}\left(t_{m}\right), y_{\text {tip }}\left(t_{m}\right)\right)$, likewise explained in Section 2.4. In order for the systematic Matlab code to identify which spiral wave tip is rigidly rotating or meandering, it needs to calculate a signed curvature K of the spiral wave tip $\left(x_{t i p}^{m}, y_{t i p}^{m}\right)$
in a Cartesian coordinate system [34], that is

$$
\begin{equation*}
\mathrm{K}=\frac{\frac{\mathrm{d} x_{t i p}}{\mathrm{~d} t} \frac{\mathrm{~d}^{2} y_{t i p}}{\mathrm{~d} t^{2}}-\frac{\mathrm{d} y_{t i p}}{\mathrm{~d} t} \frac{\mathrm{~d}^{2} x_{t i p}}{\mathrm{~d} t^{2}}}{\left(\left(\frac{\mathrm{~d} x_{t i p}}{\mathrm{~d} t}\right)^{2}+\left(\frac{\mathrm{d} y_{t i p}}{\mathrm{~d} t}\right)^{2}\right)^{\frac{3}{2}}}=\frac{\dot{x}_{t i p} \ddot{y}_{t i p}-\dot{y}_{t i p} \ddot{x}_{t i p}}{\left(\dot{x}^{2}+\dot{y}^{2}\right)^{\frac{3}{2}}}, \tag{A.1}
\end{equation*}
$$

where

$$
x_{t i p}=x_{t i p}(t), y_{t i p}=y_{t i p}(t) .
$$

The signed curvature $K$ is found numerically through using central difference method, that is

$$
\begin{align*}
\frac{\mathrm{d} x_{t i p}^{m}}{\mathrm{~d} t} & =\frac{x_{t i p}^{m+1}-x_{t i p}^{m-1}}{2 \Delta t}+\mathscr{O}(\Delta t) \approx \frac{x_{t i p}^{m+1}-x_{t i p}^{m-1}}{2 \Delta t},  \tag{A.2a}\\
\frac{\partial^{2} x_{t i p}^{m}}{\partial t^{2}} & =\frac{x_{t i p}^{m+1}-2 x_{t i p}^{m}+x_{t i p}^{m-1}}{(\Delta t)^{2}}+\mathscr{O}\left((\Delta t)^{2}\right) \approx \frac{x_{t i p}^{m+1}-2 x_{t i p}^{m}+x_{t i p}^{m-1}}{(\Delta t)^{2}},  \tag{A.2b}\\
\frac{\mathrm{~d} y_{t i p}^{m}}{\mathrm{~d} t} & =\frac{y_{t i p}^{m+1}-y_{t i p}^{m-1}}{2 \Delta t}+\mathscr{O}(\Delta t) \approx \frac{y_{t i p}^{m+1}-y_{t i p}^{m-1}}{2 \Delta t},  \tag{A.2c}\\
\frac{\partial^{2} y_{t i p}^{m}}{\partial t^{2}} & =\frac{y_{t i p}^{m+1}-2 y_{t i p}^{m}+y_{t i p}^{m-1}}{(\Delta t)^{2}}+\mathscr{O}\left((\Delta t)^{2}\right) \approx \frac{y_{t i p}^{m+1}-2 y_{t i p}^{m}+y_{t i p}^{m-1}}{(\Delta t)^{2}}, \tag{A.2d}
\end{align*}
$$

such that $\mathscr{O}(\Delta t)$ and $\mathscr{O}\left((\Delta t)^{2}\right)$ are truncation errors. The curvature K should be computed in the different time moment in order for the curvature to be more accurate such as different time moment between the curvatures is approximately 2 . By using the equations (A.2a), (A.2b), (A.2c) and (A.2d), the curvature K can be written as follows:

$$
\begin{aligned}
\mathrm{K} & \approx \frac{\left(\frac{x_{t i p}^{m+1}-x_{t i p}^{m-1}}{2 \Delta t}\right)\left(\frac{y_{t i p}^{m+1}-2 y_{t i p}^{m}+y_{t i p}^{m-1}}{(\Delta t)^{2}}\right)-\left(\frac{y_{t i p}^{m+1}-y_{t i p}^{m-1}}{2 \Delta t}\right)\left(\frac{x_{t i p}^{m+1}-2 x_{t i p}^{m}+x_{t i p}^{m-1}}{(\Delta t)^{2}}\right)}{\left(\left(\frac{x_{t i p}^{m+1}-x_{t i p}^{m-1}}{2 \Delta t}\right)^{2}+\left(\frac{y_{t i p}^{m+1}-y_{t i p}^{m-1}}{2 \Delta t}\right)^{2}\right)^{\frac{3}{2}}} \\
& =\frac{8\left(x_{t i p}^{m-1} y_{t i p}^{m}-x_{t i p}^{m-1} y_{t i p}^{m+1}-x_{t i p}^{m+1} y_{t i p}^{m}+x_{t i p}^{m+1} y_{t i p}^{m-1}-x_{t i p}^{m} y_{t i p}^{m-1}+x_{t i p}^{m} y_{t i p}^{m+1}\right)}{\left(\left(x_{t i p}^{m+1}-x_{t i p}^{m-1}\right)^{2}+\left(y_{t i p}^{m+1}-y_{t i p}^{m-1}\right)^{2}\right)^{\frac{3}{2}}}
\end{aligned}
$$

If the difference between the maximum and minimum values of the curvature K is less than a tolerance $T$ ol for a suitable choice of the time test window $T_{\text {test }}$, then the spiral wave tip is rigidly rotating for a maximum time $\mathrm{T}_{\max }>0$, that is

$$
\frac{\max _{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}(K(t))-\min _{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}(K(t))}{\min _{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}(K(t))} \leq \mathrm{Tol}, \quad \forall t \in\left[\mathrm{~T}-\mathrm{T}_{\text {test }}, \mathrm{T}\right]
$$



Figure A.1: The curvature $\mathrm{K}(t)$ is calculated using the equation (A.1) for the periodic regime as shown in Figure 2.3. The parameters of the FHN model are $\alpha=0.5, \beta=0.75$ and $\epsilon=0.3$.
such that $\mathrm{T}_{\text {max }}>\mathrm{T}>\mathrm{T}_{\text {test }}>0$. According to Figure 2.3 in the periodic regime, the curvature K is numerically estimated as follows:

$$
\min _{0 \leq t \leq 35}(K(t)) \leq K(t) \leq \max _{0 \leq t \leq 35}(K(t)) \Longleftrightarrow 0.2064 \leq \mathrm{K}(t) \leq 0.2522, \quad \forall t \in[0,35]
$$

such that the diagram of the curvature $\mathrm{K}(t)$ is shown in Figure A.1. We observe that

$$
\frac{\max _{0 \leq t \leq 35}(K(t))-\min _{0 \leq t \leq 35}(K(t))}{\min _{0 \leq t \leq 35}(K(t))}=0.2219
$$

so the spiral wave tip is in rigid rotation if it satisfies the following condition:

$$
\frac{\max _{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}(K(t))-\min _{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}(K(t))}{\min _{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}(K(t))} \leq \mathrm{Tol}=3,
$$

where

$$
\mathrm{T}_{\max }=350, \mathrm{~T}_{\mathrm{test}}=15, \mathrm{~T}=16
$$

In contrast, if the systematic Matlab code satisfies the following condition:

$$
\begin{equation*}
\frac{\max _{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}(K(t))-\min _{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}(K(t))}{\min _{\substack{\left(\mathrm{T}-\mathrm{T}_{\text {test }}\right) \leq t \leq \mathrm{T}}}(K(t))}>\mathrm{Tol}=3, \quad \exists t \in\left[\mathrm{~T}-\mathrm{T}_{\text {test }}, \mathrm{T}\right], \tag{A.3}
\end{equation*}
$$

then the spiral wave tip is meandering. Regarding Figures 2.4 and 2.5 in a meander regime, the curvature K is estimated as follows:

$$
\begin{array}{ll}
\min _{0 \leq t \leq 85}(K(t)) \leq K(t) \leq \max _{0 \leq t \leq 85}(K(t)) \Longleftrightarrow 0.2158 \leq \mathrm{K}(t) \leq 1.8018, & \forall t \in[0,85], \\
\min _{0 \leq t \leq 30}(K(t)) \leq K(t) \leq \max _{0 \leq t \leq 30}(K(t)) \Longleftrightarrow 0.0617 \leq \mathrm{K}(t) \leq 4.8911, \quad \forall t \in[0,30],
\end{array}
$$

such that the diagram of the curvature $\mathrm{K}(t)$ is shown in Figure A.2. We find that


Figure A.2: The curvature $\mathrm{K}(t)$ is calculated using the equation (A.1) for the meander regime such that $t \in[0,85]$ and $t \in[0,30]$. Diagram (a) shows the the curvature of Figure 2.4, while the diagram (b) shows the the curvature of Figure 2.5. The parameters of the FHN model are $\alpha=0.5, \beta=0.85,0.77$ and $\epsilon=0.20,0.15$.

$$
\begin{aligned}
& \frac{\max _{0 \leq t \leq 85}(K(t))-\min _{0 \leq t \leq 85}(K(t))}{\min _{0 \leq t \leq 85}(K(t))}=7.3494 \\
& \frac{\max _{0 \leq t \leq 30}(K(t))-\min _{0 \leq t \leq 30}(K(t))}{\min _{0 \leq t \leq 30}(K(t))}=78.2723,
\end{aligned}
$$

so the spiral wave tip is meandering if it satisfies the condition (A.3).
When the Matlab algorithm code can distinguish between the rigid rotation and the meander, then it will plot the diagram of the spiral wave tip and the data of the tip trajectory will also be saved. Moreover, when the Matlab code finishes computing the spiral wave tip for all the parameters, then the loop of the Matlab code will be broken. The Matlab code will plot the rigid rotation and meander as grid points such that the filled blue colour points show the periodic regime while the filled red colour points demonstrate the meander regime as shown in Figure A.3. In order to clarify the previous explanation, the Matlab algorithm code is shown as follows:


Figure A.3: The filled blue points show the rigid region whereas the filled red points show meander region. The filled black points indicate ustable whereas the open black points show the spiral wave solution has collided with the boundary domain. The initial condition for both cases is shown in Figure 2.2. The tolerance Tol is equal to 0.5 and the time test window $\mathrm{T}_{\text {test }}$ is equal to 15 . Moreover, the maximum time $\mathrm{T}_{\text {max }}$ is equal to 350 such that the spatial domain $[0,150]^{2}$.

```
1% Winfree_diagram_epsilon_beta
2 % Plots behaviour in parameter space
3% Oct 2018
4% Saad Almuaddi
5%%
close
clear
8 clc
9%% range to scan parameters
10 beta_values=0.1:0.1:1.3;
11 epsilon_values = 0.03:0.01:0.3;
12%% fixed parameters
13 alpha=0.5;
14 %% params to find initial condition
15 epsilon=0.30;
```

16 beta=0.75;
17 \%\% numerical parameters
18 timestep $=0.1$; \%time step
19 spacestepx $=0.3$; \% space step for $x$ axis
20 totallengthx $=150$; \% total length of $x$ axis
21 totallengthy=totallengthx; \% total length of y axis
22 value_unstable $=1 \mathrm{e}+5$; \% the condition for unstable dynamical solution
23 finaltime_intial $=100$; \% the time for generating the initial condition
24 T_max_time $=200$; \% the time for numerical simulation of $F H N$ system
25 T_test=1; \% time test window
$26 \mathrm{~T}=16$; \% maximum time for test window
27 T_T_test=T-T_test; \% the begining of time test window
28 number_grid_points=length (T_test:timestep:T);\% number grid points for test window

29 number_curvature=floor(number_grid_points/8); \%the number of computing the curvature of tip path

30 time_of_initial_trans $=100 ; \%$ the time for removing the initial transient $31 \%$ set up various arrays

32 L_epsilon=length(epsilon_values); \% the number of parameters for epsilon 33 L_beta=length (beta_values) ;

34 vector_epsilon_beta $=[] ; \%$ the number of parameters for epsilon and beta
35 spacestepy $=$ spacestepx; \% space step for $y$ axis
36 gridx $=0:$ spacestepx: totallengthx;
37 gridy $=0:$ spacestepy: totallengthy;
38 threshold_b=2; \% threshold for boundary domain
$39 \mathrm{Nx}=$ length $(\operatorname{gridx})+2$; \% the number of grid points for $x$ axis
$40 \mathrm{Ny}=$ length (gridy) +2 ; \% the number of grid points for $y$ axis
41 timegrid = 0:timestep:T_max_time;
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$42 \mathrm{M}=$ length(timegrid); \% the biggest index for time
43 isoline_level_u=0; \% isoline for u component
44 isoline_level_v=0; \% isoline for $v$ component
45 tolerance_curvature $=0.5$; \% tolerance for curvature of rigid rotation and meander

46 intersection_x_y $=[]$; \% vector for spiral wave tip of $u$ and $v$ components
$47 \% \%$ set up results storage
48 number_plot=floor (M/T_max_time); \% the number of plot for spiral wave solutions
$49 x_{\text {_ }}$ points=[gridx(1), gridx(end)]; \% the points on begining and end on $x$ axis

50 y_points=[gridy(1), gridy(end)]; \% the points on begining and end on $y$ axis

51 length_x_points=length(x_points); \% the number of points on $x$ axis
52 length_y_points=length(y_points); \% the number of points on $y$ axis
53 points_x_bounded_domain=zeros $(2 *(N x-2)$, length_y_points); \% vector of points on $x$ axis

54 points_y_bounded_domain=zeros $(2 *(\mathrm{Ny}-2)$, length_y_points) ; \% vector of points on $y$ axis

55 index_j=0; \% index $j$ for $y$ axis in order to compute all points around bounded domain

56 index_i=0; \% index $i$ for $x$ axis in order to compute all points around bounded domain

57 for $\mathrm{i}=1$ : length_y_points
y=y_points(i);
for $\mathrm{j}=1:(\mathrm{Nx}-2)$
$\mathrm{x}=\operatorname{grid} \mathrm{x}(\mathrm{j})$;
points_y_bounded_domain(j+index_i,: ) $=[x, y]$;

## end

index_i=Nx-2;
64 end
65 for $i=1$ :length_x_points
66 x=x_points (i);
67 for $\mathrm{j}=1:(\mathrm{Ny}-2)$
$68 \quad \mathrm{y}=\operatorname{gridy}(\mathrm{j})$;
69 points_x_bounded_domain $\left(j+i n d e x \_j,:\right)=[x, y]$;
70 end
71 index_j=Ny-2;
72 end
73 points_x_y_bounded_domain=[points_y_bounded_domain;
points_x_bounded_domain ]; \% all points around bounded domain
74 length_points_x_y=length (points_x_y_bounded_domain) ;
75 \%\% find initial condition for spiral
76 matrix_no_spiral_wave_epsilon_beta=zeros $(\mathrm{M}, 3) ; \%$ numerical solver does
not produce spiral wave tip
77 matrix_unstable_solution_epsilon_beta=zeros $(\mathrm{M}, 3) ; \%$ numerical solution of
spiral wave is unstable
78 matrix_crash_with_bounded_domain_epsilon_beta=zeros(M,3); \% numerical
solution of spiral wave crash with bpunded domain
79 index_no_spiral_wave $=0$; \% the first value of index
80 index_unstable_solution $=0$;
81 index_crashed_solution $=0$;
82 [ initial_conditionu1, initial_conditionv1] =...
83 INITIAL_CONDITION_EPSILON_BETA_IMPLICIT_CORRECTED_1( alpha , ...
84 epsilon, beta, timestep, spacestepx,totallengthx,finaltime_intial); \% The function generate the initial condition using parameters
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epsilon $=0.30$ and beta beta $=0.75$
85 load('initial_conditionu1.dat');
86 load('initial_conditionv1.dat');
87 all_points_rigid_rotation=zeros $(\mathrm{M}, 2)$; \% the matrix shows spiral wave tip for rigid rotation

88 accountor_rigid $=1$; \% the number of iteration
89 all_points_meander=zeros $(\mathrm{M}, 2) ; \%$ the matrix shows spiral wave tip for meander

90 accountor_meander $=1$; \% the number of iteration
91 tic
$92 \%$ loop on epsilon
93 for $i=1: L_{\text {_epsilon }}$
epsilon $=e p s i l o n \_v a l u e s(i) ; \% ~ c h o o s i n g ~ p a r a m e t e r ~ e p s i l o n ~ f o r ~ e a c h ~$ iteration
\%\% loop on beta
for $j=1$ : L_beta
distance_boundary = 10;
beta $=$ beta_values $(\mathrm{j}) ; \%$ choosing parameter beta for each iteration u=initial_conditionu1; \% the initial condition for $u$ component $\mathrm{v}=$ initial_conditionv1; \% the initial condition for $u$ component index_removing_end $=0$; \% the last index for removing initial transient
index_removed_end $=0$; \% the first index counter $=1$; \%the number of indexes satisfying the condition of time test window index_removing $=1$; \% the number of indexes for removing initial transient
index_removed $=1$; \% the number of indexes without initial transient
index_curvature $=1$; \% the number of indexes for curvature index_curvature_1=1; \% the number of indexes for curvature using central difference method
all_distance_x_y=zeros(length_points_x_y,1); \% set up results storage for values of distance
numerical_intersection_remove=zeros (M,2); \% set up storage of spiral wave tip for removing initial transient numerical_intersection=zeros (M, 2); \% set up storage of spiral wave tip after removing initial transient
time_numerical_intersection=zeros $(\mathrm{M}, 3) ; \%$ set up storage of spiral wave tip after removing initial transient including $t$, $x$ and $y$
vector_time_curvature $=\boldsymbol{z e r o s}(\mathrm{M}, 2)$; \% set up storage of curvature $K$
index_i $=1$;
for $m=1: M-1$
$\mathrm{t}=$ timegrid $(\mathrm{m}+1)$; \% time of numerical solution time=t-time_of_initial_trans; \% the time with removing initial transient
[ $u, v$, intersection, intersection_x_y $]=\ldots$
THE_NUMERICAL_SOLVER_1( alpha, epsilon ,beta , u, v, ... isoline_level_u, totallengthx, spacestepx, timestep); \% the numerical solver for $F H N$ system using implicit scheme if(t <=time_of_initial_trans ) \% the condition for for removing initial transient
index_removing_end = 2+index_removing_end; \% the number
of last index
index_removing_begin $=2 *($ index_removing -1$)+1$; \% the number of first index
numerical_intersection_remove (index_removing_begin :
index_removing_end,:)=intersection; \% matrix of spiral wave tip for removing initial transient
index_removing=index_removing+1; \% the next row for spiral wave tip numerical_intersection_remove
$\max \_v a l u e \_u=\boldsymbol{\operatorname { m a x }}(\boldsymbol{\operatorname { m a x }}(\mathrm{u}))$;
$\min \_$value_u $=\boldsymbol{\operatorname { m i n }}(\boldsymbol{\operatorname { m i n }}(\mathrm{u}))$;
$\max \_v a l u e \_v=\boldsymbol{\operatorname { m a x }}(\boldsymbol{\operatorname { m a x }}(\mathrm{v}))$;
$\min \_$value_v= $\boldsymbol{\operatorname { m i n }}(\boldsymbol{\operatorname { m i n }}(\mathrm{v}))$;
\%\% check if non-oscillatory
if ( ( max_value_u>value_unstable ) \&\&(min_value_u<value_unstable ) ) II ...
( ( max_value_v>value_unstable )\&\&(min_value_v<value_unstable ) ) index_no_spiral_wave=index_no_spiral_wave +1; matrix_no_spiral_wave_epsilon_beta( index_no_spiral_wave, : ) =[t,epsilon, beta $]$; index_unstable_solution=index_unstable_solution +1 ; matrix_unstable_solution_epsilon_beta( index_unstable_solution , : ) = [t, epsilon, beta $]$;
break
elseif(((max_value_u>0 )\&\&(min_value_u>0 )) \| \|...
(( max_value_u<0 )\&\&(min_value_u<0 )) | |...
( ( $\left.\left.m a x \_v a l u e \_v>0\right) \& \&\left(m i n \_v a l u e \_v>0\right) ~\right) ~\|~\| . .$.
( ( max_value_v<0 )\&\&(min_value_v<0 ) ) )
index_no_spiral_wave=index_no_spiral_wave +1;
matrix_no_spiral_wave_epsilon_beta( index_no_spiral_wave, : ) $=$ [t, epsilon, beta $]$;
index_unstable_solution=index_unstable_solution +1 ;
matrix_unstable_solution_epsilon_beta( index_unstable_solution ,: ) $=[\mathrm{t}, \mathrm{epsilon}$, beta $]$;
break
elseif (( (max_value_u>0 )\&\&(min_value_u<-value_unstable ) ) । I...
(( max_value_u>value_unstable )\&\&(min_value_u<0 ) ) \| \| ...
( ( max_value_v>0 ) \&\&(min_value_v<-value_unstable ) ) । ।...
( ( $\max _{-}$value_v $>$value_unstable ) $\& \&\left(\min _{-}\right.$value_v $<0$ ) ) (
index_no_spiral_wave=index_no_spiral_wave +1;
matrix_no_spiral_wave_epsilon_beta( index_no_spiral_wave, : ) $=$ [t, epsilon, beta $]$;
index_unstable_solution=index_unstable_solution +1 ;
matrix_unstable_solution_epsilon_beta (
index_unstable_solution , :) $=[\mathrm{t}, \mathrm{epsilon}$, beta $]$;
break
end
\%\% plot numerical solution for $u$ component
h2=figure (2);
imagesc (gridx, gridy , u)
line (numerical_intersection_remove (1:index_removing_end
,1), numerical_intersection_remove (1:index_removing_end

```
    ,2), 'Color', 'w', 'LineWidth',2);
set(gca, 'YDir', 'normal');
title(sprintf(' The removing initial transient of spiral
    wave in two dimesions for u, t=%g', t));
shading interp
xlabel('x')
ylabel('y')
colorbar
drawnow
%% check if too close to boundary
x_tip=intersection(1,1);
y_tip=intersection(1,2);
for k=1:length_points_x_y
    bounded_x= points_x_y_bounded_domain(k,1);
    bounded_y= points_x_y_bounded_domain(k,2);
    distance_x_y_tip =sqrt(( bounded_x - x_tip )^2+(
        bounded_y - y_tip )^2);
    all_distance_x_y(k,1)=distance_x_y_tip ;
end
distance_boundary=min(all_distance_x_y);
if(distance_boundary<threshold_b)
    index_no_spiral_wave=index_no_spiral_wave+1;
    matrix_no_spiral_wave_epsilon_beta(
        index_no_spiral_wave,:)=[t, epsilon,beta ];
    index_crashed_solution=index_crashed_solution+1;
    matrix_crash_with_bounded_domain_epsilon_beta(
        index_crashed_solution,:) =[t, epsilon,beta ];
    break
```

end

```
elseif (t>time_of_initial_trans)
```

    index_removed_end = 2+index_removed_end; \% the number of last index index_removed_begin \(=2 *\) (index_removed -1\()+1\); \% the number of first index \%\% find tip location and record in numerical_intersection numerical_intersection (index_removed_begin :
    index_removed_end,:)=intersection; \% set up storage of spiral wave tip without initial transient time_numerical_intersection (index_removed, : ) $=[$ time , intersection_x_y];
index_removed=index_removed +1 ; $\max \_v a l u e_{-} u=\max (\max (u)) ; \%$ maximum value of $u$ component $\min \_v a l u e \_u=\min (\min (u)) ; \%$ minimum value of $u$ component $\max \_v a l u e_{-}=\boldsymbol{\operatorname { m a x }}(\boldsymbol{\operatorname { m a x }}(\mathrm{v})) ; \%$ maximum value of $v$ component $\min \_$value_v=$=\boldsymbol{\operatorname { m i n }}(\boldsymbol{\operatorname { m i n }}(\mathrm{v})) ; \%$ minimum value of $v$ component \%\% check if non-oscillatory if ( (max_value_u>value_unstable ) | | (min_value_u<value_unstable) ।।...
(max_value_v>value_unstable) | I (min_value_v<value_unstable) )
index_no_spiral_wave=index_no_spiral_wave + 1 ; matrix_no_spiral_wave_epsilon_beta( index_no_spiral_wave , : ) $=$ [t, epsilon , beta $]$; index_unstable_solution=index_unstable_solution +1 ; matrix_unstable_solution_epsilon_beta(
index_unstable_solution ,: ) $=$ [t, epsilon , beta $]$;

## break

\%\% check if non-oscillatory
elseif (( ( max_value_u>0 ) \&\&(min_value_u>0 )) । ।...
$\left(\left(\max \_v a l u e \_u<0\right) \& \&\left(\min _{\_} v a l u e_{-} u<0\right)\right)$ | |...

(( max_value_v<0 )\&\&(min_value_v<0 )) )
index_no_spiral_wave=index_no_spiral_wave + 1 ;
matrix_no_spiral_wave_epsilon_beta(
index_no_spiral_wave ,: ) $=$ [t, epsilon , beta $]$;
index_unstable_solution=index_unstable_solution +1 ;
matrix_unstable_solution_epsilon_beta ( index_unstable_solution , : ) $=[\mathrm{t}$, epsilon, beta $]$;
break
end
\%\% record tip trajectory
$x_{-}$tip=intersection (1, 1) ;
$y_{\text {_tip }}=$ intersection (1,2);
for $g=1$ :length_points_x_y
bounded_x= points_x_y_bounded_domain $(\mathrm{g}, 1)$;
bounded_y= points_x_y_bounded_domain (g, 2) ;
distance_x_y_tip =sqrt $\left(\left(\text { bounded_x }-x_{-} \text {tip }\right)^{\wedge} 2+(\right.$
bounded_y - y_tip (^2);
all_distance_x_y $(g, 1)=$ distance_x_y_tip ;
end
distance_boundary=min(all_distance_x_y);
\%\% check if too close to boundary
if (distance_boundary<threshold_b)
index_no_spiral_wave=index_no_spiral_wave +1;
matrix_no_spiral_wave_epsilon_beta( index_no_spiral_wave ,: ) $=$ [t, epsilon , beta $]$;
index_crashed_solution=index_crashed_solution +1 ;
matrix_crash_with_bounded_domain_epsilon_beta( index_crashed_solution ,: ) $=[\mathrm{t}$, epsilon , beta $]$;
break
end
\%\% plot figure for $u$ component
t_figure = PLOTTING_DIAGRAM_SPIRAL_WAVE_1( . . . gridx, gridy, u, numerical_intersection, time, index_removed_end );
\%\% calculating the signed curvature $K$ for $u$ component
if ( ( time $>=$ T_test $) \& \&($ time $<=T))$
counter=counter +1 ;
if $((\bmod ($ counter, number_curvature $)==0))$
n_index_removed=index_removed - 1 ;
curvature_K = CURVATURE_FUNCTION_3(
time_numerical_intersection, n_index_removed );
vector_time_curvature (index_curvature, : ) $=[$ time , curvature_K];
index_curvature=index_curvature +1 ;
end
elseif(time> T )
max_value_curvature_K=max(vector_time_curvature (1:
index_curvature-1,2)); \% maximum value of curvature $K(t)$

```
min_value_curvature_K=min(vector_time_curvature (1:
    index_curvature-1,2)); % minimum value of
    curvature K(t)
difference_max_min=max_value_curvature_K-
    min_value_curvature_K; %the difference between the
    maximum and minimum values of the curvature K(t)
if(difference_max_min<=tolerance_curvature)
    all_points_rigid_rotation(accountor_rigid,:) = [
        epsilon,beta];
    accountor_rigid=accountor_rigid+1;
    %the Matlab code will plot the diagram of the
        spiral wave tip and the data of the tip
        trajectory will also be saved
    [ h3,h4 ] = PRINTING_FIG_SAVEING_DATA_2(...
        time_numerical_intersection,u,epsilon,beta,
            gridx,gridy,n_index_removed);
    break
elseif(difference_max_min>tolerance_curvature)
    all_points_meander(accountor_meander,:) =[epsilon,
        beta ];
    accountor_meander=accountor_meander +1;
    %the Matlab code will plot the diagram of the
        spiral wave tip and the data of the tip
        trajectory will also be saved
    [ h3,h4 ] = PRINTING_FIG_SAVEING_DATA_2(...
        time_numerical_intersection,u,epsilon,beta,
            gridx,gridy,n_index_removed);
    break
```

273 toc
274 VECTOR_TIME_CURVATURE =vector_time_curvature (1:index_curvature $-1,:$ ) ;
275 MATRIX_NO_SPIRAL_WAVE=matrix_no_spiral_wave_epsilon_beta (1: index_no_spiral_wave - $1,:$ );

276 ALL_POINTS_RIGID_ROTATION= all_points_rigid_rotation (1: accountor_rigid $-1,:$ );

277 ALL_POINTS_MEANDER= all_points_meander (1: accountor_meander - $1,:$ ) ;
278 All_POINTS_UNSTABLE_SOLUTION=matrix_unstable_solution_epsilon_beta (1: index_unstable_solution - $1,:$ );

279 ALL_POINTS_CRASHED_SOLUTION =
matrix_crash_with_bounded_domain_epsilon_beta(1:index_crashed_solution $-1,:) ;$

280 save ( 'MATRIX_NO_SPIRAL_WAVE. dat', 'MATRIX_NO_SPIRAL_WAVE', '- a s cii ') $\%$ saving data for no spiral wave

281 save ('ALL_POINTS_RIGID_ROTATION. dat', 'ALL_POINTS_RIGID_ROTATION' , '- a scii ' ) \% saving data for rigid

282
save ('ALL_POINTS_MEANDER. dat', 'ALL_POINTS_MEANDER', '- a scii') \% saving data for meander

## APPENDIX A. COMPUTING WINFREE'S DIAGRAM

ascii')
284 save ( 'ALL_POINTS_CRASHED_SOLUTION. dat ', 'ALL_POINTS_CRASHED_SOLUTION' , 'ascii')

285 max_epsilon=max(epsilon_values);
286 min_epsilon=min(epsilon_values);
287 max_beta=max(beta_values);
288 min_beta=min(beta_values) ;
$289 \mathrm{~h} 5=$ figure (5);
290 axis ([min_epsilon max_epsilon min_beta max_beta]); \% defining the total length of the points for epsilon and beta

291 hold on;
292 plot(ALL_POINTS_RIGID_ROTATION(: , 1),ALL_POINTS_RIGID_ROTATION ( : , 2 ) , '. g', , MarkerSize ', 15)

293 plot(ALL_POINTS_MEANDER(: , 1),ALL_POINTS_MEANDER(:, 2 ), , .b ', 'MarkerSize' ,15)

294 plot(MATRIX_NO_SPIRAL_WAVE (:, 2 ) ,MATRIX_NO_SPIRAL_WAVE (: , 3 ) , '. $\mathbf{r}$ ', , MarkerSize ', 15)
 $\min ($ beta_values $): 0.1: \max ($ beta_values) ) ;

296 set(gca, 'XScale', 'log');
297 set (gca, 'XAxisLocation', 'bottom', 'xdir', 'reverse', 'YAxisLocation', 'left', 'ydir', 'reverse');

298 xlabel('\$ ${ }^{2}$ epsilon ${ }^{\prime}$ ', 'Interpreter', 'Latex', 'fontsize', 13)
299 ylabel('\$ ${ }^{2}$ beta $\$$ ', 'Interpreter', 'Latex', 'fontsize', 13 , 'Rotation', 360)
300 title(' Bifurcation diagram of $\$ \backslash \mathrm{epsilon} \$$ and $\$ \backslash$ beta $\$$ ', 'Interpreter', ' Latex', 'fontsize', 20)

301 grid on
302 name $5=$ sprintf('Bifurcation_diagram_of_epsilon_and_beta_grid_points') ;

303 print ( h 5 , '-dpdf', name5);
304 hold off
305 h6=figure (6);
306 axis ([min_epsilon max_epsilon min_beta max_beta]); \% defining the total length of the points for epsilon and beta

307 hold on;
308 plot(ALL_POINTS_RIGID_ROTATION (: , 1),ALL_POINTS_RIGID_ROTATION ( : , 2) , '. g', , MarkerSize ', 15)

309 plot(ALL_POINTS_MEANDER(: , 1),ALL_POINTS_MEANDER(:, 2 ), , .b', 'MarkerSize' ,15)

310 plot(All_POINTS_UNSTABLE_SOLUTION (: , 2),All_POINTS_UNSTABLE_SOLUTION (: , 3 ) , '. r', 'MarkerSize', 15)

311 plot(ALL_POINTS_CRASHED_SOLUTION(: , 2 ),ALL_POINTS_CRASHED_SOLUTION( : , 3 ) , , . k', 'MarkerSize', 15)
$312 \boldsymbol{s e t}\left(\right.$ gca, 'XTIck', $\boldsymbol{\operatorname { m i n }}\left(\mathrm{epsilon} \_\right.$values $): 0.05: \max \left(e p s i l o n_{-} v a l u e s\right), \quad$ YTIck', $\boldsymbol{\operatorname { m i n }}($ beta_values ) : 0. $1: \boldsymbol{\operatorname { m a x }}($ beta_values $)$ ) ;

313 set(gca, 'XScale', 'log');
314 set (gca, 'XAxisLocation', 'bottom', 'xdir', 'reverse', 'YAxisLocation', 'left', 'ydir', 'reverse');

315 xlabel('\$ ${ }^{\prime}$ epsilon ${ }^{\prime}$ ', 'Interpreter', 'Latex', 'fontsize', 13)
316 ylabel('\$ ${ }^{\prime}$ beta $\$$ ', 'Interpreter', 'Latex', 'fontsize', 13 , 'Rotation', 360)
317 title(' Bifurcation diagram of $\$ \backslash \mathrm{epsilon} \$$ and $\$ \backslash$ beta $\$$, , 'Interpreter', ' Latex', 'fontsize', 20)

318 grid on
319 name $6=$ sprintf( ${ }^{\text {, }}$
Bifurcation_diagram_of_epsilon_and_beta_grid_points_crashed_solution_with_boundary ');

320 print (h6, '-dpdf', name6);
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321 hold off

1 function [ initial_conditionu1, initial_conditionv1] = INITIAL_CONDITION_EPSILON_BETA_IMPLICIT_CORRECTED_1( alpha, epsilon , beta, timestep, spacestepx, totallengthx, finaltime_intial)
$2 \%$ numerical parameters
3 spacestepy $=$ spacestepx; \% space step for $y$ axis
4 totallengthy=totallengthx; \% total length of $y$ axis
5 gridx $=0:$ spacestepx: totallengthx;
6 gridy $=0:$ spacestepy: totallengthy;
$7 \mathrm{Nx}=$ length $(\operatorname{gridx})+2$; \% the number of grid points for $x$ axis
$8 \mathrm{Ny}=$ length (gridy) +2 ; \% the number of grid points for $y$ axis
9 imin $=2$; \% the smallest index on $x$ axis
10 imax $=\mathrm{Nx}-1$; \% the biggest index on $x$ axis
11 jmin $=2$; \% the smallest index on $y$ axis
12 jmax $=\mathrm{Ny}-1$; \% the biggest index on $y$ axis
13 timegrid $=0$ :timestep:finaltime_intial;
$14 \mathrm{M}=$ length(timegrid); \% the biggest index for time
$15 \%$ equilibrium point
16 delta $=(3 /$ alpha $)-3$;
17 rho $=(3 *$ beta $) /$ alpha;
18 k1=-rho/2;
$19 \mathrm{k} 2=\left(\left(\operatorname{rho}^{\wedge}(2) / 4\right)+(\operatorname{delta} \wedge(3) / 27)\right)^{\wedge}(1 / 2) ;$
$20 \mathrm{k} 3=\mathrm{rho} / 2$;
$21 \mathrm{k} 1 \mathrm{sk} 2=\mathrm{k} 1+\mathrm{k} 2$;
22 k3sk2=k3+k2;
23 constantu=(k1sk2)^(1/3)-(k3sk2)^(1/3);
24 constantv=(constantu+beta)/alpha;
$25 \% \%$ set up results storage
$26 \mathrm{u}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
$27 \mathrm{v}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
28 \%\% Barkley initial condition
29 for $i=i m i n: i m a x$
30 for $\mathrm{j}=\mathrm{jmin}: \mathrm{jmax}$
$31 \quad$ if $((\mathrm{i}<=(\operatorname{imax} / 2)))$
32
33

44 number_plot=floor (M/ finaltime_intial) ;
$45 \%$ Calculating sparse coefficient matrix of diffusion by implicit scheme 46 coefficient_matrix_i=sparse (2:Nx-2,1:Nx-3,1,Nx-2,Nx-2);

47 matrix_i=coefficient_matrix_i+coefficient_matrix_i' $-2 *$ speye (Nx-2);
48 matrix_i $(1,1)=-1$;
49 matrix_i $(\mathrm{Nx}-2, \mathrm{Nx}-2)=-1$;
50 coefficient_matrix_j=sparse (2:Ny-2,1:Nx-3,1,Ny-2,Ny-2);
51 matrix_j=coefficient_matrix_j+coefficient_matrix_j' $-2 *$ speye $(N y-2)$;
52 matrix_j $(1,1)=-1$;
53 matrix_j $(\mathrm{Ny}-2, \mathrm{Ny}-2)=-1$;
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```
54 A=kron(matrix_i/spacestepx^2,speye(Nx-2))+kron(speye(Ny-2),matrix_j/
    spacestepy^2);
55 % S matrix must be inverted to timestep the diffusion problem
56 S=speye((Nx-2)*(Ny-2))-timestep*A;
57 u(:,1) =[];u(:,end) =[];u(1,:) = [];u(end,:) = [];
58 v(:,1) =[];v(:,end) =[];v(1,:) =[];v(end,:) = [];
59%% numerical solver
60 for m=1:M-1
```

```
    % convert into column vector
    u=reshape(u,[],1);
    % solve the linear problem
    u=S\u;
    u=reshape(u,Nx-2,Ny-2);
    % add back on edges
    u(1:Nx-2,1:Ny-2)=u;
    % Reaction function
    fu=(u-u.^3/3-v)/epsilon;
    fv=epsilon *(u-alpha*v+beta}*\mathrm{ ones(size(u)));
    % Explicit Euler update
    u=u+timestep*fu;
    v=v+timestep*fv;
    if (mod}(m+1,\mathrm{ number_plot )==0)
            figure(1);
            time=timegrid (m+1);
            imagesc(gridx,gridy,u)
            set(gca, 'YDir','normal');
            title(sprintf(' The initial spiral wave in two dimesions for u, t
                =%g', time) );
```

86 end
87 initial_conditionu1=u;
88 initial_conditionv1=v;
89 save('initial_conditionu1.dat', 'initial_conditionu1', '-ascii')
90 save('initial_conditionv1.dat', 'initial_conditionv1', '-ascii')

91 end

```
1 function [u,v,intersection,intersection_x_y]= THE_NUMERICAL_SOLVER_1(
    alpha,epsilon,beta, u,v,isoline_level_u,totallengthx, spacestepx,
    timestep)
2 spacestepy =spacestepx;
3 totallengthy=totallengthx;
4 gridx =0:spacestepx:totallengthx;
5 gridy =0:spacestepy:totallengthy;
6 Nx=length(gridx)+2;
7 Ny=length(gridy ) +2;
8%Calculating sparse coefficient matrix of diffusion by implicit scheme
9 coefficient_matrix_i=sparse(2:Nx-2,1:Nx-3,1,Nx-2,Nx-2);
10 matrix_i=coefficient_matrix_i+coefficient_matrix_i - - 2*speye(Nx-2);
11 matrix_i (1,1)=-1;
12 matrix_i(Nx-2,Nx-2)=-1;
13 coefficient_matrix_j=sparse(2:Ny-2,1:Nx-3,1,Ny-2,Ny-2);
14 matrix_j=coefficient_matrix_j+coefficient_matrix_j'-2*speye(Ny-2);
```
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15 matrix_j $(1,1)=-1$;
16 matrix_j $(\mathrm{Ny}-2, \mathrm{Ny}-2)=-1$;
17 A=kron(matrix_i/spacestepx^2,speye(Nx-2))+kron(speye(Ny-2), matrix_j/
spacestepy ${ }^{\wedge} 2$ ) ;
$18 \%$ matrix must be inverted to timestep the diffusion problem
$19 \mathrm{~S}=$ speye $((\mathrm{Nx}-2) *(\mathrm{Ny}-2))-$ timestep $* \mathrm{~A}$;
20 \% convert into column vector
$21 u=\operatorname{reshape}(u,[], 1)$;
22 \% solve the linear problem
$23 u=S \backslash u$;
$24 \mathrm{u}=$ reshape $(\mathrm{u}, \mathrm{Nx}-2, \mathrm{Ny}-2)$;
25 \% add back on edges
$26 \mathrm{u}(1: \mathrm{Nx}-2,1: \mathrm{Ny}-2)=\mathrm{u}$;
27 \% Reaction function
$28 \mathrm{fu}=\left(\mathrm{u}-\mathrm{u} .^{\wedge} 3 / 3-\mathrm{v}\right) /$ epsilon;
$29 \mathrm{fv}=\mathrm{epsilon} *(\mathrm{u}-\mathrm{alpha} * \mathrm{v}+$ beta $*$ ones ( $\boldsymbol{\operatorname { s i z e }}(\mathrm{u}))$ );
$30 \%$ Explicit Euler update
$31 \mathrm{u}=\mathrm{u}+$ timestep $* \mathrm{fu}$;
$32 \mathrm{v}=\mathrm{v}+$ timestep $* \mathrm{fv}$;
33 [matrix_isoline_zero_u,h_u]=contour(gridx, gridy,u,[isoline_level_u, isoline_level_u]); \% finding Cartesian coordinates ( $x, y$ ) of $u$ component for isoline zero

34 trans_matrix_isoline_zero_u=matrix_isoline_zero_u'; \% transpose matrix_isoline_zero_u as column vector

35 set(h_u, 'EdgeColor', 'none');
36 matrix_trans_matrix_isoline_zero_u=zeros(length(matrix_isoline_zero_u (: , 1) ) , 2);

37 index_removing $=1$; \% the number of indexes for isoline of $v$ compnent

38

44 matrix_trans_matrix_isoline_zero_u(index_removing:end,: $)=[]$;
45

46
47 [all_v, h_v_all]=contour (gridx, gridy,v); \% finding Cartesian coordinates ( $x, y)$ of $v$ component
$48 \% c l a b e l\left(a l l \_v, h \_v \_a l l\right)$
$49 \boldsymbol{\operatorname { s e t }}\left(\mathrm{~h}_{-} \mathrm{v}_{\text {_ }}\right.$ all, 'EdgeColor', ' none ');
50 size_all_v = size(all_v,2);
51 initial_i_v = 1;
52 initial_j_v $=1$;
53 s_v $=$ struct ('v', 'x', 'y', ...
$\left\{\operatorname{zeros}\left(\operatorname{size}_{\text {_ }}\right.\right.$ all_v,1)\}); \% the structure for matrix s_v
while initial_i_v < size_all_v \% While we haven't exhausted the array
$\mathrm{n}=$ all_v(2,initial_i_v); \% How many points in this contour?
s_v(initial_j_v).v = all_v(1,initial_i_v); $\quad$ \% Value of the contour
s_v(initial_j_v). $x=a l l_{-} v\left(1, i n i t i a l \_i \_v+1: i n i t i a l \_i \_v+n\right) ; \% X$
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```
        coordinates
s_v(initial_j_v).y = all_v(2,initial_i_v+1:initial_i_v+n); % Y
        coordinates
value_x_y_v(initial_i_v:initial_i_v+n,1)=all_v(1,initial_i_v:
        initial_i_v+n);
value_x_y_v(initial_i_v:initial_i_v+n,2)=all_v(2,initial_i_v:
    initial_i_v+n);
value_x_y_v(initial_i_v:initial_i_v+n,3)=s_v(initial_j_v).v;
initial_i_v = initial_i_v + n+1 ; % Skip ahead to next
    contour line
initial_j_v = initial_j_v +1; % Increment number of
    contours
```


## 65 end

66 matrix_points_value_v=zeros(size_all_v,9); \% storage for all values of $v$ component corresponding to isoline of $u$ component

67 index_removing $=1$; \% the number of indexes for isoline of $v$ compnent $68 \%$ finding value of $v$ component corresponding to isoline of $u$ component

69 for $i=2:$ length(matrix_trans_matrix_isoline_zero_u(:,1))-3
$x_{-}$value_u=matrix_trans_matrix_isoline_zero_u(i,1);
y_value_u=matrix_trans_matrix_isoline_zero_u(i,2);
for $\mathrm{j}=2:(\mathrm{Nx}-3)$;
if $\left(\left(\operatorname{gridx}(j-1)<x \_\right.\right.$value_u $\left.) \& \&\left(x \_v a l u e \_u<\operatorname{gridx}(j+1) \quad\right)\right)$
for $k=2:(N y-3)$
if $\left(\left(\operatorname{gridy}(\mathrm{k}-1)<\mathrm{y}_{\mathbf{\prime}}\right.\right.$ value_u $) \& \&\left(\mathrm{y}_{-}\right.$value_u<gridx$\left.\left.(\mathrm{k}+1) \quad\right)\right)$
matrix_points_value_v(index_removing ,: ) $=[\operatorname{gridx}(\mathrm{j}-1)$,
$x_{-}$value_u , gridx $(j+1), k, \quad \operatorname{gridy}(k-1), y \_v a l u e \_u, g r i d y$
$(\mathrm{k}+1), \mathrm{j} \quad, \mathrm{v}(\mathrm{k}, \mathrm{j}) \quad] ;$
index_removing=index_removing +1 ;

82 end
83 matrix_points_value_v(index_removing:end,:) $=[] ; \%$ removing all zero
values in matrix
$84 \%$ ordering all all values of $v$ component
85 [value_v, index_v]=sort ( matrix_points_value_v (: , 9) ) ;
86 order_matrix_points_value_u=matrix_points_value_v(index_v,:);
$87 \%$ finding different sign of value of $v$ component
88 for $i=1:($ length (value_v) -1$)$
89 v_value=order_matrix_points_value_u(i,9);
$90 \quad$ v_value_f=order_matrix_points_value_u (i+1,9);
91 if (( v_value <0)\&\&(v_value_f >0))
92 value_v_points=[order_matrix_points_value_u(i-2:i,:);
order_matrix_points_value_u(i+1:i+3,:)];

93

94 end

95
96 end
$97 \%$ checking the previous value of $x$ or $y$ is not equal to next value of $x$ or $y$

98 for $i=1$ :length (value_v_points) -3
99 index_b=3-(i-1);
100 index_f=4+(i-1);
101 b_x_u=value_v_points(index_b,2); \% previous value $x$ on isoline for $u$ component
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b_y_u=value_v_points (index_b,6); \% previous value $y$ on isoline for $u$ component
f_x_u=value_v_points(index_f,2); \% next value $x$ on isoline for $u$ component
f_y_u=value_v_points(index_f,6); \% next value $y$ on isoline for $u$ component
if $\left(\left(b_{-} x_{-} u \sim=f_{-} x_{-} u\right) \& \&\left(b_{-} y_{-} u \sim=f_{-} y_{-} u\right)\right)$
value_v_points $=[$ value_v_points (index_b, : ) ; value_v_points (index_f , : )];

## break

## end

109
110 end
111 b_x_u=value_v_points $(1,2)$; \% previous value $x$ on isoline for $u$ component
112 b_y_u=value_v_points $(1,6)$; \% previous value $y$ on isoline for $u$ component
$113 \mathrm{f}_{-} \mathrm{x}$ _u=value_v_points $(2,2) ; \%$ next value $x$ on isoline for $u$ component
114 f_y_u=value_v_points $(2,6)$; \% next value $y$ on isoline for $u$ component
115 interpolation_function_v = scatteredInterpolant(value_x_y_v(:,1), value_x_y_v(:,2), value_x_y_v(:,3),'linear'); \% the interpolation function for $v$ component

116 value_v_b=interpolation_function_v(b_x_u, b_y_u); \% value of v component for previous point ( $\left.b_{-} x_{-} u, b_{-} y_{-} u\right)$

117 value_v_f=interpolation_function_v( $\left.\mathrm{f}_{-} \mathrm{x}_{-} \mathrm{u}, \mathrm{f}_{-} \mathrm{y}_{-} \mathrm{u}\right) ; \%$ value of v component for previous point ( $\left.b_{-} x_{-} u, b_{-} y_{-} u\right)$
$118 x_{-}$tip=-value_v_f*(( f_x_u-b_x_u )/( value_v_f-value_v_b ) )+f_x_u; \% spiral wave tip for $x$

119 y_tip=-value_v_f*(( f_y_u-b_y_u )/( value_v_f-value_v_b ) )+f_y_u; \% spiral wave tip for $y$

120 intersection $=\left[x_{-}\right.$tip, $y_{-}$tip; $x_{\_}$tip, $y_{\_}$tip $]$; \% matrix of spiral wave tip (

$$
\left.x_{-} t i p, y_{-} t i p\right)
$$

121 intersection_x_y=[x_tip, y_tip]; \% matrix of spiral wave tip ( $x_{-}$tip, $\left.y_{-} t i p\right)$ 122

123 end

```
1 function t_figure = PLOTTING_DIAGRAM_SPIRAL_WAVE_1( gridx,gridy,u,
    numerical_intersection,time,index_removed_end )
2%% plot figure for u component
3 figure(3);
4 imagesc(gridx, gridy,u)
5 line(numerical_intersection(1:index_removed_end,1),numerical_intersection
    (1:index_removed_end,2), 'Color', 'w', 'LineWidth', 2);
6 set(gca, 'YDir','normal');
7title(sprintf(' The spiral wave solution for u component, t=%g',time));
shading interp
9 xlabel('x')
10 ylabel('y')
1 1 \text { colorbar}
12 drawnow
13 t_figure=time;
14 end
```

[^0]
## APPENDIX A. COMPUTING WINFREE'S DIAGRAM

6 for $i=r o w s \_i n t e r s e c:-1: 2$
7 time_1=floor(time_numerical_intersection(i, 1));
8 time_2=floor(time_numerical_intersection (i+1,1));
$9 \quad$ if (time_1~=time_2)
10 matrix_t_intersection (accountor,:) = time_numerical_intersection(i ,:);
accountor=accountor +1 ;
end
if(accountor>=4)\% condition for stop points for tip trajectory of spiral wave

## break

end
16 end
$17 \mathrm{x}_{\text {_ }}$ tip_b $=$ matrix_t_intersection $(3,2)$;
$18 \mathrm{x}_{\text {_ }}$ tip_m $=$ matrix_t_intersection $(2,2)$;
$19 \mathrm{x}_{-} \mathrm{tip}$ _f $=$ matrix_t_intersection $(1,2)$;
20 y_tip_b $=$ matrix_t_intersection (3,3);
21 y_tip_m = matrix_t_intersection (2, 3);
$22 y_{\text {_tip_f }}=$ matrix_t_intersection (1, 3$)$;
23 numerator $=8 *\left(x_{-} t i p_{-} b * y_{-} t i p \_m-x_{-} t i p_{-} b * y_{-} t i p_{-} f x_{-} x_{-} t i p \_f * y_{-} t i p_{-} m \ldots\right.$
$\left.24+x_{-} t i p_{-} f * y_{-} t i p_{-} b-x_{-} t i p_{-} m * y_{-} t i p_{-} b+x_{-} t i p \_m * y_{-} t i p_{-} f\right) ;$
25 denominator $=\left(\left(x_{-} t i p_{-} f-x_{-} t i p_{-} b \quad\right)^{\wedge} 2+\left(y_{-} t i p_{-} f-y_{-} t i p \_b \quad\right)^{\wedge} 2\right.$
$)^{\wedge}(3 / 2) ;$
$26 \%$ the value of signed curvature $K$
27 curvature_K=numerator/ denominator;
28
29 end

1 function [ h3, h4 ] = PRINTING_FIG_SAVEING_DATA_2(

```
    time_numerical_intersection,u,epsilon,beta,gridx, gridy,n_index_removed
    )
2%% plot spiral wave solution with tip trajectory
3 h3=figure(3);
4 imagesc(gridx,gridy,u)
5 line(time_numerical_intersection(1:n_index_removed,2),
    time_numerical_intersection(1:n_index_removed,3), 'Color', 'w','
    LineWidth ',2);
6 set(gca, 'YDir','normal');
7%title(sprintf('spiral wave in two dimesions with tip path, t=%g',time))
8 xlabel('x')
9 ylabel('y')
10 colorbar
11 drawnow
12 name3=['non_linear_sysem_implicit_epsilon_' num2str(epsilon) '_beta_'
    num2str(beta)];
13 print(h3,'-dpdf',name3);
14 close all
15%% plot spiral wave tip
16 h4=figure(4);
17 line(time_numerical_intersection(1:n_index_removed,2),
    time_numerical_intersection(1:n_index_removed,3),'Color','black','
    LineStyle', '-','LineWidth ',20)
18 set(gca, 'YDir','normal');
19 set(gca,'xcolor', 'w','ycolor','w','xtick',[], 'ytick', []);
20 get(gca, 'children');
21 set(gcf,'color','w');
```

22 xlabel ('x')
23 ylabel ('y')
24 drawnow
25 name $4=[$ 'diagarm_of_tip_trajectory_epsilon_' num2str(epsilon) ' _beta_' num2str (beta)];

26 print(h4, '-dpdf', name4);
27 save([name4, '.dat'], 'time_numerical_intersection', '-ascii');
28 end


## Algorithm of Semi-Implicit method for the

## FitzHugh-NAGUMO MODEL

In this section, we present the loop (Algorithm) to solve the FHN system (2.1) numerically using the semi-implicit method. By looking at the equation (2.1), we can apply the fully implicit method (backward Euler method) for the diffusion term using the sparse matrix that only contains nonzero elements, whereas we use the fully explicit method (forward Euler method) for the kinetic function, that is

$$
\begin{align*}
& \mathbf{U}^{m+1}=\mathbf{U}^{m}+\Delta t \mathrm{~g}\left(\mathbf{U}^{m}, \mathbf{V}^{m}\right)+\Delta t \mathrm{~S} \mathbf{U}^{m+1},  \tag{B.1}\\
& \mathbf{V}^{m+1}=\mathbf{V}^{m}+\Delta t \mathrm{~h}\left(\mathbf{U}^{m}, \mathbf{V}^{m}\right), \tag{B.2}
\end{align*}
$$

where $\mathbf{U}, \mathbf{V} \in \mathbb{R}^{n^{2}}, \mathbf{S} \in \mathbb{R}^{n^{2} \times n^{2}}$ such that $n \in \mathbb{N}$ and $\Delta t$ is time step. By arranging (B.1), we derive that

$$
\begin{equation*}
\mathbf{U}^{m+1}=(\mathrm{I}-\Delta t \mathrm{~S})^{-1}\left(\mathbf{U}^{m}+\Delta t \mathrm{~g}\left(\mathbf{U}^{m}, \mathbf{V}^{m}\right)\right) \tag{B.3}
\end{equation*}
$$

where I is identity matrix of size $n^{2} \times n^{2}$. Since $\mathrm{I}-\Delta t \mathrm{~S}$ is a sparse matrix, we will use a sparse matrix solver in Matlab to solve the equation (B.3). By reshaping the vector $\mathbf{U}^{m+1}$ and $\mathbf{V}^{m+1}$ as matrix, we can find the numerical solution for components $u$ and $v$. In order to understand
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the explanation of the algorithm of the solution for the FHN system (2.1b), the Matlab code is provided below:

```
1 close all
```

2 clear all;
3 cle;
4 tic;
$5 \mathrm{epsilon}=0.30$;
6 alpha=0.5;
7 beta $=0.75$;
8 timestep $=0.1$;
9 spacestepx $=0.30$;
10 spacestepy =spacestepx;
11 totallengthx $=40.0$;
12 totallengthy $=40.0$;
13 gridx $=0:$ spacestepx: totallengthx;
14 gridy $=0:$ spacestepy: totallengthy;
$15 \mathrm{Nx}=$ length $(\operatorname{gridx})+2$;
$16 \mathrm{Ny}=$ length $($ gridy $)+2$;
17 imin $=2$;
18 imax=Nx-1;
19 ii=imin: imax;
20 jmin $=2$;
21 jmax=Ny-1;
22 jj=jmin:jmax;
23 finaltime $=26$;
24 timegrid $=0:$ timestep $:$ finaltime; ;
$25 \mathrm{M}=$ length (timegrid) ;
26 delta $=(3 /$ alpha $)-3$;

27 rho $=(3 *$ beta $) /$ alpha;
$28 \mathrm{k} 1=-\mathrm{rho} / 2$;
$29 \mathrm{k} 2=\left(\left(\operatorname{rho}^{\wedge}(2) / 4\right)+(\operatorname{delta} \wedge(3) / 27)\right)^{\wedge}(1 / 2) ;$
$30 \mathrm{k} 3=\mathrm{rho} / 2$;
31 k1sk2=k1+k2;
$32 \mathrm{k} 3 \mathrm{sk} 2=\mathrm{k} 3+\mathrm{k} 2$;
33 \%equilibrium point
34 constantu=(k1sk2)^(1/3)-(k3sk2)^(1/3);
35 constantv=(constantu+beta) $/$ alpha;
36 methodimplicit=true; \% true for implicit, false for explicit
$37 \mathrm{u}=\boldsymbol{z e r o s}(\mathrm{Nx}, \mathrm{Ny})$;
$38 \mathrm{v}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
$39 \mathrm{fu}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
$40 \mathrm{fv}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
41 for $i=i m i n: i m a x$

42
43
44
45
46
47
48
49
50
51
52
53
54 end

## for $\mathrm{j}=\mathrm{jmin}:$ jmax

 if ( $\mathrm{i}<=($ imax. $/ 2)$ ) )$u(i, j)=-$ constantu;
else
$u(i, j)=$ constantu;
end
if ( $\mathrm{j}<=$ jmax. $/ 2$ ) ) $\mathrm{v}(\mathrm{i}, \mathrm{j})=-\mathrm{constantv} ;$
else
$\mathrm{v}(\mathrm{i}, \mathrm{j})=\mathrm{constant} \mathrm{v}$;
end
end
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$55 \%$ Calculating sparse coefficient matrix of diffusion by implicit scheme 56 coefficient_matrix_i=sparse ( $2: N x-2,1: N x-3,1, N x-2, N x-2$ ); 57 matrix_i=coefficient_matrix_i+coefficient_matrix_i' $-2 *$ speye ( $\mathrm{Nx}-2$ );

58 matrix_i $(1,1)=-1$;
59 matrix_i $(\mathrm{Nx}-2, \mathrm{Nx}-2)=-1$;
60 coefficient_matrix_j=sparse (2:Ny-2,1:Nx-3,1,Ny-2,Ny-2);
61 matrix_j=coefficient_matrix_j+coefficient_matrix_j' $-2 *$ speye ( $\mathrm{Ny}-2$ );
62 matrix_j $(1,1)=-1$;
63 matrix_j $(\mathrm{Ny}-2, \mathrm{Ny}-2)=-1$;
64 A=kron(matrix_i/spacestepx^2,speye(Nx-2))+kron(speye(Ny-2), matrix_j/
spacestepy^2);
$65 \%$ S matrix must be inverted to timestep the diffusion problem
66 S=speye ( $(\mathrm{Nx}-2) *(\mathrm{Ny}-2))$-timestep $* \mathrm{~A}$;
67 number_plot=floor (M/7);
68 for $\mathrm{m}=1: \mathrm{M}-1$
69
m
$70 \quad \mathrm{U}=\mathrm{u}(\mathrm{ii}, \mathrm{jj})$;
71 \% convert into column vector
$72 \quad \mathrm{U}=$ reshape ( $\mathrm{U},[\mathrm{]}, 1$ ) ;
73 \% solve the linear problem
\% add back on edges
$\mathrm{u}(2: \mathrm{Nx}-1,2: \mathrm{Ny}-1)=\mathrm{U}$;
\% Reaction function
$\mathrm{fu}(\mathrm{ii}, \mathrm{j} j)=(\mathrm{u}(\mathrm{ii}, \mathrm{jj})-\mathrm{u}(\mathrm{ii}, \mathrm{j} j) \cdot \wedge 3 / 3-\mathrm{v}(\mathrm{ii}, \mathrm{j} j) \mathrm{)} / \mathrm{epsilon}$;
 ;

103 toc ;
104 initialnonlinearuv=[u(ii,jj),v(ii,jj)];
105 save('initialnonlinearuv.dat', 'initialnonlinearuv', '-ascii')
106 initial_conditionu1=u(ii , jj) ;
107

```
initial_conditionv1=v(ii ,jj);
```
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```
108 save('initial_conditionu1.dat','initial_conditionu1','-ascii')
109 save('initial_conditionv1.dat','initial_conditionv1','-ascii')
110 save('initialnonlinearuv.mat','initial_conditionu1','initial_conditionv1'
        );
    1 close all
2 clear;
3 clc;
4 epsilon=0.30;
5 alpha=0.5;
6 beta=0.75;
7 timestep =0.1;
8 spacestepx =0.30;
9 spacestepy =spacestepx;
10 totallengthx=40.0;
11 totallengthy=totallengthx;
12 gridx =0:spacestepx:totallengthx;
13 gridy =0:spacestepy:totallengthy;
14 Nx=length(gridx)+2;
15 Ny=length (gridy) +2;
16 imin=2;
17 imax=Nx-1;
18 ii=imin:imax;
19 jmin=2;
20 jmax=Ny-1;
21 jj=jmin:jmax;
22 finaltime=25;
23 timegrid = 0:timestep:finaltime;;
24 M=length(timegrid);
```

```
25 isoline_level_u=0;
```

26 isoline_level_v=0;
27 intersection_x_y=[];
$28 \mathrm{u}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
$29 \mathrm{v}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
$30 \mathrm{fu}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
$31 \mathrm{fv}=\operatorname{zeros}(\mathrm{Nx}, \mathrm{Ny})$;
32 numerical_intersection $=[]$;
33 time_numerical_intersection = [];
34 load('initial_conditionu1.dat');
35 load('initial_conditionv1.dat');
$36 \mathrm{u}(\mathrm{ii}, \mathrm{jj})=$ initial_conditionu1;
$37 \mathrm{v}(\mathrm{ii}, \mathrm{j} j)=$ initial_conditionv1;
38 contour (gridx, gridy, $u(i i, j j))$

39 \%Calculating sparse coefficient matrix of diffusion by implicit scheme
40 coefficient_matrix_i=sparse ( $2: N x-2,1: N x-3,1, N x-2, N x-2$ );
41 matrix_i=coefficient_matrix_i+coefficient_matrix_i' $-2 *$ speye (Nx-2) ;
42 matrix_i $(1,1)=-1$;
43 matrix_i $(\mathrm{Nx}-2, \mathrm{Nx}-2)=-1$;
44 coefficient_matrix_j=sparse( $2: N y-2,1: N x-3,1, N y-2, N y-2)$;
45 matrix_j=coefficient_matrix_j+coefficient_matrix_j' $-2 *$ speye (Ny-2) ;
46 matrix_j $(1,1)=-1$;
47 matrix_j $(\mathrm{Ny}-2, \mathrm{Ny}-2)=-1$;
$48 \mathrm{~A}=\boldsymbol{k r o n}\left(\right.$ matrix_i/spacestepx${ }^{\wedge} 2$,speye $(\mathrm{Nx}-2)$ ) $+\mathbf{k r o n}($ speye ( $\mathrm{Ny}-2$ ) , matrix_j/
spacestepy^2);
$49 \%$ matrix must be inverted to timestep the diffusion problem
$50 \mathrm{~S}=$ speye $((\mathrm{Nx}-2) *(\mathrm{Ny}-2))$-timestep $* \mathrm{~A}$;
51 number_plot=floor (M/50);
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52
iterat_m $=0$;
for $m=1: M-1$
m
$\mathrm{U}=\mathrm{u}(\mathrm{ii}, \mathrm{jj})$; \% convert into column vector
$\mathrm{U}=$ reshape $(\mathrm{U},[], 1)$;
\% solve the linear problem
$\mathrm{U}=\mathrm{S} \backslash \mathrm{U}$;
$\mathrm{U}=$ reshape $(\mathrm{U}, \mathrm{Nx}-2, \mathrm{Ny}-2)$;
\% add back on edges
u(ii , jj ) $=\mathrm{U}$;
\% Reaction function
fu(ii,$j \mathrm{j})=\left(\mathrm{u}(\mathrm{ii}, \mathrm{j} j)-\mathrm{u}(\mathrm{ii}, \mathrm{j} j) .{ }^{\wedge} 3 / 3-\mathrm{v}(\mathrm{ii}, \mathrm{j} j)\right) / \mathrm{epsilon} ;$
 ;
\% Explicit Euler
u(ii , jj ) = $u(\mathrm{ii}, \mathrm{j} j)+$ timestep $* \mathrm{fu}(\mathrm{ii}, \mathrm{j} j)$;
$\mathrm{v}(\mathrm{ii}, \mathrm{j} j)=\mathrm{v}(\mathrm{ii}, \mathrm{j} j)+$ timestep $* \mathrm{fv}(\mathrm{ii}, \mathrm{j} j)$;
if $(\bmod (m+1$, number_plot $)==0)$;
$\mathrm{m} 1=\mathrm{m}$
$\mathrm{t}=$ timegrid $(\mathrm{m}+1)$;
[matrix_isoline_zero_u,h_u]=contour(gridx, gridy, u(ii , jj ), [ isoline_level_u, isoline_level_u]);
trans_matrix_isoline_zero_u=matrix_isoline_zero_u';
clabel(trans_matrix_isoline_zero_u,h_u)
set(h_u, 'EdgeColor', 'none');
[all_v,h_v_all]=contour (gridx, gridy,v(ii,jj));
clabel(all_v,h_v_all)
$\boldsymbol{s e t}\left(\mathrm{h}_{-} \mathrm{v}_{-}\right.$all, 'EdgeColor', 'none');
intersection = FUNCTION_MORE_ACCURATE_TIP_1(
trans_matrix_isoline_zero_u, all_v );
numerical_intersection $=[$ numerical_intersection; intersection $]$;
iterat_m = 2+iterat_m;
h1=figure (1);
time=timegrid $(m+1)$;
imagesc(gridx, gridy, $u(i i, j j))$
line(numerical_intersection (1:iterat_m, 1), numerical_intersection
(1:iterat_m,2), 'Color', 'w', 'LineWidth ', 2) ;
shading interp
set(gca, 'YDir', 'normal');
\%set (gca, 'YDir', 'reverse')
\% set(gca, 'YTickLabel', []) ;
\% set (gca, 'XTickLabel', []) ;
\% title(sprintf(' spiral wave in two dimesions for $u, t=\%$, ,
time));
xlabel (' x ')
ylabel('y')
colorbar
drawnow
name1=sprintf(' $\left.n o n \_l i n e a r \_s y s e m \_\% d ', m\right) ;$
print(h1, '-dpdf', name1);
end

99 end
$100 \%$ save('numerical_intersection030075.dat', 'numerical_intersection','ascii ')
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1 function intersection = FUNCTION_MORE_ACCURATE_TIP_1(
trans_matrix_isoline_zero_u, all_v )
2 size_all_v = size(all_v,2);
3 initial_i_v = 1;
4 initial_j_v = 1;
5 while initial_i_v < size_all_v \% While we haven't exhausted the array

15 end
16 matrix_isoline_zero_v=[];
17 for $i=1: s i z e \_$all_v
18 contour coordinates coordinates initial_i_v+n); initial_i_v+n); contour line contours
$\mathrm{n}=$ all_v(2,initial_i_v); $\%$ How many points in this contour?
s_v(initial_j_v).v = all_v(1,initial_i_v); \% Value of the
s_v(initial_j_v).x = all_v(1,initial_i_v+1:initial_i_v+n); \% X
s_v(initial_j_v).y = all_v(2,initial_i_v+1:initial_i_v+n); \% Y
value_x_y_v(initial_i_v:initial_i_v+n,1)=all_v(1,initial_i_v:
value_x_y_v(initial_i_v:initial_i_v+n,2)=all_v(2,initial_i_v:
value_x_y_v(initial_i_v:initial_i_v+n,3)=s_v(initial_j_v).v;
initial_i_v = initial_i_v + n+1 ; \% Skip ahead to next
initial_j_v = initial_j_v +1; \% Increment number of
if $\left((\right.$ value_x_y_v $(i, 3)==0) \&\left(\left(v a l u e_{-} x \_y \_v(i, 1) \sim=0 \quad\right) \&\left(v a l u e \_x \_y \_v(i, 2)\right.\right.$ $\sim=0$ ) )
matrix_isoline_zero_v=[matrix_isoline_zero_v; value_x_y_v(i, :) ];
end
21 end
22 row_u=length(trans_matrix_isoline_zero_u(:,1));
23 row_v=length(matrix_isoline_zero_v(:, 1)');
24 min_distance =sqrt((matrix_isoline_zero_v(floor(row_v),1)-
trans_matrix_isoline_zero_u(floor (row_u/2), 1) )^2+(
matrix_isoline_zero_v(floor(row_v/2), 2) - trans_matrix_isoline_zero_u(
floor(row_u),2) (^2);

```
for i=1:row_u
```

    for \(j=1\) :row_v
        if ( ( trans_matrix_isoline_zero_u (i,1) ~=0)\&(
        trans_matrix_isoline_zero_u(i,2)~=0)) \&( (
        matrix_isoline_zero_v(j,1)~=0) \&(matrix_isoline_zero_v(j,2)
        ~=0) ) )
        distance \(=\) sqrt(( matrix_isoline_zero_v(j, 1) -
                trans_matrix_isoline_zero_u(i,1))^2+(matrix_isoline_zero_v
                \(\left.\left.(j, 2)-t r a n s \_m a t r i x \_i s o l i n e \_z e r o \_u(i, 2)\right)^{\wedge} 2\right) ;\)
            if (distance < min_distance)
            index_i=i;
            index_j=j;
            min_distance= distance;
            matrix_u_v_x_y=[index_i, trans_matrix_isoline_zero_u(i
                , 1:2), index_j, matrix_isoline_zero_v(j,1:2),
                min_distance];
            end
            end
    end
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37 end
38 b_x_u=trans_matrix_isoline_zero_u(index_i-1,1);
39 b_y_u=trans_matrix_isoline_zero_u(index_i-1,2); ;
40 x_u=matrix_u_v_x_y $(1,2)$;
41 y_u= matrix_u_v_x_y (1,3);
42 f_x_u=trans_matrix_isoline_zero_u(index_i+1,1);
43 f_y_u=trans_matrix_isoline_zero_u(index_i+1,2);
44 x_v=matrix_u_v_x_y $(1,5)$;
45 y_v=matrix_u_v_x_y (1,6);
46 interpolation_function_v = scatteredInterpolant(value_x_y_v(:,1), value_x_y_v(:,2), value_x_y_v(:,3),'linear');

47 value_v_b=interpolation_function_v(b_x_u,b_y_u);
48 value_v_f=interpolation_function_v(f_x_u,f_y_u);
49 x_tip=-value_v_f*(( f_x_u-b_x_u )/( value_v_f-value_v_b ) )+f_x_u;
50 y_tip=-value_v_f*(( f_y_u-b_y_u )/( value_v_f-value_v_b ) )+f_y_u;
51 intersection $=\left[x_{-}\right.$tip, $y_{\_}$tip ; $x_{-}$tip, $y_{\_}$tip ];
52 end


## Finding the Minimum Distance to the

In this appendix, we show how to compute the coefficients $\alpha_{k}$ of formula (3.49) in general case of $k$ vectors such that $k \in \mathbb{N}$. Assume that we have a vector space $\mathbb{R}^{n}$ such that $n \in \mathbb{N}$, so suppose that we have set $S$ of vectors in $\mathbb{R}^{n}$, that is

$$
S=\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right\} \subset \mathbb{R}^{n}, \quad k \in \mathbb{N}, k<n
$$

where

$$
\mathbf{v}_{1}=\left[\begin{array}{c}
v_{1}^{1} \\
v_{2}^{1} \\
v_{3}^{1} \\
\vdots \\
v_{n-2}^{1} \\
v_{n-1}^{1} \\
v_{n}^{1}
\end{array}\right], \ldots, \mathbf{v}_{k}=\left[\begin{array}{c}
v_{1}^{k} \\
v_{2}^{k} \\
v_{3}^{k} \\
\vdots \\
v_{n-2}^{k} \\
v_{n-1}^{k} \\
v_{n}^{k}
\end{array}\right],
$$

so these vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ can be linearly independent if vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ are formulated as follows

$$
\alpha_{1} \mathbf{v}_{1}+\ldots+\alpha_{k} \mathbf{v}_{k}=0, \quad \alpha_{1}, \ldots, \alpha_{k} \in \mathbb{R}
$$

such that $\alpha_{1} \mathbf{v}_{1}+\ldots+\alpha_{k} \mathbf{v}_{k}$ is called the linear combination, then

$$
\alpha_{1}=\ldots=\alpha_{k}=0
$$

Moreover, suppose that we have the vector $\mathbf{x}$, that is,

$$
\mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
\vdots \\
x_{n-2} \\
x_{n-1} \\
x_{n}
\end{array}\right], \quad x_{i} \in \mathbb{R}, \forall i \in\{1, \ldots, n\}
$$

We can find the error or distance between the vectors $\mathbf{x}$ and $\alpha_{1} \mathbf{v}_{1}+\ldots+\alpha_{k} \mathbf{v}_{k}$ through using the Euclidean norm in $\mathbb{R}^{n}$, that is,

$$
\begin{align*}
\left\|\mathbf{x}-\left(\alpha_{1} \mathbf{v}_{1}+\ldots+\alpha_{k} \mathbf{v}_{k}\right)\right\|_{2} & =\left\|\mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k} \mathbf{v}_{k}\right\|_{2} \\
& =\sqrt{\left\langle\mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k} \mathbf{v}_{k}, \mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k} \mathbf{v}_{k}\right\rangle} \tag{C.1}
\end{align*}
$$

By using the square of the equation (C.1), we find that

$$
\begin{align*}
\left\|\mathbf{x}-\left(\alpha_{1} \mathbf{v}_{1}+\ldots+\alpha_{k} \mathbf{v}_{k}\right)\right\|_{2}^{2} & =\left\langle\mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k} \mathbf{v}_{k}, \mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k} \mathbf{v}_{k}\right\rangle \\
& =\left(\mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k} \mathbf{v}_{k}\right) \cdot\left(\mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k} \mathbf{v}_{k}\right) \tag{C.2}
\end{align*}
$$

By using the property of dot product, we find that the equation (C.2) becomes as follows

$$
\begin{align*}
\left\|\mathbf{x}-\left(\alpha_{1} \mathbf{v}_{1}+\ldots+\alpha_{k} \mathbf{v}_{k}\right)\right\|_{2}^{2} & =\left(\mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k-1} \mathbf{v}_{k-1}-\alpha_{k} \mathbf{v}_{k}\right) \cdot\left(\mathbf{x}-\alpha_{1} \mathbf{v}_{1}-\ldots-\alpha_{k-1} \mathbf{v}_{k-1}-\alpha_{k} \mathbf{v}_{k}\right) \\
& =\mathbf{x} \cdot \mathbf{x}-2 \alpha_{1} \mathbf{x} \cdot \mathbf{v}_{1}-\ldots-2 \alpha_{k-1} \mathbf{x} \cdot \mathbf{v}_{k-1}-2 \alpha_{k} \mathbf{x} \cdot \mathbf{v}_{k} \\
& +\alpha_{1}^{2} \mathbf{v}_{1} \cdot \mathbf{v}_{1}+2 \alpha_{1} \alpha_{2} \mathbf{v}_{1} \cdot \mathbf{v}_{2}+\ldots+2 \alpha_{1} \alpha_{k-1} \mathbf{v}_{1} \cdot \mathbf{v}_{k-1}+2 \alpha_{1} \alpha_{k} \mathbf{v}_{1} \cdot \mathbf{v}_{k} \\
& \vdots \\
& +\left(\alpha_{k-1}\right)^{2} \mathbf{v}_{k-1} \cdot \mathbf{v}_{k-1}+2 \alpha_{k-1} \alpha_{k} \mathbf{v}_{k-1} \cdot \mathbf{v}_{k} \\
& +\left(\alpha_{k}\right)^{2} \mathbf{v}_{k} \cdot \mathbf{v}_{k} \tag{C.3}
\end{align*}
$$

We observe that the Euclidean norm (C.3) is the function of independent variables $\alpha_{1}, \ldots, \alpha_{k-1}$ and $\alpha_{k}$. So suppose that

$$
\left\|\mathbf{x}-\left(\alpha_{1} \mathbf{v}_{1}+\ldots+\alpha_{k} \mathbf{v}_{k}\right)\right\|_{2}^{2}=f\left(\alpha_{1}, \ldots, \alpha_{k}\right)
$$

where

$$
\begin{align*}
f\left(\alpha_{1}, \ldots, \alpha_{k}\right) & =\langle\mathbf{x}, \mathbf{x}\rangle-2 \alpha_{1}\left\langle\mathbf{x}, \mathbf{v}_{1}\right\rangle-\ldots-2 \alpha_{k-1}\left\langle\mathbf{x}, \mathbf{v}_{k-1}\right\rangle-2 \alpha_{k}\left\langle\mathbf{x}, \mathbf{v}_{k}\right\rangle \\
& +\alpha_{1}^{2}\left\langle\mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle+2 \alpha_{1} \alpha_{2}\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle+\ldots+2 \alpha_{1} \alpha_{k-1}\left\langle\mathbf{v}_{1}, \mathbf{v}_{k-1}\right\rangle+2 \alpha_{1} \alpha_{k}\left\langle\mathbf{v}_{1}, \mathbf{v}_{k}\right\rangle \\
& \vdots \\
& +\left(\alpha_{k-1}\right)^{2}\left\langle\mathbf{v}_{k-1}, \mathbf{v}_{k-1}\right\rangle+2 \alpha_{k-1} \alpha_{k}\left\langle\mathbf{v}_{k-1}, \mathbf{v}_{k}\right\rangle \\
& +\left(\alpha_{k}\right)^{2}\left\langle\mathbf{v}_{k}, \mathbf{v}_{k}\right\rangle . \tag{C.4}
\end{align*}
$$

Assume that these vectors $\mathbf{x}, \mathbf{v}_{1}, \ldots, \mathbf{v}_{k-1}$ and $\mathbf{v}_{k}$ given, we aim to minimise the function $f\left(\alpha_{1}, \ldots, \alpha_{k}\right)$. Let us now study the function $f\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ that has a local minimum corresponding with variables $\alpha_{1}, \alpha_{2}, \cdots, \alpha_{k-1}$ and $\alpha_{k}$. By looking at the function $f$ of equation (C.4), suppose that

$$
\begin{aligned}
& c_{0,0}=\langle\mathbf{x}, \mathbf{x}\rangle, \quad c_{0,1}=\left\langle\mathbf{x}, \mathbf{v}_{1}\right\rangle, \ldots, c_{0, k-1}=\left\langle\mathbf{x}, \mathbf{v}_{k-1}\right\rangle, \quad c_{0, k}=\left\langle\mathbf{x}, \mathbf{v}_{k}\right\rangle \\
& c_{1,1}=\left\langle\mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle, \quad c_{1,2}=\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle, \ldots, \quad c_{1, k-1}=\left\langle\mathbf{v}_{1}, \mathbf{v}_{k-1}\right\rangle, \quad c_{1, k}=\left\langle\mathbf{v}_{1}, \mathbf{v}_{k}\right\rangle \\
& \quad \vdots \\
& c_{k-1, k-1}=\left\langle\mathbf{v}_{k-1}, \mathbf{v}_{k-1}\right\rangle, \quad c_{k-1, k}=\left\langle\mathbf{v}_{k-1}, \mathbf{v}_{k}\right\rangle \\
& c_{k, k}=\left\langle\mathbf{v}_{k}, \mathbf{v}_{k}\right\rangle,
\end{aligned}
$$

## APPENDIX C. FINDING THE MINIMUM DISTANCE TO THE HYPERPLANE

so the function $f$ of equation (C.4) can be formulated as follows

$$
\begin{aligned}
f\left(\alpha_{1}, \ldots, \alpha_{k}\right) & =c_{0,0}-2 c_{0,1} \alpha_{1}-\ldots-2 c_{0, k-1} \alpha_{k-1}-2 c_{0, k} \alpha_{k} \\
& +c_{1,1} \alpha_{1}^{2}+2 c_{1,2} \alpha_{1} \alpha_{2}+\ldots+2 c_{1, k-1} \alpha_{1} \alpha_{k-1}+2 c_{1, k} \alpha_{1} \alpha_{k} \\
& \vdots \\
& +c_{k-1, k-1} \alpha_{k-1}^{2}+2 c_{k-1,1} \alpha_{k-1} \alpha_{k} \\
& +c_{k, k} \alpha_{k}^{2}
\end{aligned}
$$

By using the complete square method, we assume that

$$
\begin{equation*}
\alpha_{1}=\beta_{1}+\rho_{1}, \alpha_{2}=\beta_{2}+\rho_{2}, \ldots, \alpha_{k-1}=\beta_{k-1}+\rho_{k-1}, \alpha_{k}=\beta_{k}+\rho_{k} \tag{C.5}
\end{equation*}
$$

such that $\beta_{i}$ are arbitrary variables, whereas $\rho_{i}$ are constant such that $i$ is defined as follows

$$
i \in\{1, \ldots, k\}
$$

By using the equations (C.5), the function $f\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ becomes as follows

$$
\begin{align*}
& \tilde{f}\left(\beta_{1}, \ldots, \beta_{k}\right)=c_{0,0}-2 c_{0,1}\left(\beta_{1}+\rho_{1}\right)-\ldots-2 c_{0, k-1}\left(\beta_{k-1}+\rho_{k-1}\right)-2 c_{0, k}\left(\beta_{k}+\rho_{k}\right) \\
& +c_{1,1}\left(\beta_{1}+\rho_{1}\right)^{2}+2 c_{1,2}\left(\beta_{1}+\rho_{1}\right)\left(\beta_{2}+\rho_{2}\right) \\
& \vdots \\
& +2 c_{1, k-1}\left(\beta_{1}+\rho_{1}\right)\left(\beta_{k-1}+\rho_{k-1}\right)+2 c_{1, k}\left(\beta_{1}+\rho_{1}\right)\left(\beta_{k}+\rho_{k}\right) \\
& \vdots \\
& + \\
& +c_{k-1, k-1}\left(\beta_{k-1}+\rho_{k-1}\right)^{2}+2 c_{k-1,1}\left(\beta_{k-1}+\rho_{k-1}\right)\left(\beta_{k}+\rho_{k}\right)  \tag{C.6}\\
& +c_{k, k}\left(\beta_{k}+\rho_{k}\right)^{2} .
\end{align*}
$$

If we continue the calculations of the equation (C.6) and also simplify this equation, then we will derive the equation (C.7)

$$
\begin{align*}
\tilde{f}\left(\beta_{1}, \ldots, \beta_{k}\right) & =c_{1,1} \beta_{1}^{2}+\left(2 c_{1,1} \rho_{1}+2 c_{1,2} \rho_{2}+\cdots+2 c_{1, k-1} \rho_{k-1}+2 c_{1, k} \rho_{k}-2 c_{1,0}\right) \beta_{1} \\
& +c_{2,2} \beta_{2}^{2}+\left(2 c_{2,1} \rho_{1}+2 c_{2,2} \rho_{2}+\cdots+2 c_{2, k-1} \rho_{k-1}+2 c_{2, k} \rho_{k}-2 c_{2,0}\right) \beta_{2} \\
& \vdots \\
& +c_{k-1, k-1} \beta_{k-1}^{2}+\left(2 c_{k-1,1} \rho_{1}+2 c_{k-1,2} \rho_{2}+\cdots+2 c_{k-1, k-1} \rho_{k-1}+2 c_{k-1, k} \rho_{k}-2 c_{k-1,0}\right) \beta_{k-1} \\
& +c_{k, k} \beta_{k}^{2}+\left(2 c_{k, 1} \rho_{1}+2 c_{k, 2} \rho_{2}+\cdots+2 c_{k, k-1} \rho_{k-1}+2 c_{k, k} \rho_{k}-2 c_{k, 0}\right) \beta_{k} \\
& +c_{0,0}-2 c_{0,1} \rho_{1}-\ldots-2 c_{0, k-1} \rho_{k-1}-2 c_{0, k} \rho_{k} \tag{C.7}
\end{align*}
$$

As we know, the complete square of the equation (C.7) does not have the linear term, so suppose that

$$
\begin{array}{r}
2 c_{1,1} \rho_{1}+2 c_{1,2} \rho_{2}+\cdots+2 c_{1, k-1} \rho_{k-1}+2 c_{1, k} \rho_{k}-2 c_{1,0}=0 \\
2 c_{2,1} \rho_{1}+2 c_{2,2} \rho_{2}+\cdots+2 c_{2, k-1} \rho_{k-1}+2 c_{2, k} \rho_{k}-2 c_{2,0}=0 \\
\vdots \\
2 c_{k-1,1} \rho_{1}+2 c_{k-1,2} \rho_{2}+\cdots+2 c_{k-1, k-1} \rho_{k-1}+2 c_{k-1, k} \rho_{k}-2 c_{k-1,0}=0 \\
2 c_{k, 1} \rho_{1}+2 c_{k, 2} \rho_{2}+\cdots+2 c_{k, k-1} \rho_{k-1}+2 c_{k, k} \rho_{k}-2 c_{k, 0}=0
\end{array}
$$

This implies the following

$$
\begin{align*}
& c_{1,1} \rho_{1}+c_{1,2} \rho_{2}+\cdots+c_{1, k-1} \rho_{k-1}+c_{1, k} \rho_{k}=c_{1,0} \\
& c_{2,1} \rho_{1}+c_{2,2} \rho_{2}+\cdots+c_{2, k-1} \rho_{k-1}+c_{2, k} \rho_{k}=c_{2,0} \\
& \vdots \\
& c_{k-1,1} \rho_{1}+c_{k-1,2} \rho_{2}+\cdots+c_{k-1, k-1} \rho_{k-1}+c_{k-1, k} \rho_{k}=c_{k-1,0}  \tag{C.8}\\
& c_{k, 1} \rho_{1}+c_{k, 2} \rho_{2}+\cdots+c_{k, k-1} \rho_{k-1}+c_{k, k} \rho_{k}=c_{k, 0}
\end{align*}
$$

## APPENDIX C. FINDING THE MINIMUM DISTANCE TO THE HYPERPLANE

We observe that the equations (C.8) are called nonhomogeneous system of linear equations, so we formulate this system as vector and matrix, that is,

$$
\left[\begin{array}{ccccc}
c_{1,1} & c_{1,2} & \cdots & c_{1, k-1} & c_{1, k} \\
c_{2,1} & c_{2,2} & \cdots & c_{2, k-1} & c_{2, k} \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
c_{k-1,1} & c_{k-1,2} & \cdots & c_{k-1, k-1} & c_{k-1, k} \\
c_{k, 1} & c_{k, 2} & \cdots & c_{k, k-1} & c_{k, k}
\end{array}\right]\left[\begin{array}{c}
\rho_{1} \\
\rho_{2} \\
\vdots \\
\rho_{k-1} \\
\rho_{k}
\end{array}\right]=\left[\begin{array}{c}
c_{1,0} \\
c_{2,0} \\
\vdots \\
c_{k, 0}
\end{array}\right]
$$

where

$$
\left[\begin{array}{ccccc}
c_{1,1} & c_{1,2} & \cdots & c_{1, k-1} & c_{1, k} \\
c_{2,1} & c_{2,2} & \cdots & c_{2, k-1} & c_{2, k} \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
c_{k-1,1} & c_{k-1,2} & \cdots & c_{k-1, k-1} & c_{k-1, k} \\
c_{k, 1} & c_{k, 2} & \cdots & c_{k, k-1} & c_{k, k}
\end{array}\right]=\left[\begin{array}{ccccc}
\left\langle\mathbf{v}_{1}, \mathbf{v}_{1}\right\rangle & \left\langle\mathbf{v}_{1}, \mathbf{v}_{2}\right\rangle & \cdots & \left\langle\mathbf{v}_{1}, \mathbf{v}_{k-1}\right\rangle & \left\langle\mathbf{v}_{1}, \mathbf{v}_{k}\right\rangle \\
\left\langle\mathbf{v}_{2}, \mathbf{v}_{1}\right\rangle & \left\langle\mathbf{v}_{2}, \mathbf{v}_{2}\right\rangle & \cdots & \left\langle\mathbf{v}_{2}, \mathbf{v}_{k-1}\right\rangle & \left\langle\mathbf{v}_{2}, \mathbf{v}_{k}\right\rangle \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
\left\langle\mathbf{v}_{k-1}, \mathbf{v}_{1}\right\rangle & \left\langle\mathbf{v}_{k-1}, \mathbf{v}_{2}\right\rangle & \cdots & \left\langle\mathbf{v}_{k-1}, \mathbf{v}_{k-1}\right\rangle & \left\langle\mathbf{v}_{k-1}, \mathbf{v}_{k}\right\rangle \\
\left\langle\mathbf{v}_{k}, \mathbf{v}_{1}\right\rangle & \left\langle\mathbf{v}_{k}, \mathbf{v}_{2}\right\rangle & \cdots & \left\langle\mathbf{v}_{k}, \mathbf{v}_{k-1}\right\rangle & \left\langle\mathbf{v}_{k}, \mathbf{v}_{k}\right\rangle
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
c_{1,0} \\
c_{2,0} \\
\vdots \\
c_{k-1,0} \\
c_{k, 0}
\end{array}\right]=\left[\begin{array}{c}
\left\langle\mathbf{v}_{1}, \mathbf{x}\right\rangle \\
\left\langle\mathbf{v}_{2}, \mathbf{x}\right\rangle \\
\vdots \\
\left\langle\mathbf{v}_{k-1}, \mathbf{x}\right\rangle \\
\left\langle\mathbf{v}_{k}, \mathbf{x}\right\rangle
\end{array}\right]
$$

Suppose that

$$
C=\left[\begin{array}{ccccc}
c_{1,1} & c_{1,2} & \cdots & c_{1, k-1} & c_{1, k} \\
c_{2,1} & c_{2,2} & \cdots & c_{2, k-1} & c_{2, k} \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
c_{k-1,1} & c_{k-1,2} & \cdots & c_{k-1, k-1} & c_{k-1, k} \\
c_{k, 1} & c_{k, 2} & \cdots & c_{k, k-1} & c_{k, k}
\end{array}\right], \mathbf{a}=\left[\begin{array}{c}
\rho_{1} \\
\rho_{2} \\
\vdots \\
\rho_{k-1} \\
\rho_{k}
\end{array}\right], \quad \mathbf{c}=\left[\begin{array}{c}
c_{1,0} \\
c_{2,0} \\
\vdots \\
c_{k-1,0} \\
c_{k, 0}
\end{array}\right]
$$

so we can formulate the system (C.8) as follows

$$
\begin{equation*}
C \mathbf{a}=\mathbf{c} . \tag{C.9}
\end{equation*}
$$

The function $\tilde{f}$ has a global minimum because all coefficients $c_{i, i}$ of the function $\tilde{f}$ are positive, which means that we need to solve the linear system of equations (C.9) using Cramer's rule, that is, finding the variables $\rho_{1}, \rho_{2}, \ldots, \rho_{k-1}$ and $\rho_{k}$. Therefore, we find that

$$
\rho_{1}=\frac{\left|C_{1}\right|}{|C|}, \ldots, \rho_{k}=\frac{\left|C_{k}\right|}{|C|},
$$

where

$$
|C|=\left|\begin{array}{ccccc}
c_{1,1} & c_{1,2} & \cdots & c_{1, k-1} & c_{1, k} \\
c_{2,1} & c_{2,2} & \cdots & c_{2, k-1} & c_{2, k-1} \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
c_{k-1,1} & c_{k-1,2} & \cdots & c_{k-1, k-1} & c_{k-1, k} \\
c_{k, 1} & c_{k, 2} & \cdots & c_{k, k-1} & c_{k, k}
\end{array}\right| \neq 0,
$$

and

$$
\left|C_{1}\right|=\left|\begin{array}{ccccc}
c_{1,0} & c_{1,2} & \cdots & c_{1, k-1} & c_{1, k} \\
c_{2,0} & c_{2,2} & \cdots & c_{2, k-1} & c_{2, k-1} \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
c_{k-1,0} & c_{k-1,2} & \cdots & c_{k-1, k-1} & c_{k-1, k} \\
c_{k, 0} & c_{k, 2} & \cdots & c_{k, k-1} & c_{k, k}
\end{array}\right|, \ldots,\left|C_{k}\right|=\left|\begin{array}{ccccc}
c_{1,1} & c_{1,2} & \cdots & c_{1, k-1} & c_{1,0} \\
c_{2,1} & c_{2,2} & \cdots & c_{2, k-1} & c_{2,0} \\
\vdots & \vdots & \cdots & \vdots & \vdots \\
c_{k-1,1} & c_{k-1,2} & \cdots & c_{k-1, k-1} & c_{k-1,0} \\
c_{k, 1} & c_{k, 2} & \cdots & c_{k, k-1} & c_{k, 0}
\end{array}\right|
$$

Therefore, the critical point (stationary point) can be posed as follows

$$
\mathbf{r}=\left(\rho_{1}, \rho_{2}, \ldots, \rho_{k-1}, \rho_{k}\right)
$$

This leads to the minimal value of function $\tilde{f}\left(\alpha_{1}, \ldots, \alpha_{k}\right)$ to be written as follows

$$
\tilde{f}\left(\rho_{1}, \ldots, \rho_{k}\right)=\tilde{f}(\mathbf{r})
$$

so we find that the minimisation of the Euclidean norm (C.4) is as follows

$$
\begin{equation*}
\left\|\mathbf{x}-\rho_{1} \mathbf{v}_{1}-\ldots-\rho_{k} \mathbf{v}_{k}\right\|_{2}^{2}=\tilde{f}(\mathbf{r}) \tag{C.10}
\end{equation*}
$$
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[^0]:    1 function curvature_K = CURVATURE_FUNCTION_3( time_numerical_intersection, n_index_removed )

    2 rows_intersec = length(time_numerical_intersection(1:n_index_removed,:));
    $3 \% \%$ using central difference method
    4 matrix_t_intersection=zeros (rows_intersec, 3 );
    5 accountor $=1$; \% the number of iteration

